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ABSTRACT
This paper critically examines the transformation of the educational landscape 
through the integration of generative AI with Open Educational Resources (OER) and 
Open Educational Practices (OEP). The emergence of AI in content creation has ignited 
debate regarding its potential to comprehend and generate human language, creating 
content that is often indistinguishable from that produced by humans. This shift from 
organic (human-created) to synthetic (AI-created) content presents a new frontier 
in the educational sphere, particularly in the context of OER and OEP. The paper 
explores the generative AI’s capabilities in OER and OEP, such as automatic content 
generation, resource curation, updating existing resources, co-creation and facilitating 
collaborative learning. Nevertheless, it underscores the importance of addressing 
challenges like the quality and reliability of AI-generated content, data privacy, and 
equitable access to AI technologies. The critical discussion extends to a contentious 
issue, ownership in OER/OEP. While AI-generated works lack human authorship and 
copyright protection, the question of legal liability and recognition of authorship 
remains a significant concern. In response, the concept of prompt engineering and 
co-creation with AI is presented as a potential solution, viewing AI not as authors, but 
powerful tools augmenting authors’ abilities. By examining generative AI’s integration 
with OER and OEP, this paper encourages further research and discussion to harness 
AI’s power while addressing potential concerns, thereby contributing to the dialogue 
on responsible and effective use of generative AI in education.
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INTRODUCTION: FROM WRITING TO GENERATING
The emergence of generative artificial intelligence (AI) has sparked great enthusiasm, largely 
due to its capacity for creating novel content via natural language processing (NLP) and 
extensive language models (LLM). The main reason behind this enthusiasm mainly stems 
from generative AI’s potential to comprehend and generate human language, one of the most 
sophisticated and advanced systems ever developed, as well as its ability to discern patterns 
that may elude human perception. Properly trained iterations of generative AI can learn, 
unlearn, and relearn language constructs, which makes it a dynamic instrument capable of 
evolving (Bozkurt, 2023).

Described as a technology that can produce outputs indistinguishable from human-authored 
content (Dwivedi et al., 2023), generative AI’s utility extends to a variety of fields, notably 
education (Cao et al., 2023; Dwivedi et al., 2023; Haleem et al., 2022; Kasneci et al., 2023; 
Kukulska-Hulme et al., 2023) and it is poised to revolutionize pedagogical practices (Atlas, 2023; 
Megahed et al., 2023). Due to its ability to generate content, generative AI has stimulated 
numerous scholarly debates and encouraged research into its potential advantages and 
drawbacks (Bozkurt et al., 2023a; Bozkurt, 2023; Crawford et al., 2023; Johinke et al., 2023; 
Neumann et al., 2023; Tlili et al., 2023). A pertinent but often neglected topic in these discussions 
is how synthetically produced generative AI content will be integrated within the concept of 
openness in the educational sphere.

ANOTHER TURNING POINT: FROM ORGANIC TO SYNTHETIC 
CONTENTS
Generative AI technologies can analyze the complex patterns and structures of human 
language, and they are primarily trained to understand and generate human language 
(Bozkurt, 2023). It is further argued that generative AI “is capable of generating human-like 
text and understanding natural language input in a way that is similar to a human (Bozkurt, 
2023, p. 200)”. Unlike humans, Generative AI “ lacks the same level of context awareness and 
understanding, with its comprehension of language based solely on the patterns and structures 
learned from its training data.” (Bozkurt, 2023, p. 200). While AI is anticipated to bring novel 
insights and capacities to scientific research and content creation (Méndez & Sánchez-Núñez, 
2023), it is also stressed that generative AI merely reconfigures existing data, thus its output can 
be considered synthetic (Garon, 2023). This viewpoint calls for a more thorough examination of 
the influence of organic (human-created) or synthetic (generative AI-created) content on open 
educational resources (OER) and open educational practices (OEP).

THE NEW BATTLEFRONT: GENERATIVE OER AND OEP
Mills et al. (2023) caution that it’s crucial to channel efforts into open educational practices 
to brace for disruptions and continual transformations in higher education. Mills et al. (2023) 
further provide a plethora of methods to employ generative AI for enhancing teaching and 
learning, considering the vantage points of both OER and OEP. Similarly, Nerantzi et al. (2023) 
put forth a broad array of applications that reflect foresight and demonstrate creativity.

Echoing this sentiment, Wiley (2023a) poses the thought-provoking questions, “what if, in 
the future, educators didn’t write textbooks at all? What if, instead, we only wrote structured 
collections of highly crafted prompts?”. Moreover, Wiley underscores how such content can 
transition from static reading to a more interactive, dialogue-based exploration by employing 
well-crafted prompts. Expanding on this idea, Wiley (2023b) suggests that the application of 
generative AI with large language models (LLMs) might level the playing field between proprietary 
materials and OER. We asked to examine the reflections of generative AI in the context of OER 
and OEP with a reverse engineering approach and received the following response from ChatGPT.

Prompt: How will generative AI impact open educational resources and open 
educational practices?

ChatGPT: Let’s delve a bit deeper into how generative AI could impact Open 
Educational Resources (OER) and Open Educational Practices (OEP).
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Open Educational Resources (OER):

Automated Content Generation: Generative AI has the capability to generate 
educational content across various domains. For instance, AI could be used to 
automatically generate textbooks, worksheets, or lessons based on curriculum 
guidelines or learning objectives. This has the potential to greatly expand the 
availability of OER.

Resource Curation and Recommendation: Generative AI could also assist in curating 
and recommending OERs based on learners’ individual needs. By analyzing a 
student’s performance, learning style, and interests, AI could suggest resources that 
are likely to be most beneficial to that student.

Updating and Improving Existing Resources: Generative AI could help keep OERs 
up-to-date by generating new content based on recent developments or research. It 
could also identify gaps or inaccuracies in existing resources and generate content to 
address them.

Translation and Localization: Generative AI could greatly facilitate the translation 
and localization of OERs, making them accessible to a wider audience. This could 
contribute to democratizing education by making high-quality resources available to 
people who might not otherwise have access to them.

Open Educational Practices (OEP):

Supporting Student Creation of OERs: As part of OEP, students often contribute to the 
creation of OERs. Generative AI could support students in this process by providing 
suggestions, improving the quality of writing, or generating initial drafts of content.

Automating Feedback and Assessment: AI could help automate the process of giving 
feedback and assessing student work, especially for large-scale online courses. This 
could free up time for educators to engage in more interactive and personalized 
teaching practices.

Facilitating Collaborative Learning: Generative AI could facilitate collaborative 
learning practices by summarizing discussions, suggesting new topics, or helping 
to coordinate collaborative work. For example, if students are working on a group 
project, AI could help manage the project by assigning tasks, keeping track of 
progress, or generating reminders.

Supporting Personalized Learning Pathways: Generative AI could be used to create 
personalized learning pathways for students, helping them to navigate the vast 
landscape of OERs and other online resources.

In summary, the use of generative AI in OER and OEP has the potential to greatly 
enhance the availability, accessibility, and effectiveness of open education. However, 
it also brings up important challenges and considerations, such as ensuring the 
quality and reliability of AI-generated content, protecting data privacy and security, 
and ensuring equitable access to AI technologies. These issues will need to be 
carefully navigated in order to fully realize the potential of generative AI in open 
education (OpenAI, 2023).

It is promising that both humans and generative AI have a similar vision for the future of OER 
and OEP. However, as emphasized by generative AI (OpenAI, 2023), it would not make sense to 
expect generative OER and OEP to reach their full capacity without providing solutions to issues 
such as “ensuring the quality and reliability of AI-generated content, protecting data privacy 
and security, and ensuring equitable access to AI technologies”.
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GENERATIVE DILEMMA: OWNERSHIP IN OER/OEP
A critical aspect of generative OER/OEP under heated discussion pertains to the ownership of 
content (Bozkurt et al., 2023b). OER generally follows open licenses, such as Creative Commons, 
where the authors determine the type of permissions granted. Schroeder (2023) remarks, 
“Given that the 1976 Act of copyright law necessitates human authorship, AI-generated works 
aren’t eligible for registration…As far as the US Copyright Office is concerned, the outputs of 
generative AI programs like ChatGPT or Stable Diffusion lack copyright protection… barring 
any drastic shifts, generative AI outputs will continually enter the public domain immediately” 
(para. 10). However, the unique characteristic of generative AI being non-human implies the 
promise of ownership-free educational content. This, in turn, raises the question of how and by 
whom the extent of permissions will be determined. In addition to that perspective, another 
credible argument suggests that as only humans are capable of assuming legal liability for their 
work, they alone should be recognized as authors (Nature, 2023; Stokel-Walker, 2023). This 
very question was further directed at ChatGPT (OpenAI, 2023), a leading figure in generative AI 
services and a key player in the ownership debate.

Prompt: Can ChatGPT listed as a coauthor if used while writing an article for a 
scholarly journal?

ChatGPT: As of my knowledge cutoff in September 2021, AI models like GPT-3 or GPT-
4 are not generally recognized as co-authors in scholarly work for several reasons:

Lack of independent cognition: AI does not have its own consciousness or 
understanding of what it produces. It doesn’t have ideas or a point of view that it can 
contribute to a piece of work, and it doesn’t have the ability to critique or interpret 
data, make judgments, or form new hypotheses based on data.

Lack of creativity: While AI can generate creative-seeming outputs, these are 
ultimately based on patterns it has learned from existing data. It does not have the 
ability to introduce novel ideas or concepts that have not already been presented in 
its training data.

Lack of accountability: AI cannot take responsibility for its contributions, be credited 
or critiqued, or participate in the scholarly community in any way. Therefore, it’s not 
appropriate to treat it as a co-author.

Ethical and attribution considerations: AI’s outputs are generated based on the data 
it was trained on. This data typically includes countless human-authored texts. If an 
AI were to be listed as a co-author, it would raise difficult questions about how to 
appropriately attribute credit to the original human authors whose work influenced 
the AI’s output.

For these reasons, as of 2021, it’s more accurate to view an AI as a tool that can aid 
in the research and writing process, rather than a collaborator or co-author. When 
AI is used in the creation of a scholarly article, this can certainly be acknowledged 
and described in the paper, but it would not typically result in the AI being listed as a 
co-author.

However, it’s worth noting that norms and practices can change over time, especially 
in fields like AI and data science that are rapidly evolving. Some people have 
suggested that as AI becomes more sophisticated, we may need to rethink some of 
these conventions (OpenAI, 2023).

As can be seen from the above generative AI output, even ChatGPT concurs with this view, 
proposing that generative AI, lacking independent cognition, creativity, accountability, and 
given ethical and attribution considerations, cannot claim ownership. However, it emphasizes, 
it is important to note that norms and practices can change over time, particularly in swiftly 
advancing fields like AI and data science. There have been suggestions that as AI continues to 
become more advanced, a reevaluation of these conventions might become necessary.
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REIMAGINING OER AND OEP: PROMPT ENGINEERING AND 
CO-CREATING WITH GENERATIVE AI
As we navigate through the complexities of ownership and content creation in the realm of OER 
and OEP, the concept of prompt engineering and co-creation with AI emerges as a promising 
avenue (Bozkurt & Sharma, 2023). With generative AI systems such generating learning content, 
it’s plausible to consider them not as authors, but as powerful tools in an author’s kit, especially 
when coupled with a process like prompt engineering. This involves designing specific instructions 
to guide the generative AI’s output, creating a dynamic and potentially transformative dialogue 
between the human and the AI. It’s not a matter of replacing human authors or educators, but 
rather, of enhancing their capabilities. In the case of generative AI, its outputs can be harnessed 
to create more diverse, expansive, and inclusive open educational resources, transforming not 
just how content is created but also how it’s used and shared. Furthermore, a co-creation process 
with AI might also serve to address issues of ownership. If the AI is considered a tool controlled by 
a human operator, the human operator could assume responsibility for the resulting work, thus 
integrating the innovative capabilities of AI within the established legal and ethical frameworks.

FINAL REMARKS: A NEW FRONT IN THE OPENNESS LANDSCAPE
In short, in the OER/OEP landscape, a new and exciting future with many challenges and 
unexplored paths is ahead of us. In order to better navigate and successfully integrate generative 
AI with OER and OEP, educators and stakeholders must be equipped with the necessary skills 
and knowledge which requires a special focus on professional development and training. The 
integration of generative AI with OER and OEP holds significant potential for transforming the 
openness landscape to the next level. However, it is essential to address the challenges that 
accompany this integration. By critically examining generative OER/OEP, this paper aims to 
foster a nuanced understanding of the subject and to encourage further research and discussion 
on harnessing the power of generative AI to enhance generative OER/OEP experiences while 
addressing potential concerns. By doing so, the editorial contributes to the ongoing dialogue on 
the responsible and effective use of generative AI technologies education in general and openness 
in specific, ultimately paving the way for a more inclusive and innovative educational landscape.
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