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INTRODUCTION 

Automated diagnosis involves image segmentation step 

which is used to extract the abnormal lesions from brain 

MRI.  The different abnormalities types differ in many 

computerized aspects such as nature, size, its shape, 

volume, number and its locations of lesions. The term 

abnormalities used to generalize the tumor, hemorrhage, 

and stroke because using automated system classification 

of different types of abnormalities is very difficult. Brain 

image segmentation attempts to label pixels by tissue 

type.  Generalized fuzzy c-means algorithm
[1-3]

 uses both 

pixel attributes and local spatial information that is 

weighted in correspondence with neighbor elements 

based on their distance attributes.    

 

A result of the unsupervised segmentation seems to be 

highly stable, but a comparison with standard 

unsupervised methods (k-means) is not very significant 

in the clinical environment as a consequence of the 

segmentation of multivariate medical images.  The color-

converted segmentation with Kmeans clustering 

algorithm
[4]

, and regions of the brain related to 

hemorrhage can be correctly separated from the colored 

image and it help pathologist to distinguish lesion size 

and its region exactly.   Its application to several datasets 

with different abnormality sizes, intensities and locations 

show that it can automatically detect and segment very 

different types of brain abnormality with good quality. A 

symmetric based
[5-6]

 result constitutes the initialization of 

a segmentation method based on a combination of a 

deformable model and spatial relations, leading to a 

precise segmentation of the abnormalities.   

 

Literature Review 

Region growing method requires a seed point that is 

manually selected by the user and removes all pixels 

connected to the preliminary seed based on some 

predefined conditions. These conditions can be based on 

intensity information or boundaries in the image.
[7] 

The 

possible criterion might be to grow the region until a 

boundary in the image is met. Region increasing is 

seldom used alone but usually within a set of image 

processing operations, mostly for the description of 

small, simple structures such as tumors or abnormalities 

and lesions.
[8]

The manual dealings to obtain the seed 

point is the significant disadvantage for this region 

growing. Region growing has also been the restriction to 

susceptible to noise. These problems may overcome by 

using a chemotropic region growing algorithm.  The 

technique is not entirely automatic
[26]

, i.e. it requires user 

interaction for the selection of a seed and secondly the 

method fails in producing acceptable results in 

homogeneous areas.   

 

K-nearest Neighbours (KNN) classifier is considered a 

non-parametric classifier since it makes no underlying 

assumption about the statistical structure of the data [9]. 

K-NN only requires an integer k, set of training data and 

a metric to measure closeness by Euclidean distance. K-

NN is easy to implement and debug, in situations where 

details of the output of the classifier are functional, it can 

be very effective if some noise reduction techniques have 

been used to the classifier. k-NN is very sensitive to 

irrelevant or redundant features because all features 

contribute to the similarity and thus to the classification 

and this can be ameliorated by careful feature selection 

or feature weighting.
[10-12]

   

 

Proposed Method 

The transformation function for RGB image into Gray 

Scale from input image f(x, y) to processed g(x, y) is 

given below 

 

       (1) 
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T is of size 1×1 (that is, a single pixel) and it is of the 

form 

 
where r and s are variables representing the gray level of 

f(x, y) and g(x, y) at any point (x, y).  Mean is defined as 

. 

    (3) 

 

Variance is defined as v and its expression is shown 

below 

 (4) 

 

Standard deviation is identified as  σ. 

           (5) 

 

Standard deviation intensity value is used as threshold 

intensity to binarize the MR image of the brain and is 

very much helpful for extracting brain portion and 

differentiating it from to the non-brain portion. MRI of 

the brain has the significant intensity difference between 

the background and the foreground, so the use of 

standard deviation based binarization has been 

successfully implemented for brain stroke detection 

purpose. 

 

  (6) 

 

The negative transformation is given by the expression 

  (7) 

 

For binary image complement, the algorithm use 

f2(x,y)=1-f1(x,y) which prepare it for the next step of 

wavelet decomposition.   f2(x) can be represented by a 

scaling function expansion and some number of wavelet 

function expansions in sub-spaces , ,  

….. Thus   

 

   (8) 

 

Here j0 is an arbitrary starting scale and the (k), and 

dj(k) are relabelled. The (k) normally defined as 

approximation or/and scaling coefficients; the dj(k) are 

referred to as detail or/and wavelet coefficients.   For 

each higher scale j ≥ j0 in the second sum, a finer 

resolution function a sum of the wavelet is added to the 

approximation to provide increasing details.  If the 

expansion function forms an orthogonal basis or tight 

frame, which is often the case, the expansion coefficients 

are calculated and is shown in the equations below 

 

 
and 

  (9) 

 

Above two coefficients expansion are defined as inner 

products of a function being expanded and the expansion 

functions being used where and  are the 

expansion functions;  and  are the expansion 

coefficients.  Excluding the products that produce 1-D 

results, like φ(x) ψ(x), the four remaining products create 

the separable scaling function and separable directionally 

sensitive wavelets 

    (10) 

  

 

    (11) 

    

The directional sensitivity is a natural consequence of 

separability in the above equation (6.11) and it does not 

increase the computational complexity. The scaled and 

translated basis functions are. 

 

 

 

  (12) 

 

Here index i identifies the directional wavelets. The 

discrete wavelet transform of image f2(x, y) is defined 

by the following equations 

 

 

 
   (13) 

 

As in the 1-D case, j0 is an arbitrary starting scale and the 

 coefficients define an approximation 

f2(x, y) at scale j0. The  coefficients add 

horizontal, vertical, and diagonal details for scales j≥j0. 

normally j0=0 and N=M=2
J
 so that j=0,1,2,….,J-1 and 

m=n=0,1,2,….,2
j
-1. f2(x, y) is obtained by the inverse 

discrete transform operations using equations as follows 

  

  (14) 

 

A point can represent in the plane by a pair (x,y) that 

stores the x and y Cartesian coordinates for that point.     
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The equation of the line l through q1 and q2 for 

coordinates (x1y1) is given by 

 

     (15) 

 

Constants a, b, and c can be derived as a = (y2-y1); b = -

(x2-x1); and c = y1(x2- x1) - x1(y2 -y1). A line segment s1 

is typically represented by the pair (p,q) of points in the 

plane that form s1’s end points. It is possible to represent 

a polygon P by a circular sequence of points, called the 

vertices of P. The segments between consecutive vertices 

of P are called the edges of P. Polygon P is said to be 

nonintersecting, or simply if intersections between pairs 

of edges of P happen only at a common endpoint vertex.  

A polygon is convex if it is simple and all its internal 

angles are less than p. Quick-hull described in [88] is a 

divide-and-conquer algorithm, similar to quicksort, 

which divides the problem into two sub-problems and 

discards some of the points in the given set as interior 

points, concentrating on remaining points. Quick-hull 

runs faster than the randomized algorithms because it 

processes fewer interior points. Also, Quick-hull reuses 

the memory occupied by old facets. The convex image is 

now a binary image in which only brain portion is 

denoted with one, and all non-brain portion contains 

zero. This convex image is multiplied with the original 

image, and the resultant image is free of any previously 

existing artifacts, noise, and skull as such removals are 

critical for brain abnormality detection.  

 

To segment and detect abnormalities the power-law 

transformations is applied on f3 image in basic form of 

   (16) 

 

Where c and γ are the positive constant and the above 

equation is sometimes written as   

     (17) 

 

 is used to report for a measurable output when the 

input is zero. However, offsets are an issue of display 

calibration, and as a result, they are ignored. Transform 

values of γ>1 have accurately the opposite effect as those 

generated with principle values of γ <1 and to the 

identity transformation when c= γ =1. Gamma correction 

is significant for displaying an image appropriately on a 

computer screen, and particular care must be taken to 

reproduce colors accurately. This requires knowledge of 

gamma correction as any change in the value of gamma 

will not only alter the brightness but also the 

corresponding red, green and blue ratios. By setting γ =3, 

and c=1 in gamma transformation abnormal portion 

become more prominently projected. The total intensity, 

by the sum of the average and standard deviation of the 

Gamma transformed image, is finally selected. Thus the 

final selection is given by  

 

 (18) 

 

Abnormal lesions are selected from the final intensity T 

which is in the form of binary output and is stored in 

f5(x, y).   

 

         (19) 

 

f5 is the binarized results which consist of abnormal 

lesions along with some normal tissues for T2 and PD 

type MR brain images. Figure 1 shows the output. 

 

 
 

 
 

 
Figure. 1. Segmented part Marked with Red. 

 

CONCLUSIONS 

A large number of approaches have been proposed by 

various researchers to deal with MRI images. The 

development of automatic and accurate CAD in 

characterizing brain lesions are essential and it remains 

an open problem. Lesion detection, segmentation or 

separation of a particular region of interest is an 

important process for diagnosis. Computer aided surgery 

also requires previous analysis of lesion area inside the 
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brain. This process is a challenging process due to the 

complexity and large variations in the anatomical 

structures of human brain tissues, the variety of the 

possible shapes, locations and intensities of various types 

of lesions. Many methods need some preprocessing 

technique for improvement of accurate identification of 

brain abnormalities. In the threshold intensity based 

binarized segmentation; Kapur method can provide 

better results than other for brain abnormalities 

segmentation. But Kapur thresholding suffers from under 

segmentation and spurious lesion generations for many 

brain images. Most of the binarized fail due to large 

intensity difference of foreground and background i.e. 

the black background of MRI image. In region growing 

methodologies are not standard methods for validating 

segmentation; the main problem is the quality of 

segmentation in the border of the tumor. These methods 

are suitable for the homogeneous tumor but not for 

heterogeneous tumor. Classification based segmentation 

can segment tumor accurately and produce good results 

for large data set, but undesirable behaviors can occur in 

a case where a class is under-represented in training data. 

Clustered based segmentation performs very simple, fast 

and produces good results for the non-noise image but 

for noise images, it leads to serious inaccuracy in the 

segmentation. In a neural network-based segmentation 

perform little better on noise field and no need of 

assumption of any original data allocation, but the 

learning process is one of the great disadvantages of it. In 

spite of several difficulties, an atomization of brain 

tumor segmentation using a combination of a threshold 

based, preprocessing and the level set can overcome the 

problems and gives efficient and accurate results for 

brain abnormality detection. Accurate detection is the 

basis for calculating important features of brain lesion 

such as size, classification, heterogeneity, and volume of 

the lesions. 
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