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Abstract 

This study is to classify brain’s state Intention and Non-Intention base on only one channel of the 
Electroencephalogram (EEG) signal, then apply results to real world’s problem. Because the brain signal is 
much different between different people, this article only discusses personal EEG data. First, data is 
recorded by EEG-SMT device of Olimex Ltd. Then we extracted features from collected EEG data and used 
the ANOVA tool to evaluate significant of them. Multilayer Neutral Network is used for the training process. 
The accuracy is normally above 90% for each subject by using proposed features. Finally, a method of 
smoothing real-time results is developed to improve training results and to play simple computer games. 
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1. Introduction1 

In recent years, EEG study has been 
experiencing a rapid development and has a wide 
range of application in real life [1-5]. The EEG has 
some advantages: it’s high speed, non-invasive and 
causes no pain to the human subject. Moreover, low 
cost and increasing portable EEG equipment have 
been developed in recent years. It also has a lot of 
applications both in study and practice such as lie 
detection [1], neuromarketing [2], etc. 

There are many research results about EEG 
classification. Among them are use of,  large number 
of electrodes to get large number of EEG channels. In 
the article [3], the authors used 64 biosensors to 
acquired EEG signals to classify human emotions and 
achieved classification rate as high as 95%. In the 
research work done by Zouhir B. et al., 2014 [4], 
authors designed and implemented an efficient Brain 
Computer Interface to allow disabled people to 
control the motion of wheelchairs. It uses a portable 
Emotiv headset that provides 14 channels. They 
achieved average classification rate 91% on overall. 
That research demonstrated another important result 
that the EEG signal is heavy user-dependent. That 
means the classification results of a person can’t be 
applied to another. In the research carried out by  
Tien Pham et al., 2014 [5], EEG signal, which 
obtained from 23 electrodes, can be used for personal 
identification.  
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Many experiments require the subjects to try to 
keep eye state always open or close in recording EEG 
process. In the research carried out by  Zouhir B. et 
al., 2014 [5], the involved subject is asked to keep the 
eye open for about eight-seconds-long. During the  
Research work carried out by Liu Y. et al., 2010 [6], 
it requires subjects to keep eyes closed during 
experiment sessions. This requirement can help to 
avoid muscle movement and eye blinking artifact, but 
it is impossible when applying the above mention 
requirement  to the real world application. 

Our objective is to analyze and successfully 
classify the acquired EEG signals into Intention and 
Non-Intention classes using only one data channel. In 
the recording time of the EEG signal, subjects do not 
need to keep the eye open or closed, which means 
subjects can blink their eyes naturally, because EEG 
signal is user-dependent, we only classify EEG 
signals individually on each subject. By employing 
the proposed system, patients with paralysis will be 
able to enjoy computer game as healthy people, even 
if they are living with the loss of muscle control. 

 The EEG is recorded using EEG-SMT device 
[7]. After recording, the signal will be analyzed to 
extract features that are the input of classification 
process. Multilayer Perception is employed for 
classification. The output of the classification process 
will be used to play some simple games. 

2. Data Collection 

In this research, we use EEG data which is 
collected from four women and four men which there 
age is around 22, healthy and right-handed. All of the 
subjects were informed about the purpose of this 
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experiment. For stimulation, we created software to 
stimulate animation to take attention of subject. 

The recording is made with EEG-SMT, using 
three passive electrodes. They are placed on Fp1 (or 
Fp2), A1 and A2 as in Figure 1 [8]. When the 
experiment was initiated, the test subjects were asked 
to wear the EEG-SMT for 2 minutes to familiarize 
themselves with the sensor to prevent the potential 
effect of discomfort.  

 
Fig. 1. International 10-20 System 

The EEG-SMT device is connected with the 
computer, and we have developped a software on 
Matlab which have many functions in this research. 
The EEG signal is carefully checked from the graph 
that is display on the desktop’s screen before 
recording, to make sure it was not affected by any 
other factors. After everything was ready, the data 
collecting will be started and the user interface is 
switched to the stimulate screen of the intention or 
not for the test subjects. If the test subject was 
recording Intention state, the balloon on user interface 
will move continuously in 60 seconds and the subject 
would focus on the balloon. When recording Non-
Intention state, the test subject will relax and don’t 
concentrate on the balloon in 60 seconds. After 
recording, we would ask the subjects if they were 
concentrating or not. If the subjects were unsure 
about their mental state during the experiment, we 
would ignore recorded data.  

Finally, we had 15360 samples 60 seconds of 
EEG signal for each brain’s state with each subject. 

3. Features Extraction 

The measurement signal is highly dependent on 
the measuring system and the sensor (contact 
impedance, gain coefficient, noise filter, etc), and the 
goal is to play live games with the device, so this 
study will not intend to use another open database for 
prior research. We will select the EEG features from 
the literature review, select the identification model 

and propose the new strategies for improving 
recognition results for actual games.  

In this study, we investigated the most common 
features: statistical features and frequency features. 

3. 1. Proposal Features 

Let the raw signals recorded from EEG devices 
in a segment be designated by where n = 1,2...N, with 
N = 512 (512 samples corresponds to 2 seconds of the 
EEG recording). 
Mean of raw signals: 

∑
N

X n
n=1

1μ = X
N

                            (1) 

Standard deviation of the raw signals: 

           ∑
N

2 1/2
X n X

n=1

1σ =( (X -μ ) )
N-1

            (2) 

Means of the absolute values of the first differential 
of the raw signals: 

∑
N-1

x n+1 n
n=1

1δ = X -X
N-1

                  (3) 

Means of the absolute values of the second 
differential of the raw signals: 

∑
N-2

x n+2 n
n=1

1γ = X -X
N-2

                 (4) 

Skewness: 

Skewness shows the degree of the asymmetry of 
a distribution, where the left or right tail is relatively 
longer than other. If Skewness is negative, the data 
are spread out more to left of the mean than to the 
right. If Skewness is positive, the data are spread out 
more to right. If the distribution is perfectly 
symmetric distribution (normal distribution), the 
Skewness will equal zero [9,10]. 

∑

∑

3N
i X

3
i=1

23 N
3/2i X

i=1

(X -μ )
E(x-μ) Ns= =

(X -μ )σ [ ]
N-1

           (5) 

where µ is the mean of X, σ is the standard 
deviation of X, E(t) represents the expected value of 
the quantity t. 

Kurtosis: 

Kurtosis is a measure of how outlier-prone a 
distribution is. The kurtosis of the normal distribution 
is 3. The distributions that are more outlier-prone 
than the normal distribution have kurtosis greater 
than 3; distribution that are less outlier-prone have 
kurtosis less than 3 [9,10]. The kurtosis of a 
distribution is defined as: 
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∑

∑

4N
i X

4
i=1

24 N
2i X

i=1

(X -m )
E(x-m) Nk= =

(X -m )s [ ]
N

              (6) 

where µ is the mean of X, σ is the standard 
deviation of X, E(t) represents the expected value of 
the quantity t. 
Auto-Regressive coefficients: 

Auto-Regressive coefficients (AR) will describe 
each sample of EEG signal as a linear combination of 
previous samples plus a white noise error term [11]. 

The forward prediction of the EEG signal was 
accomplished using following equation: 

∑
N

k i k-i k
i=1

X =- a X +e                    (7) 

where ai is AR coefficients, ek is white noise or 
error sequence, and N is the order of AR model. 
Percent wave: 

The raw EEG signal is transformed to the 
frequency domain by using the Fast Fourier 
Transform (FFT). Then, percent of each type of wave 
is calculated by following formulas: 

∑
∑

4Hz

i
i=0.5Hz

δ

f
p =

f
; 

∑
∑

7Hz

i
i=4Hz

θ

f
p =

f
; 

 
∑
∑

14Hz

i
i=8Hz

α

f
p =

f
; 

∑
∑

30Hz

i
i=14Hz

β

f
p =

f
                   (8) 

where ft is absolute amplitude of signal of t Hz 
in frequency domain [10]. 
Power Spectral Density: 

Assuming F(n) is the FFT result of a segment, 
the Power Spectral Density (PSD) is as follow: 

*F(n)F (n)P(n)=
N

                      (9) 

Where F*(n) is the conjugate function of F(n) 
and N = length of segment [11,12]. The energy of 
each type of signals can be defined as follows: 

∑
4

δ freq
freq=0.5Hz

E = P ; ∑
7

θ freq
freq=4Hz

E = P ; 

                         

  ∑
13

α freq
freq=8Hz

E = P ; ∑
30

β freq
freq=14Hz

E = P             (10) 

Furthermore, according to article [11], there is 
some relations between alpha and beta wave. For 
example, alpha activity indicates the brain is in 
relaxing state, whereas beta activity is related to 

stimulation. So the ratio of alpha and beta can be used 
as a feature for classification: 

α

β

ER=
E

                                 (11) 

Max Frequency: 

As a suggestion according to research [13], we 
can use max frequency as features for classification. 
Each type of wave will have its maximum value, so 
we have 4 values corresponding to maximum values 
of frequency in delta, theta, alpha and beta waves. 

Mean Frequency: 
Mean frequency represents the centroid of the 

spectrum and is calculated from results of Fast 
Fourier Transform. There are 4 values corresponding 
to mean frequencies of delta, theta, alpha and beta 
waves [10]. 
Shannon Entropy, Log Energy Entropy [14]: 

Shannon entropy of a finite length discrete 
random variable x = 1 2[ , ,..., ]NX X X  with probability 
distribution function denoted by p(x) is defined by: 

∑
N

2 2
ShanEn i 2 i

i=1
H (x)= - (p (x)) (log (p (x))            (12) 

Log Energy Entropy is given:  
             ∑

N
2

LogEn 2 i
i=1

H (x)= (log (p (x)))               (13) 

3.2 ANOVA Evaluation 

After calculating features, we use ANOVA tool 
to reduce the high data dimensionality of the feature 
space before the classification process. Note that one-
way ANOVA can just only evaluate separate feature. 
In practice, two or more features can be combine to 
get significant classification results.   

After using ANOVA and practical experiment, 
we decided to choose features list that contains: 
percent alpha, percent beta, PSD of alpha, PSD of 
beta, means of the absolute values of the second 
differential, Means of the absolute values of the first 
differential, Skewness, Kurtosis, AR Burg order 6. 

4. Classification 

We employed multilayer perceptron (MLP) for 
classification Intension/Non-Intension. According to 
Universal approximation theorem, a feed-forward 
network with a single hidden layer containing a finite 
number of neurons can approximate an arbitrary 
nonlinear, continuous, multidimensional function f 
with any desired accuracy [15]. So we use only one 
hidden layer for our training process. 

The number of neurons in the hidden layers has 
great effect to classification result. In MLP network, 
increasing the number of neurons in the hidden layer 
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increases the power of the network, but requires more 
computation and is more likely to produce overfitting 
(which means the network only fits for one specific 
set of input). It turns out that there no a common 
number of neurons for a hidden layer. So we did an 
experiment with the number of neurons from 1 to 60 
to find out which is the number is most appropriate. 

After the experiment, we saw that the range 
from 20 to 60 produces a high and stable result. 
Therefore, we use 40 neurons for the hidden layer. 

We use Early Stopping technique to prevent 
overfitting situation. It is a popular method for all 
supervised network. In this technique, the data is 
divided into three subsets: the training set, the 
validation set and the testing set. The training set is 
used for computing the gradient and updating the 
network weights and biases. The error on the 
validation set is monitored during the training 
process. The validation error normally decreases 
during the initial phase of training, as does the 
training set error. However, when the network begins 
to overfit the data, the error on the validation set 
typically begins to rise. When the validation error 
increases for a specified number of iterations (one 
pre-defined constant), the training is stopped [16]. 
The weights and biases at the minimum of validation 
error are returned. 

In our research, we used 70% data for training, 
15% data for validation and 15% data for testing. 
With a dataset, we implement training of dataset 
multiple times with different initial weights and 
biases, and different divisions of data into training, 
validation, and test sets. These different conditions 
might lead to very different training results for the 
same dataset. 

The results of classification Intention and Non-
Intention is summarized in below Table 1. This table 
shows the results of classification are normally above 
90% for each subject. That result is not applied for 
every subject (e.g. subject 6). The reasons might be 
when recording data some people were not 
concentrated. And when we try classifying EEG data 
of all subjects, the accuracy reduces to approximately 
85%. This is because the EEG signal is different 
among various people, and based on biological 
features of each person.  

5. Application of classification results 

After training by MLP, the trained network 
would be saved for future classification. In this 
section, we will use this trained network to play a 
simple game. In real time processing, we also use one 

data segment with 512 samples and the overlap 
segment is 16 samples. So there are up to 16 
decisions “Intention or Non-Intention” per second. 

5.1. Improve training results 

To ensure that subject can play the game 
correctly, after training and classification, we would 
test the training results before the player really play a 
game. If the test result is incorrect, we will use these 
test-recorded data for incremental training. All the 
recorded data is marked with corresponded label and 
can be used for the training process. The new data 
will help improve actual performance of playing the 
game in the future (Fig 2). 

 
Fig. 2. Balloon Game 

Test and retraining environment is mostly 
similar with the real game environment. EEG signal 
is recorded, and pass through classification network, 
and decided this signal is Intention or Non-Intention. 
The balloon will move to the left, if the system 
detects the signal is Intention, move to the right if the 
signal is Non-Intention, respectively. 

5.2. Smoothing results 

In this section, we will use notation, (I) for 
Intention and (N) for Non-Intention. According to 
section 4, the result of classification is very high. But 
when we use trained network for real time 
classification, there are some artifacts. The position 
of electrodes might be different from the previous 
position, which can lead to a small error of data. 
When the subjects concentrated, the result might be 
“I, I, I, I, I, N, N, I, I, I”, etc. Two results “N, N” 
appeared could make the balloon had unsmooth 
movement. To eliminate this problem, we use an 
algorithm to make the balloon move smoother.
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Table 1. Classification results 
 

 Number of 
data segments 

1st 2nd 3rd 4th 5th 

Subject 1 2023 100% 99.95% 100% 100% 100% 
Subject 2 1873 99.31% 95.78% 99.36% 99.47% 99.52% 
Subject 3 1866 100% 99.79% 100% 99.84% 100% 
Subject 4 1867 99.09% 99.14% 99.79% 98.66% 99.46% 
Subject 5 1932 93.94% 95.81% 86.90% 95.86% 90.53% 
Subject 6 1856 85.18% 84.59% 93.21% 82.06% 93.43% 
Subject 7 2580 99.73% 99.84% 99.73% 99.88% 99.92% 
Subject 8 1740 98.28% 96.15% 96.67% 95.69% 92.18% 

 
Normally, at each time a data segment is 

classified, the trained network has to decide if it is (I) 
or (N). Then the balloon will move to left or right 
immediately. In our algorithm, we introduce 
undefined (U) state. This state appears when the 
trained network results change between I and N 
continuously. At that time the data might not be 
stable, so the balloon will not move. Our system 
decides the subject is (I) or (N), if only the results of 
classification by the trained network have 5 results of 
(I) or (N) continuously. Because there are 16 data 
frames per second, so the system's delay is negligible. 

5.3. Playing PC Game 

After retraining and test, the trained network is 
used to classify EEG signals of the subject for 
playing game purpose. For demonstration, we create 
a simple game on Matlab. In this game, the balloon 
will go up when the subject performs Intention, and 
go down when the subject performs Non-Intention. 
There is an arrow flying across the screen. If the 
balloon has a collision with the arrow or the bottom 
array-arrow, the game will end. The horizontal arrow 
will appear at the position of the balloon to ensure 
that subject has always to think to move the balloon. 

With the retraining strategy above for the 
neuron network before starting to play, combined 
with the strategy to smooth the results of 
identification, players can control the ball naturally in 
the game. 

6. Conclustion and perspectives 

In this study, by using only one data channel, 
and  in the recording time, subjects can blink their 
eyes naturally, the classification accuracy is normally 
above 90% with features: percent alpha, percent beta, 
PSD of alpha, PSD of beta, means of the absolute 
values of the second differential of the normalized 
signal, means of the absolute values of the first 
differential of the normalized signal, Skewness, 
Kurtosis, AR Burg order 6. Because the EEG signal 
is user-dependent, we only classify EEG signals 

individually on each subject. We have also proposed 
a solution to smooth the recognition results. By 
employing the proposed system, patients with 
paralysis will be able to enjoy computer game as 
healthy people, even if they are living with the loss of 
muscle control. 

As future works, we plan to classify more states 
of the brain such as left, right, up, down and apply 
results to play more complicated games. We will try 
to collect more EEG data to achieve better and 
independent results for the survey participants. 
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