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Abstract 

OpenFlow/Software-Defined Networking (SDN) is a new networking paradigm that virtualizes network 
infrastructure by decoupling the control and data plane logic of traditional network devices. The controller of 
SDN has the overall look about network topology and hence provides flexibility to network operators to 
implement its own routing approaches. However, it could not control the way client works. In this paper, we 
propose a bitrate adaptation algorithm at the client side in real time combined with a SDN-based dynamic 
path selection for HTTP-based video streaming. Experimental results show that the proposed method can 
provide users with better Quality of Experience (QoE) with lower number of rerouting times, higher average 
quality and smoother video quality than existing non-SDN methods under different scenarios of bandwidth 
fluctuations. 
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1. Introduction1 

In recent years, video streaming transmission 
with suitable bitrate like HTTP adaptive streaming 
(HAS) has become one of the standards for over-the-
top video streaming. In HAS, the rate adaptation 
algorithm is deployed at the client side. In each 
server, video content is encoded in many different 
quality levels and divided up in many different 
segments. Besides, the client could select a 
qualitative level which is suitable for each video 
segment depending on network conditions. At 
present, in the system of Dynamic Adaptive 
Streaming over HTTP (DASH) [1], the main 
operation mechanism is request-respond. After each 
segment has been downloaded, the client requests the 
server to select a suitable version for the next 
segment and the server will respond a segment 
corresponding to that version to the client. Normally, 
video segments are set to a fixed-duration from 2s to 
10s [2]. In [3], the authors find the adaptation 
operation corresponding to an adapted version which 
obtains the maximum utility and the initial delay that 
is lower than the delay constraint. The utility of the 
video streams is computed using a utility model that 
takes into account impacts of both video perceptual 
quality and the initial delay [4]. In some recent 
studies [5], [6], [7] various adaptation methods have 
been proposed. In [8], the authors investigate typical 
adaptation methods in the context of live video 
streaming. Although most previous studies have 
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achieved success in bitrate adaptation of video 
streaming over HTTP, collaborative dynamic routing 
in network has not been mentioned. 

On the other hand, in the recent tendency, 
OpenFlow/Software-Defined Networking [10] has 
been changing the present network architecture by 
decoupling control and data plane. SDN allows to 
control, manage, and supervise with a concentrate 
and logical way in order to bring out a flexible 
platform. After that, different routing algorithms have 
been developed to satisfy various applications of 
users. In SDN, the controller is the main control unit 
which is a key component of a network. It can be 
linked to any units in the topological network so it is 
easy to determine a routing path. Hence, it easily 
sends and receives related information to switching 
devices. The controller and the switches 
communicate to each other via the OpenFlow [11] 
protocol in which the controller instructs the switches 
by simply updating their flow table. A part from 
adding flow table entries, the controller can also 
delete/modify existing flow entries. It can also ask for 
real-time traffic statistics using the OpenFlow 
protocol. 

A Video over Software-Defined Networking 
(VSDN) solution is presented in [12] in which a 
network architecture is proposed to select an 
optimum path among multiple paths, increasing 
ability of the Internet to provide end-to-end quality of 
service (QoS) for real time interactive video 
applications. X. Jin et al. [13] presents a line routing 
mechanism for transferring data among switches by a 
controller. They also define a rule for determining a 
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routing line for respective data flows depending on 
topological condition or changing network. 

In [14], Hilmi et al. employ a scheme to classify 
data flows into three types, which are QoS level-1, 
QoS level-2 flows, and best-effort flow, and define 
different routing rules for each of them. In [15], the 
authors propose an adaptive routing approach for 
video streaming with QoS including base-layer 
packets and enhancement-layer packets of video bit 
streams. In this approach, the packet loss rate of the 
QoS level-1 flow is 77.3% which is lower than that of 
OpenQoS [14] when the network load increases and 
enhances at least 51.4% of coverage under various 
network loads for the shortest path and the feasible 
path. However, the two previous studies determine 
suitable data flows at only two quality levels and 
best-effort flow. Moreover, the context of dynamic 
adaptive video streaming at the client side has not 
been yet considered. Our approach combines the 
video quality adaption with dynamic path routing. 

In the literature, path assignment frameworks 
for improving the performance of adaptive HTTP 
streaming over SDN have been proposed in [13] and 
[16]. However, in these methods the controller routes 
the path after the client has completely downloaded 
every video segment. This leads to the controller 
being overloaded when great number of clients 
accesses at the same time or when the network load 
increases.  

Table 1. Comparison of related work with the 
proposed method 

Approach SDN 
architecture 

Adaptive 
bitrate 

streaming 
Dynamic routing 

[2], [5], [7] No Yes No 
[14], [15] Yes No Yes 

[13], [16] No Yes Yes, rapid-fire 
routing 

Proposed Yes Yes 
Yes, with flexible 

rerouting 
mechanism 

Besides, in order to help the controller to reduce 
its workload, in this paper we combine all advantages 
of both HAS and SDN techniques at the controller. 
The client side only determines its buffer, throughput 
and demands the network to provide the most suitable 
video version. Meanwhile, the SDN controller with a 
global view of the whole network topology only 
specifies network states to provide the most suitable 
routing path to the client. Our proposed solution not 
only adapts bitrate for the client, but also finds an 
optimal routing path in SDN. In our work, if the 
network could afford a certain throughput, the client 
does not need to ask the SDN controller to select a 

new routing path. It will select the most suitable video 
version for itself depending on the present throughput 
and current buffer level. Conversely, if the buffer and 
throughput at the client side are reduced, the client 
will request the SDN controller to provide a new 
suitable routing. A routing path between the client and 
the server is chosen by the controller depending on the 
available bandwidth, jitter, and link delay. The main 
goal of this research is try to maintain video quality as 
good and smooth as possible in order to provide the 
users with the best possible Quality of Experience 
(QoE). Table 1 shows comparison of related work 
with the proposed method. 

The rest of the paper is organized as follows. In 
Section 2, we present the principles of our method as 
well as the description of the adaptation algorithm at 
the client side and dynamic path routing over SDN. 
The experimental results and discussion are given in 
Section 3, and finally Section 4 concludes the paper. 

2. Problem formulation 

As can be seen  in Fig. 1 [12], the  SDN 
controller is a key component of the network, which 
has an important task of deciding the transition of data 
flows automatically. In addition, the controller also 
controls and administers all different data flows as 
well as supplies flexible directions to build routing 
rule in the network. Furthermore, because of the 
centralized management, the controller always has an 
overview of the network topology and can modify its 
routing path based on a certain network state. 
Constraint based routing algorithms and 
implementations have been studied in detail in [17]. 

Forwarders

Video Service 

Service 
Reservation

    Topology
    Database

    Resource
    Database

    Policy
    Database

Policy
Control

Admission
Control

Routing
Module

Topology
Monitor

Resource
Monitor

Policy

Controller

OpenFlow Protocol

 
Fig. 1. Video over software defined networking 
(VSDN) architecture [12]. 

In this paper, we propose a system which does 
not only adapt bitrate for a client over HTTP but also 
finds an optimal routing path in SDN for video 
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streaming. Normally, the client and the server 
exchange information together over HTTP by the 
request-response rule in order to select the most 
suitable version. Hence, when the throughput at the 
client-side decreases to a certain level which causes 
the client to satisfy with a corresponding lower 
version, the client will send a request to the SDN 
controller in an emergency manner. Immediately, the 
controller analyzes, evaluates and provides a new 
optimal routing path for the client. 

Table 2. Symbols used in the paper 

Symbol Description 
Bi Buffer level at current time. 

Blow The low buffer threshold. 
Bhigh The high buffer threshold. 
Bmax The buffer size. 

i The current segment index. 
Ti

 The actual throughput of segment i.  
 𝑇𝑇𝑖𝑖𝑒𝑒 The estimated throughput for segment i. 
Ii

 The version of segment i. 
Pi+1 The  optimal path re-routing. 
Rn The bitrate of version n. 

For video streaming with alternative CBR 
(Constant Bitrate) bitrates  over HTTP, our purpose is 
to determine a version which can provide a smooth 
video and a good buffer stability. Table 2 shows 
symbols and definitions used in this paper. 

To select the version for the next request, one 
way is to estimate the throughput based on the 
throughput of previous received segments. In this 
article, we follow the adaptive algorithm over buffer 
and throughput as presented in [5] where the 
throughput of the last segment is used as the 
estimated throughput.  
                                    𝑇𝑇𝑖𝑖+1𝑒𝑒 = Ti                               (1) 

For the new bitrate decision, we divide the 
method into three cases: switch-up, stable and switch-
down that correspond to the situation where the client 
switches up, maintains, and decreases the version, 
respectively. Accordingly, we divide the buffer into 
three ranges with three thresholds from Blow to Bmax 
(Blow< Bhigh< Bmax). 

In the “switches up” case, if the current buffer Bi 
is greater than or equal to Bhigh and the estimated 
bitrate of the next version at the next segment is less 
than the estimated throughput, we will increase the 
version; otherwise, the client will maintain the current 
version. 

As for the “stable” case, when the current buffer 
Bi is in the range from (Blow< Bi< Bhigh), the current 
version will be maintained when its bitrate at the next 
segment is less than estimated throughput; otherwise, 
the version is switched down by one version. 

Finally, the switch–down case is concerned with 
the following condition. When the current buffer Bi is 
less than Blow(Bi< Blow) or the throughput  remains its 
value less than T0 in the next 5 seconds, we select the 
version which reduces to the lower level compared 
with the current version and its bitrate at the next 
segment is less than the estimated throughput. In this 
case, the client will notify the SDN controller about 
the client and bitrate situation. The controller 
computes an optimal path for transmitting the video. 
The details of the proposed method are shown in 
Algorithm 1. 

In the switch-down case, when the client requires 
a video streaming service, it will ask for a connection 
to the nearest switch. Instantaneously, the switch will 
check its flow-table. If there is no corresponding entry 
in the switch’s flow table, the switch will encode 
required information in a PacketIn message (which 
has been defined in OpenFlow) and then directing it to 
controller. The next step is that, the controller will 
analyze the message and check the current network 
state as well as video streaming scheme including the 
video server and routing line supplied for the client.  

Algorithm 1. Adaptation Algorithm 

Input 𝐵𝐵𝑙𝑙𝑙𝑙𝑙𝑙,𝐵𝐵ℎ𝑖𝑖𝑖𝑖ℎ 
Output 𝐼𝐼𝑖𝑖+1,𝑃𝑃𝑖𝑖+1 
//Switch-up case 
if  𝐵𝐵𝑖𝑖  ≥  𝐵𝐵ℎ𝑖𝑖𝑖𝑖ℎ  then 
    if  𝑅𝑅𝐼𝐼𝑖𝑖+1

𝑒𝑒 < (1 − µ)𝑇𝑇𝑖𝑖+1𝑒𝑒  then  
    //where µ is a safety margin in the range [0, 1] 
           𝐼𝐼𝑖𝑖+1 =  𝐼𝐼𝑖𝑖 + 1 
    else 
          𝐼𝐼𝑖𝑖+1 =  𝐼𝐼𝑖𝑖 
    end if 
//Stable case 
else if  𝐵𝐵𝑖𝑖  ∊ [𝐵𝐵𝑙𝑙𝑙𝑙𝑙𝑙,𝐵𝐵ℎ𝑖𝑖𝑖𝑖ℎ) then 
           if  𝑅𝑅𝐼𝐼𝑖𝑖+1

𝑒𝑒 < (1 − µ)𝑇𝑇𝑖𝑖+1𝑒𝑒  then 
         𝐼𝐼𝑖𝑖+1 =  𝐼𝐼𝑖𝑖 

          else 
        𝐼𝐼𝑖𝑖+1 =  𝐼𝐼𝑖𝑖 − 1 

//Switch-down case 
else  𝐵𝐵𝑖𝑖  < 𝐵𝐵𝑙𝑙𝑙𝑙𝑙𝑙 or  𝑇𝑇𝑖𝑖𝑒𝑒 < 𝑇𝑇0     
    //Request for a new path in SDN  

for (m = Ii; m ≥ 1; m--) 
      if  Rm<(1 − µ)𝑇𝑇𝑖𝑖+1𝑒𝑒  then 
             𝐼𝐼𝑖𝑖+1 =  𝑚𝑚 
       end if 

        end for 
end if 
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To find the most suitable path, three constraint 
parameters including the available bandwidth, delay, 
and jitter as presented in [17] are considered. After 
finding an optimal routing path, the controller passes 
routing information to the corresponding switches to 
set up new selected routing via FlowMod messages 
which is defined in OpenFlow protocol. If the new 
path differs from the previous path, it sends the 
corresponding forwarding rules to the switches. 
Otherwise, when the controller cannot find a better 
path, it  notifies the client and the client will try to 
keep the quality of the video as high as possible. 

3. Performance evaluation 

3.1. Experiment setup  

 
Fig. 2. Experimental setup with exemplary topology. 

 
Fig. 3. Bandwidth trace is used in experiment [22]. 

Fig. 2 illustrates our testbed setup comprising a 
video HTTP server and a HTTP client operating over 
a virtual network. To provide the variation and 
complexity that can occur in a deployment network, 
we emulated the transportation network using 
Mininet [18]. The SDN controller is implemented 
using the POX [19] software. On the server side, an 
HTTP enabled server is installed in Ubuntu 14.04.  
The client is run in Java environment on a Windows 7 
note book with 2.4 GHz and core i5 CPU. The 
channel bandwidth is simulated using DummyNet 
[20]. As we focus on on-demand streaming, the 
buffer size of the client (Bmax) is set to 30s (i.e., 30 
segment durations). For comparison, the reference 
method which is aggressive method [7] is 
implemented. In the aggressive method, the bitrate is 

decided as the highest bitrate that is lower than 
estimated throughput. 

The experiments are implemented with buffer 
thresholds (Blow =15s, Bhigh =25s). The test video 
consists of 500 segments and is encoded into 16 
bitrate versions. All video segments have the same 
length of 1 seconds. The video bitrate set R is 
referred to DASH dataset [21], i.e., R = {200, 250, 
300, 400, 500, 600, 700, 900, 1200, 1500, 2000, 
2500, 3000, 4000, 5000, 6000}. 

In our experiments, two bandwidth scenarios are 
investigated: a simple bandwidth and a complex 
bandwidth obtained from a real mobile network (Fig. 
3).  

3.2. Simple bandwidth case 

In bitrate adaptation for video streaming, one of 
the most important cases is when the throughput drops 
suddenly. In order to observe the client behavior more 
clearly in this case,  we run the experiments with a 
simple bandwidth which has two levels of bandwidth, 
600 kbps and  2500 kbps. The experiments are done in 
two cases, namely adaptive video streaming over 
protocol HTTP without SDN (i.e., the reference 
aggressive adaptation method) and with SDN (i.e., our 
proposed method). 

In the first case “adaptive video streaming over 
protocol HTTP without SDN”, when the current 
buffer Bi is less than Blow=15s, the client will select a 
version which satisfies two following conditions. The 
first condition is that its bitrate has to be the highest 
and the second one is that the chosen bitrate must be 
lower than the throughput predicted previously.  

In the second case “adaptive video streaming 
over protocol HTTP with SDN”, when the current 
buffer Bi is less than Blow=15s or when the throughput  
remains its value less than T0=1000kbps in the next 
five seconds, the client will ask for a new routing path. 

3.3. Complex bandwidth case 

Next, we evaluate the adaptation method under a 
time-varying bandwidth obtained from a mobile 
network [22]. The bandwidth demonstrates a mobile 
network with strong fluctuations, from 100kbps to 
6000kbps (Fig. 3). The experimental results are shown 
in Fig. 5. 

3.4. Discussion 

In Fig. 4-5, we show the simulation results for 
transmitting adaptive video stream over the HTTP 
protocol in the cases of with and without dynamic 
routing mechanism exploited in the SDN controller 
under different scenarios of bandwidth fluctuations. 
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a) Adaptation results over HTTP without SDN. 

 
b) Adaptation results over HTTP with SDN. 

 
c)  Resulting bitrate level of two methods.  

Fig. 4. Comparisons of the two methods with a simple 
bandwidth trace. 

When compared with previous client based 
adaptive video streaming methods as presented in [2], 
[5] and [7], our results show that the video 
performance has been significantly improved in the 
case where the client buffer is less than Blow =15s. In 
addition, when the throughput decreases, the selected 
version of our method is usually higher than or equal 
to that of the other methods. In both simple and 
complex bandwidth cases, the adaptation results have 
been computed and represented in table 3-4 and the 
Fig. 4-5. The table values compare the HTTP-based 
adaptive methods without SDN-based routing and our 
proposed method in terms of the number of quality 
switches, the average bitrate, the lowest bitrate and the 
buffer levels. As can be seen from the table, our 
results provide a much higher average bitrate. Besides, 
the number of quality switches is lower while the 
average and lowest buffer level are almost the same. 
In the simple case, the lowest bitrate figure as can be 
seen from the table 3 of the proposed method  is 
smaller than that of the aggressive one due to abrupt 
changes in the available bandwidth. However, in real 
network condition, our method still maintain the 
exceeding worst case of video version. 

 
a) Adaptation results over HTTP without SDN. 

 
b) Adaptation results over HTTP with SDN. 

 
c)  Resulting bitrate level of two methods. 

Fig. 5. Comparisons of the two methods with real 
bandwidth trace. 

Table 3. Statistics of adaptation results in the simple 
case 

Metrics Non-SDN 
methods 

Proposed 
method with 

SDN 
Average bitrate 1393 1881 

Number of 
switch down 44 21 

Average buffer 21246.7 22968.9 
Lowest buffer 14414 14431 
Lowest bitrate 300 250 

Table 4. Statistics of adaptation results in the 
complex case 

Metrics Non-SDN 
methods  

Proposed 
method with 

SDN 
Average bitrate 1777.4 2139.3 

Number of 
switch down 60 54 

Average buffer 20972.1 21216.3 
Lowest buffer 12392 13485 
Lowest bitrate 200 250 
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The proposed adaptive algorithm is the 
combination of both HTTP and SDN technologies to 
improve the quality of video through parameters that 
affect the quality of experience (QoE) of clients.  As 
in table 3 and table 4, the Average Bitrate of the 
proposed method can reach 1881kbps and 
2139.3kbps, while the non-SDN methods can reach 
only 1393kbps and 1777.4kbps, respectively. The 
Number of Switch Down in the proposed method is 
only 21 (as illustrated in Table 3) and 54 (in Table 4), 
while for the non-SDN methods is 44 (in Table 3) and 
60 (in Table 4). So the Quality of Experience (QoE) 
here can be considered as proportional to the Average 
Bitrate and inversely proportional to the Number of 
Switch Down. 

According to the re-routing scheme for segment 
as in [16], a video was divided into 500 segments 
which take 500 rerouting times to operate during 
500s. This implies that the controller has to work 
continuously at every segment. Hence, the controller 
might be overloaded when large number of clients 
accesses at the same time. On the contrary, in our 
method, the number of re-routing is very low (i.e., 3) 
even there is no rerouting if the buffer is more than Bi 
≥ 15s. 

4. Conclusion and future work 

In this paper, we have presented a solution for 
enhancing the quality of video by combining video 
bit-rate adaptation algorithm and dynamic routing 
method for adaptive streaming over a SDN network. 
We also combine the advantages of both HAS and 
SDN techniques in streaming video over the Internet. 
Besides, another advantage of our method is that it 
helps to reduce the load of the SDN controller. The 
experimental results have shown that the proposed 
method provides the user with a better QoE in terms 
of the number of quality switches and the average 
video bitrate in comparison with other existing 
methods. 

In the future, we could widen the network scale 
and increase the number of clients access with 
different resolutions. By using algorithm 
combination, the dynamic traffic shaping problem 
when there are multiple clients competing for access 
to a shared bottleneck link or accessing on a gateway 
in home networks to improve video streaming will be 
solved with fairness, efficiency and quality for all 
clients. 
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