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Abstract 

Today's businesses are facing a number of difficulties in statistics, analysis, and processing of their data 
sources to make appropriate business decisions. The reason is that the data source of the enterprise is stored 
discretely in many file types with different structures and is not unified. In this paper, we design and build a 
model of a centralised storage system, using big data mining to provide business data analysis functions 
according to their business requirements. To test and evaluate the effectiveness of the proposed model, we 
use the input data which is the actual business data set of an accessory business. The results when the model 
is applied show that the source data sets are organised, stored, and analyzed with many different criteria, and 
are displayed on the charts in an obvious and detailed way. Furthermore, we also compare the proposed 
model with some existing models. The results show that the proposed model is easy to use for end-users.  
It has high scalability and fault tolerance, and a faster processing speed compared to traditional models. 
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1. Introduction* 

The digital era has meant that the availability of 
appropriate information and knowledge has become 
critical to the success of the business. The next 
information revolution is about information content 
and its purpose. However, organizations must adapt in 
order to survive and succeed as their business domains, 
processes, and technologies change in a world of 
increasing environmental complexity [1]. Enhancing 
the performance and competitive position by 
improving the ability to respond quickly to rapid 
environmental changes with high-quality business 
decisions can be supported by exploiting technologies 
such as data warehouse and Business intelligence (BI) 
analytical tools. However, ensuring business 
intelligence basically requires having relevant, 
reliable, accessible, accurate, timely, complete, 
coherent, and consistent quality information on the 
decision at hand. Hence, business intelligence through 
decision making improvement is a major concern for 
business managers nowadays. BI is a process that 
includes two primary activities: getting data in and 
getting data out [2], as the model in Fig. 1. 

The amount of data generated every day is 
expanding dramatically. Big data is a popular term 
used to describe the data which is in zetta bytes. 
Government companies and many organisations try to 
acquire and store data about their citizens and 
customers in order to know them better and predict the 
customer behaviour. Social networking websites 
generate new data every second and handling such data 
is one of the major challenges companies are facing. 
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Data which is stored in data warehouses is causing 
disruption because it is in a raw format, proper analysis 
and processing are to be done in order to produce 
usable information out of it [3]. 

 
Fig. 1. Business intelligence framework. 

 
Due to such a rapid increase in data, commercial 

business is an increasingly complex and competitive 
environment. Businesses must compete with each 
other because the needs of customers are changing 
unpredictably. Businesses must come up with 
appropriate solutions in a timely manner to keep up 
with market changes. To overcome this condition, the 
business needs to make the right decisions required to 
deal with these rapid changes by analysing the vast 
data sources that have been generated. 
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The development of data warehouse is a way to 
extract the important information from the scattered 
data in some information systems with a centralized 
integrated storage and support the need for data 
history. These integrated data can be used for 
information delivery activities that can be reviewed 
from various dimensions and set to a level of detail [4]. 

The further utilisation of the information 
contained in the data warehouse is the activity of data 
analysis using certain techniques and methods. There 
are several algorithms for knowledge data discovery, 
like classifying, clustering, and mining [5]. The data 
contained in the data warehouse can be used as input 
to the application system, for example, as a dashboard 
[4]. With this dashboard, it is expected to be a solution 
for the business process to monitor the financial 
condition. Given the limitations of traditional 
techniques used so far and the new data requirements, 
enterprises face several challenges in managing large 
volumes of data. The concepts of Data Warehouse and 
Big Data tend to blend and it is not easy to find a divide 
between them [6]. While Data Warehouse is a mature 
management paradigm supported by widespread and 
well- established methodologies [7-9], Big Data is still 
a field under development, which seeks to address 
individual aspects of the problem but still lacks an 
integral solution. To solve this problem, this paper 
aims to design and implement a modern data mining 
system for business to support data analysis process. 
The designed system accommodates the Hadoop 
platform to support parallel and distributed processing 
of large volumes of data, and most solutions involve 
Hadoop technology. In addition to that, the system is 
also designed with Oracle Server Database which is 
friendly and close to most people because it uses the 
SQL query language. 

As a result, the business will have a dashboard to 
monitor the current condition of the financial 
atmosphere of the company. The dashboards will show 
us what is happening with the products in our 
company, consumer product numbers, consumer 
trends, and other in-depth reports. 

The main contributions of this paper are given 
below. 

- The designed system enables processing the data 
whether it is of any type of data. 

- The system provides a solution to exploit mining 
statistics. 

- The proposed system could be implemented for 
other companies that need a support system for 
analysis. 

The remainder of this paper is organized as 
follows. Section 2 presents the related works. Section 
3 presents the design of the system Section 4 present 
the deployment of the proposed system. Section 5 
shows the experimental results and analysis. Section 6 

presents a comparison with another model. Finally, the 
conclusions are drawn in Section 7. 

2. Related works 

The data warehouse is the combination of 
concepts and technologies that help organisations 
manage and maintain historical data obtained from 
operational and transactional applications [10]. It helps 
knowledge workers (executives, managers, analysts) 
to make quicker and more informed decisions [4]. Data 
warehouse is a new paradigm in strategic decision 
making environment. The data warehouse is not a 
product, but an environment in which users can find 
strategic information [11]. Data warehouses serve as a 
central repository for storing and analyzing 
information to make better informed decisions [12]. 
The data warehouse contains a collection of logical 
data separate from the operational database and is a 
summary. Data warehouse allows the integration of 
various types of data from a variety of applications or 
systems [6]. This ensures a one-door access 
mechanism for management to obtain information and 
analyse it for decision-making. The data warehouse 
has several characteristics [12, 13]: subject-orientated, 
integrated data, non-volatile, and variable in time. 

Dimensional modeling is a construction model 
used for data warehouses. It is a call-based model that 
supports high-level query access. Star Schema is a 
form of dimensional modeling scheme that contains a 
fact table at its center and dimensional tables. The fact 
table contains a descriptive attribute that is used for the 
query and the foreign key process to connect to the 
dimension table. Decision analysis attributes consist of 
performance measures, operational metrics, aggregate 
sizes, and all other metrics needed to analyze 
organizational performance. The fact table shows what 
is supported by the data warehouse for decision 
analysis. The dimension table contains attributes that 
describe the entered data in the fact table [4, 13]. 

Extract, Transform, and Load (ETL) is a data 
integration process that extracts data from outside 
sources, transforms the data according to business 
needs, and stores them in the data warehouse [5]. Data 
used in the ETL process can come from a variety of 
sources, including enterprise resource planning (ERP) 
applications, flat files, and spreadsheets. However, 
since data warehouses are very large and take time to 
create, ‘Data Marts’ can be created. ‘Data Marts’ are 
smaller than data warehouses and are intended to store 
data from a part of the organization (i.e., a department 
in the enterprise). The data warehouse will store data 
for the entire company. These data marts can be built 
separately. Or, a part of the data warehouse intended 
for a specific function or department can be extracted 
to create a data mart [12]. With the arrival of big data, 
the traditional data warehouse cannot handle a large 
amount of data [15]. So, the concept of Data Lake was 
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born to solve the problems that Data Warehouse was 
unable to solve. 

The basic idea of Data Lake is simple; all data 
emitted by the organisation will be stored in a single 
data structure called Data Lake. Data will be stored in 
the lake in their original format. Complex pre-
processing and data loading transformation will be 
eliminated. The upfront cost of data ingestion can also 
be reduced [6]. Once the data is placed in a lake, the 
organization can tap into that raw data source for a 
variety of business purposes [14]. The authors in [15] 
suggested more specifications for Data Lake, 
especially from the point of view of the business 
domain rather than the research community. The 
authors in [15] suggested more specifications for Data 
Lake, especially from the point of view of the business 
domain rather than the research community. All data 
are loaded from the source systems, no data are turned 
away, and data are stored at the leaf level in an 
untransformed or nearly untransformed state. 

The distinct characteristic of Data Lake is that it 
attracts more attention from business fields than from 
academic research fields. Data Lake is a relatively new 
concept even for the big data domain [16]. A Data 
Lake brings a variety of capabilities to the enterprise 
by centralizing the data. With data being centralized, 
the enterprise can tap into capabilities that have not yet 
been explored. These data can help enterprises with 
much more meaningful business insights compared to 
any single system in the enterprise [17]. 

The integration between big data technology 
such as Hadoop and data warehouse is essential [4]. To 
support parallel and distributed processing of large 
volumes of data, most solutions involve Hadoop 
technology [18]. The Hadoop framework is used by 
many big companies such as Google, Yahoo, IBM, for 
applications such as search engine, advertising, and 
information gathering and processing [3]. It is capable 

to perform analysis of large heterogeneous datasets at 
unprecedented speeds [3]. When we have data storage 
and processing system, we will need data 
visualization. In recent years, data visualization has 
been a staple topic of discussion in libraries and in the 
broader world of business and journalism. PowerBI is 
a typical tool in this field [17]. 

Once data have been shaped and configured by 
PowerQuery, the tables can be loaded to the Power BI 
visualization layer. Multiple tables can be used in a 
given set of visualizations and can be linked together 
in a “data model” similar to those found in traditional 
relational database systems. It is not necessary to put 
all data into a single table before beginning exploratory 
analysis and visualization. A Power BI report contains 
one or more pages on which one or more visuals can 
be grouped. Creating a visualisation is a drag-and-drop 
process; the tables and fields of available data are listed 
in a side panel, and a second pane displays a selector 
for the form of the visualisation and blanks for the data. 
Data fields can be easily moved between axis labels, 
legends, and area values without redefining the 
underlying table. 

Currently, we have collected data from two 
model systems. The first model is presented in [4]. The 
model in this paper presents an overview of a common 
data mining model and big data to get reports, the 
model has the function of aggregating all kinds of data 
into a common place. Integrated construction between 
the conventional database management system and 
Hadoop’s HDFS distributed file storage technology. 
The second model in [12] presents a traditional data 
mining model; This model can only handle structured 
data, and the storage capacity and scalability of this 
model are quite limited. In turn, with traditional 
storage capabilities, this model allows compatibility, 
stability, and ease of use for all audiences. 

  

 

 
Fig. 2. The proposed system architecture. 
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3. Proposed Solution 

3.1. System Model Design 

The proposed model is shown in Fig. 2. The 
source data goes through the Data Lake, Staging, Data 
Warehouse, and Data Mart blocks to get the data report 
that must follow different processes and data flows, 
after running through those data streams, the 
parameters and visual reports will be presented 
through a dedicated reporting tool, which allows users 
to simply do the reporting without worrying about how 
the data flow runs.  

The data stored as files will be centralized in the 
Data Lake, which is a distributed file storage place. 
Here, we will proceed to restructure all the data in a 
structured form. The process of data being transported 
into the Data Lake that shown by Flowcharts in Fig. 3. 
We will proceed to put the data into staging to store 
temporary data before being processed and put into the 
Data Warehouse. The process of data being 
transported into the staging. The flow chart that puts 
the data into Staging is shown in Fig. 4. 

The processing of putting data from Staging to 
Data Warehouse follows in Algorithm 1. 

Algorithm 1. The data flow into the Data Warehouse. 

Require: data are fully in the Staging region  
Ensure: data is ETL in accordance with the business 
  1: current_server ← currentServer(Staging) 
  2: count_table ← countTable(Staging) 
  3: for tableNumber = 1, 2, . . . , count_table do 
  4:    currentTable ← nameTableStaging(tableNumber) 
  5:    if  rowsCount(currentTable)  ==  0  then 
           etlDataLakeToStaging(currentTable) 
  6:    end if 
  7: end for 
  8: current_server ← currentServer(DataWarehouse) 
  9: count_table ← countTable(DataWarehouse) 
10: for tableNumber = 1, 2, . . . , count_table do 
11:    currentTable ← nameTableWarehouse(tableNumber) 
12:    sizeTable ← sizeTable(currentTable) 
13:    if limitCapacityWarehouse(sizeTable) then  
             etlWarehouseToBackup(currentTable)  
             truncate(currentTable) 
14: end if 
15: end for 
16: for tableNumber = 1, 2, . . . , count_table do 
17:    currentTable ← nameTableWarehouse(tableNumber) 
18: businessTable ← businessTable(currentTable) 
19: selectTable(businessTable) 
20: selectTable ← selectTable(businessTable) 
21: etlStagingToWarehouse(selectTable, 
businessTable) 
22: end for 

 

 
Fig. 3. Flowchart of data flow into Data Lake. 

 

 
Fig. 4. Data flow into Staging. 

3.2. Storage Model Design 

The Data Lake model is organized and stored by 
a cluster of three servers, in which one server plays the 
role of master and the other two servers act as slaves. 
To deploy Data Lake, we use the distributed file 
storage system (HDFS) and design the Data Lake 
storage model as in Fig. 5. 

To take advantage of in-depth data according to 
each departmental operation, the data of Data Mart 
according to the flow chart shown in Algorithm 2. 

After finishing the data pipeline, we use the 
reporting tool to extract the statistical report. Staging 
is a container for data that is transported in the Data 
Lake and has a transformation in value. From the 
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information of the source tables, we designed tables to 
store data in the staging area as in Fig. 6. 

Algorithm 2. The data flow into the Data Mart 

Require:   data are fully in the Data Warehouse 
Ensure: data is ETL in accordance with the business 
  1: current_server ← currentServer(DataMart) 
  2: count_table ← countTable(DataMart) 
  3: for tableNumber = 1, 2, . . . , count_table do 
  4:     currentTable ← nameTableDataMarttableNumber) 
  5:     sizeTable ← sizeTable(currentTable) 
  6:     if limitCapacityDataMart(sizeTable) then  
              etlDataMartToBackup(currentTable)  
              truncate(currentTable) 
  7:     end if 
  8: end for 
  9: for tableNumber = 1, 2, . . . , count_table do 
10:    currentTable ← nameTableDataMart(tableNumber) 
11:    businessTable ← businessTable(currentTable) 
12:    selectTable ← selectTable(businessTable) 
13:   etlWarehouseToDataMart(selectTable, businessTable) 
14: end for 

 
Fig. 5. Model that stores data in Data Lake. 

 
Fig. 6. Data storage tables in the staging area. 

When we design the model storage in the Data 
Warehouse, we need to discuss the Data Warehouse 
Schema which expresses the logical content of the 
materialized views constituting the Data Warehouse, is 
provided in terms of a set of relations. Similarly to the 
case of the sources, each relation of the data warehouse 
schema is described in terms of a query over the 
conceptual model. 

From a technical point of view, such queries are 
unions of conjunctive queries. More precisely, a query 
q over the Conceptual Model has the form: 

𝑇𝑇(�⃗�𝑥) ← 𝑞𝑞(�⃗�𝑥, �⃗�𝑦𝑚𝑚)  (1) 

where the head 𝑇𝑇(�⃗�𝑥) defines the schema of the 
relation in terms of a name 𝑇𝑇 , and its arity, i.e. the 
number of columns (number of components of �⃗�𝑥, and 
the body 𝑞𝑞(�⃗�𝑥, �⃗�𝑦) describes the content of the relation 
in terms of the Conceptual Model. The body has the 
form 

con1 (�⃗�𝑥, �⃗�𝑦1) OR ... OR con 𝑗𝑗𝑚𝑚(�⃗�𝑥, �⃗�𝑦𝑚𝑚)  (2) 

where each con𝑗𝑗𝑖𝑖(�⃗�𝑥, �⃗�𝑦𝑖𝑖) is a conjunction of atoms, and 
�⃗�𝑥, �⃗�𝑦𝐶𝐶 are all the variables appearing in the conjunct (we 
use �⃗�𝑋 to denote a tuple of variables 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛, for some 
𝑛𝑛). Each atom is of the form 𝐸𝐸(𝑡𝑡),𝑅𝑅(𝑡𝑡), or 𝐴𝐴(𝑡𝑡, 𝑡𝑡′), 
where 𝑡𝑡, 𝑡𝑡, and 𝑡𝑡 are variables in �⃗�𝑥, �⃗�𝑦, or constants, and 
𝐸𝐸,𝑅𝑅, and 𝐴𝐴 are respectively entities, relationships, and 
attributes appearing in the Conceptual Model [12]. 

After that, we will also consider queries whose 
body may contain special predicates that do not appear 
in the conceptual model. The semantics of the queries 
are as follows. Given a database that satisfies the 
conceptual model, a query will be generated by 

𝑇𝑇(�⃗�𝑥) ← con1 (�⃗�𝑥, �⃗�𝑦1)𝑂𝑂𝑅𝑅⋯𝑂𝑂𝑅𝑅 con 𝑗𝑗𝑚𝑚(�⃗�𝑥, �⃗�𝑦𝑚𝑚) (3) 

of arity 𝑛𝑛 is interpreted as the set of 𝑛𝑛-tuples 
(𝑑𝑑1, … ,𝑑𝑑𝑛𝑛), with each 𝑑𝑑𝑖𝑖 an object of the database, 
such that, when substituting each 𝑑𝑑𝑖𝑖 for 𝑥𝑥𝑖𝑖, the formula 

∃�⃗�𝑦1 ⋅ con1 (�⃗�𝑥, �⃗�𝑦1) OR ⋯ OR ∃�⃗�𝑦𝑚𝑚 ⋅ con 𝑗𝑗𝑚𝑚(�⃗�𝑥, �⃗�𝑦𝑚𝑚) 

 (4) 

evaluated with true [12]. Suitable inference 
techniques allow for carrying out the following 
reasoning services on queries by taking into account 
the Conceptual Mode [19]: 

- Query containment. Given two relational queries q1 
and q2 (of the same arity n) in the conceptual model, 
we say that q1 is contained in q2, if the set of tuples 
denoted by q1 is contained in the set of tuples denoted 
by q2 in every database satisfying the conceptual 
model; 
- Query consistency. A relational query q on the 
conceptual model is consistent if there exists a 
database that satisfies the conceptual model in which 
the set of tuples denoted by q is not empty; 

- Query disjointness. Two relational queries q1 and 
q2 (of the same order) in the conceptual model are 
disjoint if the intersection of the set of tuples denoted 
by q1 and the set of tuples denoted by q2 is empty, in 
every database satisfying the conceptual model. 

Based on the theory of building a data warehouse, 
Eq. (1), Eq. (2), Eq. (3), Eq. (4), and comparing it with 
the source data set, we chose the Star Schema model 
to build the Data Warehouse so that it is suitable for 
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exploiting data, which is also the fundamental data 
warehouse, it can be able to exploit more in-depth data. 
The storage model of Data Warehouse is shown in 
Fig. 7. 

 
Fig. 7. Data storage tables on the Staging area. 

 

4. Implementation 

First, the local data will be put into the Data Lake 
to restructure the data. After loading the data files and 
normalizing, the Data Lake will contain the source 
data files as shown in Fig. 8. After restructuring, semi-

structured can be queried on the Data Lake as shown 
in Fig. 9. 

If the data has been stored in Data Lake, we 
conduct ETL for these data to store in the temporary 
area (Staging) on the Server Database before 
calculating the logic to put the data into the data 
warehouse. Before ETL data about Staging, we will 
create Schema Staging on Oracle Database, then create 
tables corresponding to the source table to push the 
data into Staging. The tables are in the list of the 
proposeding model Similar to creating tables on 
staging, we create tables on Data Warehouse based on 
the previous design. Then we will use the Oracle Data 
Integrator tool to ETL data from the tables for staging 
to the Data Warehouse. Finally, ETL data from the 
data warehouse into the Data Mart. This is the place to 
store data for in-depth data mining for each business 
segment., for example, the ETL process of a table in 
Fig. 10. When we do the data flow from data lake to 
data store, we will use the PowerBI reporting tool to 
extract data analysis reports from Data Mart. The data 
Mart tables can be viewed in PowerBI as shown in 
Fig. 11. 

 

 
Fig. 8. Directory containing source data files. 

 
 

Fig. 9. Query semi-structured data on HDFS. 
 

 

 
Fig. 10. Place the data in a table. 

FACT_ORDERS DIM_REGIONDIM_CUSTOMER

DIM_CITY

DIM_SALE_PERSON DIM_PRODUCT

 (a) Put data in table DIM CITY. (b) Put data in table RPT REGION MONTH. 
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Fig. 11. Data Mart data table displayed in PowerBI. 

 
5. Experimental Results and Analysis 

After the data flow has been run to the Data Mart, 
we proceed to get the reports by business using the 
Power BI tool to take the report whichgives this trading 
company a first-hand look at the number of products 
sold in each region’s markets. The company can 
evaluate potential markets and business areas to 

develop appropriate product business strategies for 
those regions or markets. It is shown in Fig. 12 

Based on the report, which is in Fig. 12, the 
company can see the key products for its business. 
From there, the company can come up with strategies 
to improve products that do not bring in a lot of 
revenue, or create more programmes for products that 
bring in a lot of revenue. Beside that, it shows potential 
business areas, which generates large revenue. From 
this, it is possible to make strategies or business 
decisions that are suitable for each region and market. 

Similarly to Fig. 12, the report of Fig. 13 shows 
businesses the number of products sold in business 
months, helping businesses assess at what time of year 
the number of products sold will be high. Besides that, 
the company can rely on the columns in the report to 
assess the period of time in which a month of the year 
sales will increase, thereby making appropriate 
programs and strategies for the business months. key 
business. This is an indepth analysis report that helps 
this business company to see in which months the 
product consumption of each region will increase or 
decrease. This will greatly help the company to be able 
to distribute the source of the product in the markets or 
regions at the right time. 

  
a) Revenue report by region b) Sales report by product 

 
c) Report the numer of products sold by region 

Fig. 12. In-depth report in shape form 
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(a) Report total revenue by month (b) Report total revenue by month 

 
(c) Number of accessories consumption by region in each month 

Fig. 13. In-depth report in column form 

Table 1. Comparison with another model. 

Comparative characteristics Our Model Model in ref [12] Model in ref [4] 

Variety of Data all just data structured all 

Storage capacity expanded not expanded expanded 

Difficulty to use normal easy normal 

Maintenance difficult easy normal 

Fault tolerance high low medium 

Customizability high low medium 

Mining level high medium high 

Processing speed high medium high 

Availability high medium high 

Resource cost custom high custom 

Totalscore 8 6 7.5 
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6. Comparison with Other Model Data Mining 

To evaluate our proposed model more 
realistically, we will compare our model with other 
data mining models. Ratings will be given based on the 
most characteristic technical requirements of a data 
mining system with the scoring scale is a 10-point 
scale. The comparison table is shown in Table 1. From 
Table 1, the model we have proposed will bring many 
advantages, of course to achieve it we still have to 
spend money. when there is some disadvantage in the 
maintenance of the system and in the combination of 
components. 

7. Conclusion 

In this paper, we have collected a business data 
set of an enterprise to run on the built model which we 
have proposed. From the built model, we can get 
statistical reports easily, intuitively and accurately in a 
short time. The results when the model is applied show 
that the source data sets are organised, stored, and 
analyzed with many different criteria, and are 
displayed on the charts in an obvious and detailed way. 
Furthermore, we also compare the proposed model 
with some existing models. The results show that the 
proposed model is easy to use for end-users. It has high 
scalability and fault tolerance, and a faster processing 
speed compared to traditional models. 
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