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Sparse autoencoders (SAEs) are a promising unsupervised approach for identifying causally relevant and interpretable linear features in a language model’s (LM) activations. To be useful for downstream tasks, SAEs need to decompose LM activations faithfully; yet to be interpretable the decomposition must be sparse – two objectives that are in tension. In this paper, we introduce JumpReLU SAEs, which achieve state-of-the-art reconstruction fidelity at a given sparsity level on Gemma 2 9B activations, compared to other recent advances such as Gated and TopK SAEs. We also show that this improvement does not come at the cost of interpretability through manual and automated interpretability studies. JumpReLU SAEs are a simple modification of vanilla (ReLU) SAEs – where we replace the ReLU with a discontinuous JumpReLU activation function – and are similarly efficient to train and run. By utilising straight-through-estimators (STEs) in a principled manner, we show how it is possible to train JumpReLU SAEs effectively despite the discontinuous JumpReLU function introduced in the SAE’s forward pass. Similarly, we use STEs to directly train L0 to be sparse, instead of training on proxies such as L1, avoiding problems like shrinkage.

1. Introduction

Sparse autoencoders (SAEs) allow us to find causally relevant and seemingly interpretable directions in the activation space of a language model (Bricken et al., 2023; Cunningham et al., 2023; Templeton et al., 2024). There is interest within the field of mechanistic interpretability in using sparse decompositions produced by SAEs for tasks such as circuit analysis (Marks et al., 2024) and model steering (Conmy and Nanda, 2024).

SAEs work by finding approximate, sparse, linear decompositions of language model (LM) activations in terms of a large dictionary of basic “feature” directions. Two key objectives for a good decomposition (Bricken et al., 2023) are that it is sparse – i.e. that only a few elements of the dictionary are needed to reconstruct any given activation – and that it is faithful – i.e. the approximation error between the original activation and recombining its SAE decomposition is “small” in some suitable sense. These two objectives are naturally in tension: for any given SAE training method and fixed dictionary size, it is typically not possible to increase sparsity without losing reconstruction fidelity.

One strand of recent research in training SAEs on LM activations (Gao et al., 2024; Rajamanoharan et al., 2024; Taggart, 2024) has been on finding improved SAE architectures and training methods that push out the Pareto frontier balancing these two objectives, while preserving other less quantifiable measures of SAE quality such as the interpretability or functional relevance of dictionary directions. A common thread connecting these recent improvements is the introduction of a thresholding or gating operation to determine which SAE features to use in the decomposition.

In this paper, we introduce JumpReLU SAEs – a small modification of the original, ReLU-based SAE architecture (Ng, 2011) where the SAE encoder’s ReLU activation function is replaced by a JumpReLU activation function (Erichson et al., 2019), which zeroes out pre-activations below a positive threshold (see Fig. 1). Moreover, we train JumpReLU SAEs using a loss function that is simply the weighted sum of a L2 reconstruction error term and a L0 sparsity penalty, eschewing easier-to-train proxies to L0, such as L1, and avoiding the need for auxiliary tasks to train the threshold.
Figure 1 | A toy model illustrating why JumpReLU (or similar activation functions, such as TopK) are an improvement over ReLU for training sparse yet faithful SAEs. Consider a direction in which the encoder pre-activation is high when the corresponding feature is active and low, but not always negative, when the feature is inactive (far-left). Applying a ReLU activation function fails to remove all false positives (centre-left), harming sparsity. It is possible to get rid of false positives while maintaining the ReLU, e.g. by decreasing the encoder bias (centre-right), but this leads to feature magnitudes being systematically underestimated, harming fidelity. The JumpReLU activation function (far-right) provides an independent threshold below which pre-activations are screened out, minimising false positives, while leaving pre-activations above the threshold unaffected, improving fidelity.

Our key insight is to notice that although such a loss function is piecewise-constant with respect to the threshold – and therefore provides zero gradient to train this parameter – the derivative of the expected loss can be analytically derived, and is generally non-zero, albeit it is expressed in terms of probability densities of the feature activation distribution that need to be estimated. We show how to use straight-through-estimators (STEs; Bengio et al. (2013)) to estimate the gradient of the expected loss in an efficient manner, thus allowing JumpReLU SAEs to be trained using standard gradient-based methods.

We evaluate JumpReLU, Gated and TopK (Gao et al., 2024) SAEs on Gemma 2 9B (Gemma Team, 2024) residual stream, MLP output and attention output activations at several layers (Fig. 2). At any given level of sparsity, we find JumpReLU SAEs consistently provide more faithful reconstructions than Gated SAEs. JumpReLU SAEs also provide reconstructions that are at least as good as, and often slightly better than, TopK SAEs. Similar to simple ReLU SAEs, JumpReLU SAEs only require a single forward and backward pass during a training step and have an elementwise activation function (unlike TopK, which requires a partial sort), making them more efficient to train than either Gated or TopK SAEs.

Compared to Gated SAEs, we find both TopK and JumpReLU tend to have more features that activate very frequently – i.e. on more than 10% of tokens (Fig. 5). Consistent with prior work evaluating TopK SAEs (Cunningham and Conerly, 2024) we find these high frequency JumpReLU features tend to be less interpretable, although interpretability does improve as SAE sparsity increases. Furthermore, only a small proportion of SAE features have very high frequencies: fewer than 0.06% in a 131k-width SAE. We also present the results of manual and automated interpretability studies indicating that randomly chosen JumpReLU, TopK and Gated SAE features are similarly interpretable.

2. Preliminaries

SAE architectures | SAEs sparsely decompose language model activations $x \in \mathbb{R}^n$ as a linear combination of a dictionary of $M \gg n$ learned feature directions and then reconstruct the original activations using a pair of encoder and decoder functions $(f, \hat{x})$ defined by:

\[
\begin{align*}
    f(x) &= \sigma(W_{\text{enc}}x + b_{\text{enc}}), \\
    \hat{x}(f) &= W_{\text{dec}}f + b_{\text{dec}}.
\end{align*}
\]

In these expressions, $f(x) \in \mathbb{R}^M$ is a sparse, non-negative vector of feature magnitudes present in the input activation $x$, whereas $\hat{x}(f) \in \mathbb{R}^n$ is a reconstruction of the original activation from
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Activation functions The activation function $\sigma$ varies between architectures: Bricken et al. (2023) and Templeton et al. (2024) use the ReLU activation function, whereas TopK SAEs (Gao et al., 2024) use a TopK activation function (which zeroes out all but the top $K$ pre-activations). Gated SAEs (Rajamanoharan et al., 2024) in their general form do not fit the specification of Eq. (1); however with weight sharing between the two encoder kernels, they can be shown (Rajamanoharan et al., 2024, Appendix E) to be equivalent to using a JumpReLU activation function, defined as

$$\text{JumpReLU}_\theta(z) := z H(z - \theta)$$

where $H$ is the Heaviside step function\(^1\) when $\theta > 0$ is the JumpReLU’s threshold, below which pre-activations are set to zero, as shown in Fig. 3.

\(^1\) $H(z)$ is one when $z > 0$ and zero when $z < 0$. Its value when $z = 0$ is a matter of convention – unimportant when $H$ appears within integrals or integral estimators, as is the case in this paper.

Loss functions Language model SAEs are trained to reconstruct samples from a large dataset of language model activations $x \sim \mathcal{D}$ typically using a loss function of the form

$$\mathcal{L}(x) := \|x - \hat{x}(f(x))\|^2_2 + \lambda S(f(x)) + \mathcal{L}_{\text{aux}},$$

where $S$ is a function of the feature coefficients that penalises non-sparse decompositions and the sparsity coefficient $\lambda$ sets the trade-off between sparsity and reconstruction fidelity. Optionally, auxiliary terms in the loss function, $\mathcal{L}_{\text{aux}}$ may be included for a variety of reasons, e.g. to help train parameters that would otherwise not receive suitable gradients (used for Gated SAEs) or to resurrect unproductive (“dead”) feature direc-
tions (used for TopK). Note that TopK SAEs are trained without a sparsity penalty, since the TopK activation function directly enforces sparsity.

**Sparsity penalties** Both the ReLU SAEs of Bricken et al. (2023) and Gated SAEs use the L1-norm \( S(f) := \|f\|_1 \) as a sparsity penalty. While this has the advantage of providing a useful gradient for training (unlike the L0-norm), it has the disadvantage of penalising feature magnitudes in addition to sparsity, which harms reconstruction fidelity (Rajamanoharan et al., 2024; Wright and Sharkey, 2024).

The L1 penalty also fails to be invariant under reparameterizations of a SAE; by scaling down encoder parameters and scaling up decoder parameters accordingly, it is possible to arbitrarily shrink feature magnitudes, and thus the L1 penalty, without changing either the number of active features or the SAE’s output reconstructions. As a result, it is necessary to impose a further constraint on SAE parameters during training to enforce sparsity: typically this is achieved by constraining columns of the decoder weight matrix \( \mathbf{d} \) to have unit norm (Bricken et al., 2023). Conerly et al. (2024) introduce a modification of the L1 penalty, where feature coefficients are weighted by the norms of the corresponding dictionary directions, i.e.

\[
S_{\text{RI-L1}}(f) := \sum_{i=1}^{M} f_i \|\mathbf{d}_i\|_2.
\]

We call this the reparameterisation-invariant L1 (RI-L1) sparsity penalty, since this penalty is invariant to SAE reparameterisation, making it unnecessary to impose constraints on \( \|\mathbf{d}_i\|_2 \).

**Kernel density estimation** Kernel density estimation (KDE; Parzen (1962); Wasserman (2010)) is a technique for empirically estimating probability densities from a finite sample of observations. Given \( N \) samples \( x_1, \ldots, x_N \) of a random variable \( X \), one can form a kernel density estimate of the probability density \( p_X(x) \) using an estimator of the form \( \hat{p}_X(x) := \frac{1}{Nh} \sum_{i=1}^{N} K \left( \frac{x - x_i}{\epsilon} \right) \), where \( K \) is a non-negative function that satisfies the properties of a centred, positive-variance probability density function and \( \epsilon \) is the kernel bandwidth parameter.\(^2\) In this paper we will be actually be interested in estimating quantities like \( v(y) = \mathbb{E}[f(X, Y) | Y = y] \) for jointly distributed random variables \( X \) and \( Y \) and arbitrary (but well-behaved) functions \( f \). Following a similar derivation as in Wasserman (2010, Chapter 20), it is straightforward to generalise KDE to estimate \( v(y) \) using the estimator

\[
\hat{v}(y) := \frac{1}{Nh} \sum_{a=1}^{N} f(x_a, y) K \left( \frac{y - y_a}{\epsilon} \right). 
\]

### 3. JumpReLU SAEs

A JumpReLU SAE is a SAE of the standard form Eq. (1) with a JumpReLU activation function:

\[
f(x) := \text{JumpReLU}_g \left( \mathbf{W}_{\text{enc}} x + \mathbf{b}_{\text{enc}} \right).
\]

Compared to a ReLU SAE, it has an extra positive vector-valued parameter \( \theta \in \mathbb{R}_+^M \) that specifies, for each feature \( i \), the threshold that encoder pre-activations need to exceed in order for the feature to be deemed active.

Similar to the gating mechanism in Gated SAEs and the TopK activation function in TopK SAEs, the threshold \( \theta \) gives JumpReLU SAEs the means to separate out deciding which features are active from estimating active features’ magnitudes, as illustrated in Fig. 1.

We train JumpReLU SAEs using the loss function

\[
\mathcal{L}(x) := \frac{1}{2} \|x - \tilde{x}(f(x))\|_2^2 + \lambda \|f(x)\|_0.
\]

This is a loss function of the standard form Eq. (5) where crucially we are using a L0 sparsity penalty to avoid the limitations of training with a L1 sparsity penalty (Rajamanoharan et al., 2024; Wright and Sharkey, 2024). Note that we can also express the L0 sparsity penalty in terms of a Heaviside step function on the encoder’s pre-activations \( \pi(x) \):

\[
\mathcal{L}_{\text{sparsity}} := \lambda \|f(x)\|_0 = \lambda \sum_{i=1}^{M} H(\pi_i(x) - \theta_i).
\]

\(^2\)I.e. \( K(x) \geq 0, \int_{-\infty}^{\infty} K(x) dx = 1, \int_{-\infty}^{\infty} x K(x) dx = 0 \) and \( \int_{-\infty}^{\infty} x^2 K(x) dx > 0 \).
The JumpReLU activation function (left) and the Heaviside step function (right) used to calculate the sparsity penalty are piecewise constant with respect to the JumpReLU threshold. Therefore, in order to be able to train a JumpReLU SAE, we define the pseudo-derivatives illustrated in these plots and defined in Eq. (11) and Eq. (12), which approximate the Dirac delta functions present in the actual (weak) derivatives of the JumpReLU and Heaviside functions. These pseudo-derivatives provide a gradient signal to the threshold whenever pre-activations are within a small window of width $\varepsilon$ around the threshold. Note these plots show the profile of these pseudo-derivatives in the $z$, not $\theta$, direction, as $z$ is the stochastic input that is averaged over when computing the mean gradient.

The properties of a centered, finite-variance probability density function. In our experiments, we use the rectangle function, $\text{rect}(z) := H(z + \frac{1}{2}) - H(z - \frac{1}{2})$ as our kernel; however similar results can be obtained with other common kernels, such as the triangular, Gaussian or Epanechnikov kernel (see Appendix H). As we show in Section 4, the hyperparameter $\varepsilon$ plays the role of a KDE bandwidth, and needs to be selected accordingly: too low and gradient estimates become too noisy, too high and estimates become too biased.

Having defined these pseudo-derivatives, we train JumpReLU SAEs as we would any differentiable model, by computing the gradient of the loss function in Eq. (9) over batches of data (remembering to apply these pseudo-derivatives in the backward pass), and sending the batch-wise mean of these gradients to the optimiser in order to compute parameter updates.

In Appendix J we provide pseudocode for the JumpReLU SAE’s forward pass, loss function and for implementing the straight-through-estimators defined in Eq. (11) and Eq. (12) in an autograd framework like Jax (Bradbury et al., 2018) or

---

$3$The L0 sparsity penalty also provides no gradient signal for the remaining SAE parameters, but this is not necessarily a problem. It just means that the remaining SAE parameters are encouraged purely to reconstruct input activations faithfully, not worrying about sparsity, while sparsity is taken care of by the threshold parameter $\theta$. This is analogous to TopK SAEs, where similarly the main SAE parameters are trained solely to reconstrcut faithfully, while sparsity is enforced by the TopK activation function.

$4$We use the notation $\delta/\delta z$ to denote pseudo-derivatives, to avoid conflating them with actual partial derivatives for these functions.

$5$For the experiments in this paper, we swept this parameter and found $\varepsilon = 0.001$ (assuming a dataset normalised such that $\mathbb{E}_x[|x|^2] = 1$) works well across different models, layers and sites. However, we suspect there are more principled ways to determine this parameter, borrowing from the literature on KDE bandwidth selection.
4. How STEs enable training through the jump

Why does this work? The key is to notice that where we increase As we show in Appendix C, when we instruct to make explicit its dependence on the threshold parameter $\theta$ - in the training loop.

In other words, training with straight-through-estimators as described in Section 3 is equivalent to estimating the true gradient of the expected loss, as given in Eq. (13), using the kernel density estimator defined in Eq. (15).

5. Evaluation

In this section, we compare JumpReLU SAEs to Gated and TopK SAEs across a range of evaluation metrics.\(^8\)

To make these comparisons, we trained multiple 131k-width SAEs (with a range of sparsity levels) of each type (JumpReLU, Gated and TopK) on activations from Gemma 2 9B (base). Specifically, we trained SAEs on residual stream, attention output and MLP output sites after layers 9, 20 and 31 of the model (zero-indexed).

We trained Gated SAEs using two different loss functions. Firstly, we used the original Gated SAE loss in Rajamanoharan et al. (2024), which uses a L1 sparsity penalty and requires resampling (Bricken et al., 2023) – periodic re-initialisation of dead features – in order to train effectively. Secondly, we used a modified Gated SAE loss function that replaces the L1 sparsity penalty with the RI-L1 sparsity penalty described in Section 2; see Appendix D for details. With this modified loss function, we no longer need to use resampling to avoid dead features.

We trained TopK SAEs using the AuxK auxiliary loss described in Gao et al. (2024) with $k_{aux} = 512$, which helps reduce the number of dead features. We also used an approximate algorithm for computing the top $K$ activations (Chern et al., 2022) – implemented in JAX as jax.lax.approx_max_k – after finding it produces similar results to exact TopK while being
much faster (Appendix E).

All SAEs used in these evaluations were trained over 8 billion tokens; by this point, they had all converged, as confirmed by inspecting their training curves. See Appendix I for further details of our training methodology.

5.1. Evaluating the sparsity-fidelity trade-off

Methodology For a fixed SAE architecture and dictionary size, we trained SAEs of varying levels of sparsity by sweeping either the sparsity coefficient \( \lambda \) (for JumpReLU or Gated SAEs) or \( K \) (for TopK SAEs). We then plot curves showing, for each SAE architecture, the level of reconstruction fidelity attainable at a given level of sparsity.

Metrics We use the mean L0-norm of feature activations, \( \mathbb{E}_x \| f(x) \|_0 \), as a measure of sparsity. To measure reconstruction fidelity, we use two metrics:

- Our primary metric is delta LM loss, the increase in the cross-entropy loss experienced by the LM when we splice the SAE into the LM’s forward pass.
- As a secondary metric, we also present in Fig. 12 curves that use fraction of variance unexplained (FVU) – also called the normalized loss (Gao et al., 2024) as a measure of reconstruction fidelity. This is the mean reconstruction loss \( L_{\text{reconstruct}} \) of a SAE normalised by the reconstruction loss obtained by always predicting the dataset mean.

All metrics were computed on 2,048 sequences of length 1,024, after excluding special tokens (pad, start and end of sequence) when aggregating the results.

Results Fig. 2 compares the sparsity-fidelity trade-off for JumpReLU, Gated and TopK SAEs trained on Gemma 2 9B residual stream activations. JumpReLU SAEs consistently offer similar or better fidelity at a given level of sparsity than TopK or Gated SAEs. Similar results are obtained for SAEs of each type trained on MLP or attention output activations, as shown in Fig. 10 and Fig. 11 in Appendix G.

5.2. Feature activation frequencies

For a given SAE, we are interested in both the proportion of learned features that are active very frequently and the proportion of features that are almost never active (“dead” features). Prior work has found that TopK SAEs tend to have more high frequency features than Gated SAEs (Cunningham and Conerly, 2024), and that these features tend to be less interpretable when sparsity is also low.

Methodology We collected SAE feature activation statistics over 10,000 sequences of length 1,024, and computed the frequency with which individual features fire on a randomly chosen token (excluding special tokens).

Results Fig. 5 shows, for JumpReLU, Gated and TopK SAEs, how the fraction of high frequency features varies with SAE fidelity (as measured by delta LM loss). TopK and JumpReLU SAEs consistently have more very high frequency features – features that activate on over 10% of tokens (top plot) – than Gated SAEs, although the fraction drops close to zero for SAEs in the low fidelity / high sparsity regime. On the other hand, looking at features that activate on over 1% of tokens (a wider criterion), Gated SAEs have comparable numbers of such features to JumpReLU SAEs (bottom plot), with considerably more in the low delta LM loss / higher L0 regime (although all these SAEs have L0 less than 100, i.e. are reasonably sparse). Across all layers and frequency thresholds, JumpReLU SAEs have either similar or fewer high frequency features than TopK SAEs. Finally, it is worth noting that in all cases the number of high frequency features remains low in proportion to the widths of these SAEs, with fewer than 0.06% of features activating more than 10% of the time even for the highest L0 SAEs.

Fig. 13 compares the proportion of “dead” features – which we defined to be features that activate on fewer than one in \( 10^7 \) tokens – between JumpReLU, Gated and TopK SAEs. Both JumpReLU SAEs and TopK SAEs (trained with the AuxK loss) consistently have few dead features, without the need for resampling.
5.3. Interpretability of SAE features

Exactly how to assess the quality of the features learned by an SAE is an open research question. Existing work has focused on the activation patterns of features with particular emphasis paid to sequences a feature activates most strongly on (Bills et al., 2023; Bricken et al., 2023; Cunningham et al., 2023; Rajamanoharan et al., 2024; Templeton et al., 2024). The rating of a feature’s interpretability is usually either done by human raters or by querying a language model. In the following two sections we evaluate the interpretability of JumpReLU, Gated and TopK SAE features using both a blinded human rating study, similar to Bricken et al. (2023); Rajamanoharan et al. (2024), and automated ratings using a language model, similar to Bills et al. (2023); Bricken et al. (2023); Cunningham et al. (2023); Lieberum (2024).

5.3.1. Manual Interpretability

Methodology Our experimental setup closely follows Rajamanoharan et al. (2024). For each sublayer (Attention Output, MLP Output, Residual Stream), each layer (9, 20, 31) and each architecture (Gated, TopK, JumpReLU) we picked three SAEs to study, for a total of 81 SAEs. SAEs were selected based on their average number of active features. We selected those SAEs which had an average number of active features closest to 20, 75 and 150.

Each of our 5 human raters was presented with summary information and activating examples from the full activation spectrum of a feature. A rater rated a feature from every SAE, presented in a random order. The rater then decided whether a feature is mostly monosemantic based on the information provided, with possible answer options being ‘Yes’, ‘Maybe’, and ‘No’, and supplied a short explanation of the feature where applicable. In total we collected 405 samples, i.e. 5 per SAE.
Results In Fig. 6, we present the results of the manual interpretability study. Assuming a binomial 1-vs-all distribution for each ordinal rating value, we report the 2.5th to 97.5th percentile of this distribution as confidence intervals. All three SAE varieties exhibit similar rating distributions, consistent with prior results comparing TopK and Gated SAEs (Cunningham and Conerly, 2024; Gao et al., 2024) and furthermore showing that JumpReLU SAEs are similarly interpretable.

5.3.2. Automated Interpretability

In contrast to the manual rating of features, automated rating schemes have been proposed to speed up the evaluation process. The most prominent approach is a two step process of generating an explanation for a given feature with a language model and then predicting the feature’s activations based on that explanation, again utilizing a language model. This was initially proposed by Bills et al. (2023) for neurons, and later employed by Bricken et al. (2023); Cunningham et al. (2023); Lieberum (2024) for learned SAE features.

Methodology We used Gemini Flash (Gemini Team, 2024) for explanation generation and activation simulation. In the first step, we presented Gemini Flash with a list of sequences that activate a given feature to different degrees, together with the activation values. The activation values were binned and normalized to be integers between 0 and 10. Gemini Flash then generated a natural language explanation of the feature consistent with the activation values.

In the second step we asked Gemini Flash to predict the activation value for each token of the sequences that were used to generate the explanations\(^9\). We then computed the correlation between the simulated and ground truth activation values. We found that using a diverse few-shot prompt for both explanation generation and activation simulation was important for consistent results.

We computed the correlation score for 1000 features of each SAE, i.e. three architectures, three layers, three layers/sub-layers and five or six sparsity levels, or 154 SAEs in total.

Results We show the distribution of Pearson correlations between language model simulated and ground truth activations in Fig. 7. There is a small but notable improvement in mean correlation from Gated to JumpReLU and from JumpReLU. Note however, that the means clearly do not capture the extent of the within-group variation. We also report a baseline of explaining the activations of a randomly initialized JumpReLU SAE for the layer 20 residual stream – effectively producing random, clipped projections of the residual stream. This exhibits markedly worse correlation scores, though notably with a clearly non-zero mean. We show the results broken down by site and layer in Fig. 15. Note that in all of these results we are grouping together SAEs with very different sparsity levels and corresponding performances.

6. Related work

Recent interest in training SAEs on LM activations (Bricken et al., 2023; Cunningham et al., 2023; Sharkey et al., 2022) stems from the twin observations that many concepts appear to be linearly represented in LM activations (Elhage et al.,

\(^9\)Note that the true activation values were not known to the model at simulation time.
Recent improvements to SAE architectures – including TopK SAEs (Gao et al., 2024) and Gated SAEs (Rajamanoharan et al., 2024) – as well as improvements to initialization and sparsity penalties. Conerly et al. (2024) have helped ameliorate the trade-off between sparsity and fidelity and overcome the challenge of SAE features dying during training. Like JumpReLU SAEs, both Gated and TopK SAEs possess a thresholding mechanism that determines which features to include in a reconstruction; indeed, with weight sharing, Gated SAEs are mathematically equivalent to JumpReLU SAEs, although they are trained using a different loss function. JumpReLU SAEs are also closely related to ProLU SAEs (Taggart, 2024), which use a (different) STE to train an activation threshold, but do not match the performance of Gated or TopK SAEs (Gao et al., 2024).

The activation function defined in Eq. (4) was named JumpReLU in Erichson et al. (2019), although it appears in earlier work, such as the TRec function in Konda et al. (2015). Both TopK and JumpReLU activation functions are closely related to activation pruning techniques such as ASH (Djurisic et al., 2023).

The term straight through estimator was introduced in Bengio et al. (2013), although it is an old idea. STEs have found applications in areas such as training quantized networks (e.g. Hubara et al. (2016)) and circumventing defenses to adversarial examples (Athalye et al., 2018). Our interpretation of STEs in terms of gradients of the expected loss is related to Yin et al. (2019), although they do not make the connection between STEs and KDE. Louizos et al. (2018) also show how it is possible to train models using a \(L_0\) sparsity penalty – on weights rather than activations in their case – by introducing stochasticity in the weights and taking the gradient of the expected loss.

7. Discussion

Our evaluations show that JumpReLU SAEs produce reconstructions that consistently match or exceed the faithfulness of TopK SAEs, and exceed the faithfulness of Gated SAEs, at a given level of sparsity. They also show that the average JumpReLU SAE feature is similarly interpretable to the average Gated or TopK SAE feature, according to manual raters and automated evaluations. Although JumpReLU SAEs do have relatively more very high frequency features than Gated SAEs, they are similar to TopK SAEs in this respect.

In light of these observations, and taking into account the efficiency of training with the JumpReLU loss – which requires no auxiliary terms and does not involve relatively expensive TopK operations – we consider JumpReLU SAEs to be a mild improvement over prevailing SAE training methodologies.

Nevertheless, we note two key limitations with

---

10 Even the Perceptron learning algorithm (Rosenblatt, 1958) can be understood as using a STE to train through a step function discontinuity.
our study:

- The evaluations presented in this paper concern training SAEs on several sites and layers of a single model, Gemma 29B. This does raise uncertainty over how well these results would transfer to other models – particularly those with slightly different architectural or training details. In mitigation, although we have not presented the results in this paper, our preliminary experiments with JumpReLU on the Pythia suite of models (Biderman et al., 2023) produced very similar results, both when comparing the sparsity-fidelity trade off between architectures and comparing interpretability. Nevertheless we would welcome attempts to replicate our results on other model families.

- The science of principled evaluations of SAE performance is still in its infancy. Although we measured feature interpretability – both assessed by human raters and by the ability of Gemini Flash to predict new activations given activating examples – it is unclear how well these measures correlate to the attributes of SAEs that actually make them useful for downstream purposes. It would be valuable to evaluate these SAE varieties on a broader selection of metrics that more directly correspond to the value SAEs add by aiding or enabling downstream tasks, such as circuit analysis or model control.

Finally, JumpReLU SAEs do suffer from a few limitations that we hope can be improved with further work:

- Like TopK SAEs, JumpReLU SAEs tend to have relatively more very high frequency features – features that are active on more than 10% of tokens – than Gated SAEs. Although it is hard to see how to reduce the prevalence of such features with TopK SAEs, we expect it to be possible to further tweak the loss function used to train JumpReLU SAEs to directly tackle this phenomenon.\footnote{Although, it could be the case that by doing this we end up pushing the fidelity-vs-sparsity curve for JumpReLU SAEs back closer to those of Gated SAEs. I.e. it is plausible that Gated SAEs are close to the Pareto frontier attainable by SAEs that do not possess high frequency features.}

- JumpReLU SAEs introduce new hyperparameters – namely the initial value of $\theta$ and the bandwidth parameter $\epsilon$ – that require selecting. In practice, we find that, with dataset normalization in place, the default hyperparameters used in our experiments (Appendix I) transfer quite reliably to other models, sites and layers. Nevertheless, there may be more principled ways to choose these hyperparameters, for example by adopting approaches to automatically selecting bandwidths from the literature on kernel density estimation.

- The STE approach introduced in this paper is quite general. For example, we have also used STEs to train JumpReLU SAEs that have a sparsity level closed to some desired target $L_0^{\text{target}}$ by using the sparsity loss

$$L_{\text{sparsity}}(x) = \lambda \left( \frac{\|f(x)\|_0}{L_0^{\text{target}}} - 1 \right)^2,$$

much as it is possible to fix the sparsity of a TopK SAE by setting $K$ (see Appendix F). STEs thus open up the possibility of training SAEs with other discontinuous loss functions that may further improve SAE quality or usability.
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A. Differentiating integrals involving Heaviside step functions

We start by reviewing some results about differentiating integrals (and expectations) involving Heaviside step functions.

**Lemma 1.** Let $X$ be a $n$-dimensional real random variable with probability density $p_X$ and let $Y = g(X)$ for a differentiable function $g : \mathbb{R}^n \rightarrow \mathbb{R}$. Then we can express the probability density function of $Y$ as the surface integral

$$
p_Y(y) = \int_{\partial V(y)} p_X(x') dS \quad (17)
$$

where $\partial V(y)$ is the surface $g(x) = y$ and $dS$ is its surface element.

**Proof.** From the definition of a probability density function:

$$
p_Y(y) := \frac{\partial}{\partial y} \mathbb{P}(Y < y) \quad (18)
$$

$$
= \frac{\partial}{\partial y} \int_{V(y)} p_X(x) d^n x \quad (19)
$$

where $V(y)$ is the volume $g(x) < y$. Eq. (17) follows from an application of the multidimensional Leibniz integral rule. □
The JumpReLU loss is given by
\[ L_\theta(x) := \| x - \hat{x}(f(x)) \|_2^2 + \lambda \| f(x) \|_0. \] (9)

By substituting in the following expressions for various terms in the loss:
\[ f_i(x) = \pi_i(x) H(\pi_i(x) - \theta_i), \] (25)
\[ \hat{x}(f) = \sum_{i=1}^{M} f_i(x) d_i + b_{\text{dec}}, \] (26)
\[ \| f(x) \|_0 = \sum_{i=1}^{M} H(\pi_i(x) - \theta_i), \] (27)
taking the expected value, and differentiating (making use of the results of the previous section), we obtain
\[ \frac{\partial \mathbb{E}_x [L_\theta(x)]}{\partial \theta_i} = (\mathbb{E}_x [J_i(x) | \pi_i(x) = \theta_i] - \lambda) p_i(\theta_i) \] (28)
where \( p_i \) is the probability density function for the pre-activation \( \pi_i(x) \) and
\[ J_i(x) := 2 \theta_i d_i \cdot \left[ x - b_{\text{dec}} - \frac{1}{2} \theta_i d_i \right. \]
\[ - \sum_{j \neq i} \pi_j(x) d_j H(\pi_j(x) - \theta_j) \]. (29)

We can express this derivative in the more succinct form given in Eq. (13) and Eq. (14) by defining
\[ I_i(x) := 2 \theta_i d_i \cdot [x - \hat{x}(f(x))] \] (30)
\[ = 2 \theta_i d_i \cdot [x - b_{\text{dec}}] \] (31)
and adopting the convention \( H(0) := \frac{1}{2} \); this means that \( I_i(x) = J_i(x) \) whenever \( \pi_i(x) = \theta_i \), allowing us to replace \( J_i \) by \( I_i \) within the conditional expectation in Eq. (28).

C. Using STEs to produce a kernel density estimator

Using the chain rule, we can differentiate the JumpReLU loss function to obtain the expression
\[ \frac{\partial L_\theta(x)}{\partial \theta_i} = \left( I_i(x) \right) \frac{\partial}{\partial \theta_i} \text{JumpReLU}_{\theta_i}(\pi_i(x)) \]
\[ + \lambda \frac{\partial}{\partial \theta_i} H(\pi_i(x) - \theta_i). \] (32)
where $I_i(x)$ is defined as in Eq. (14). If we replace the partial derivatives in Eq. (32) with the pseudo-derivatives defined in Eq. (11) and Eq. (12), we obtain the following expression for the pseudo-gradient of the loss:

$$
\frac{\delta L_0(x)}{\delta \theta_i} = \frac{I_i(x) - \lambda}{\epsilon} K \left( \frac{\pi_i(x) - \theta_i}{\epsilon} \right). \quad (33)
$$

Computing this pseudo-gradient over a batch of observations $x_1, x_2, \ldots, x_N$ and taking the mean, we obtain the kernel density estimator

$$
\frac{1}{N\epsilon} \sum_{i=1}^{N} (I_i(x_d) - \lambda) K \left( \frac{\pi_i(x_d) - \theta_i}{\epsilon} \right). \quad (15)
$$

D. Combining Gated SAEs with the RI-L1 sparsity penalty

Gated SAEs compute two encoder pre-activations:

$$
\pi_{\text{gate}}(x) := W_{\text{gate}}x + b_{\text{gate}}, \quad (34)
$$

$$
\pi_{\text{mag}}(x) := W_{\text{mag}}x + b_{\text{mag}}. \quad (35)
$$

The first of these is used to determine which features are active, via a Heaviside step activation function, whereas the second is used to determine active features' magnitudes, via a ReLU step function:

$$
\begin{align*}
    f_{\text{gate}}(x) &:= H(\pi_{\text{gate}}(x)) \\
    f_{\text{mag}}(x) &:= \text{ReLU}(\pi_{\text{mag}}(x)).
\end{align*} \quad (36, 37)
$$

The encoder's overall output is given by the elementwise product $f(x) := f_{\text{gate}}(x) \odot f_{\text{mag}}(x)$. The decoder of a Gated SAE takes the standard form

$$
\hat{x}(f) := W_{\text{dec}}f + b_{\text{dec}}. \quad (2)
$$

As in Rajamanoharan et al. (2024), we tie the weights of the two encoder matrices, parameterising $W_{\text{mag}}$ in terms of $W_{\text{gate}}$ and a vector-valued rescaling parameter $r_{\text{mag}}$:

$$
(W_{\text{mag}})_{ij} := (\exp(r_{\text{mag}}))_{i} (W_{\text{gate}})_{ij}. \quad (38)
$$

The loss function used to train Gated SAEs in Rajamanoharan et al. (2024) includes a L1 sparsity penalty and auxiliary loss term, both involving the positive elements of $\pi_{\text{gate}}$, as follows:

$$
\begin{align*}
    \mathcal{L}_{\text{gate}} := & \left\| x - \hat{x}(f(x)) \right\|_2^2 + \lambda \left\| \text{ReLU}(\pi_{\text{gate}}(x)) \right\|_1 \\
    & + \left\| x - \hat{x}_{\text{frozen}}(\text{ReLU}(\pi_{\text{gate}}(x))) \right\|_2^2 \quad (39)
\end{align*}
$$

where $\hat{x}_{\text{frozen}}$ is a frozen copy of the decoder, so that $W_{\text{dec}}$ and $b_{\text{dec}}$ do not receive gradient updates from the auxiliary loss term.

For our JumpReLU evaluations in Section 5, we also trained a variant of Gated SAEs where we replace the L1 sparsity penalty in Eq. (39) with the reparameterisation-invariant L1 (RI-L1) sparsity penalty $S_{\text{RI-L1}}$ defined in Eq. (6), i.e. by making the replacement $\|\text{ReLU}(\pi_{\text{gate}}(x))\|_1 \rightarrow S_{\text{RI-L1}}(\pi_{\text{gate}}(x))$, as well as unfreezing the decoder in the auxiliary loss term. As demonstrated in Fig. 2, Gated SAEs trained this way have a similar sparsity-vs-fidelity trade-off to SAEs trained using the original Gated loss function, without the need to use resampling to avoid the appearance of dead features during training.

E. Approximating TopK

We used the approximate TopK approximation $\text{jax.lax.approx_max_k}$ (Chern et al., 2022) to train the TopK SAEs used in the evaluations in Section 5. Furthermore, we included the AuxK auxiliary loss function to train these SAEs. Supporting these decisions, Fig. 8 shows:

- That SAEs trained with an approximate TopK activation function perform similarly to those trained with an exact TopK activation function;
- That the AuxK loss slightly improves reconstruction fidelity at a given level of sparsity.
Figure 9 | By using the sparsity penalty in Eq. (40), we can train JumpReLU SAEs to minimize reconstruction loss while maintaining a desired target level of sparsity. The vertical dashed grey lines indicate the target L0 values used to train the SAEs represented by the red dots closest to each line. These SAEs were trained setting $\lambda = 1$.

F. Training JumpReLU SAEs to match a desired level of sparsity

Using the same pseudo-derivatives defined in Section 3 it is possible to train JumpReLU SAEs with other loss functions. For example, it may be desirable to be able to target a specific level of sparsity during training – as is possible by setting $K$ when training TopK SAEs – instead of the sparsity of the trained SAE being an implicit function of the sparsity coefficient and reconstruction loss.

A simple way to achieve this is by training JumpReLU SAEs with the loss

$$
\mathcal{L}(x) := \|x - \hat{x}(f(x))\|_2^2 + \lambda \left( \frac{\|f(x)\|_0}{L_0} - 1 \right)^2.
$$

(40)

Training SAEs with this loss on Gemma 2 9B’s residual stream after layer 20, we find a similar fidelity-to-sparsity relationship to JumpReLU SAEs trained with the loss in Eq. (9), as shown in Fig. 9. Moreover, by using with the above loss, we are able to train SAEs that have L0s at convergence that are close to their targets, as shown by the proximity of the red dots in the figure to their respective vertical grey lines.

G. Additional benchmarking results

Fig. 10 and Fig. 11 plot reconstruction fidelity against sparsity for SAEs trained on Gemma 2 9B MLP and attention outputs at layers 9, 20 and 31. Fig. 12 uses fraction of variance explained (see Section 5) as an alternative measure of reconstruction fidelity, and again compares the fidelity-vs-sparsity trade-off for JumpReLU, Gated and TopK SAEs on MLP, attention and residual stream layer outputs for Gemma 2 9B layers 9, 20 and 31. Fig. 14 compares feature activation frequency histograms for JumpReLU, TopK and Gated SAEs of comparable sparsity.

Automated interpretability  In Fig. Fig. 15 we show the distribution and means of the correlations between LM-simulated and ground truth activations, broken down by layer and site. In line with our other findings, layer 20 and the pre-linear attention output seem to perform worst on this metric.

Attribution Weighted Effective Sparsity  Conventionally, sparsity of SAE feature activations is measured as the L0 norm of the feature activations. Olah et al. (2024) suggest to train SAEs to have low L1 activation of attribution-weighted feature activations, taking into account that some features may be more important than others. Inspired by this, we investigate the sparsity of the attribution weighted feature activations. Following Olah et al. (2024), we define the attribution-weighted feature activation vector $y$ as

$$
y := f(x) \odot W_{\text{dec}}^T \nabla_x \mathcal{L},
$$

where we choose the mean-centered logit of the correct next token as the loss function $\mathcal{L}$. We then normalize the magnitudes of the entries of $y$ to obtain a probability distribution $p = p(y)$. We can measure how far this distribution diverges from a uniform distribution $u$ over active features via the KL divergence

$$
D_{KL}(p || u) = \log \|y\|_0 - S(p),
$$
Figure 10 | Comparing reconstruction fidelity versus sparsity for JumpReLU, Gated and TopK SAEs trained on Gemma 2 9B layer 9, 20 and 31 MLP outputs. JumpReLU SAEs consistently provide more faithful reconstructions (lower delta LM loss) at a given level of sparsity (as measured by L0).

Figure 11 | Comparing reconstruction fidelity versus sparsity for JumpReLU, Gated and TopK SAEs trained on Gemma 2 9B layer 9, 20 and 31 attention activations prior to the attention output linearity (W₀). JumpReLU SAEs consistently provide more faithful reconstructions (lower delta LM loss) at a given level of sparsity (as measured by L0).
Figure 12 | Comparing reconstruction fidelity versus sparsity for JumpReLU, Gated and TopK SAEs trained on Gemma 2 9B layer 9, 20 and 31 MLP, attention and residual stream activations using fraction of variance unexplained (FVU) as a measure of reconstruction fidelity.

Figure 13 | JumpReLU and TopK SAEs have few dead features (features that activate on fewer than one in $10^7$ tokens), even without resampling. Note that the original Gated loss (blue) – the only training method that uses resampling – had around 40% dead features at layer 20 and is therefore missing from the middle plot.
Figure 14 | Feature frequency histograms for JumpReLU, TopK and Gated SAEs all with L0 approximately 70 (excluding features with zero activation counts). Note the log-scale on the y-axis: this is to highlight a small mode of high frequency features present in the JumpReLU and TopK SAEs. Gated SAEs do not have this mode, but do have a “shoulder” of features with frequencies between $10^{-2}$ and $10^{-1}$ not present in the JumpReLU and TopK SAEs.
Figure 15 | Pearson correlation between simulated and ground truth activations, broken down by site and layer.
Figure 16 | Comparing uniformity of active feature importance against L0 for JumpReLU, Gated and TopK SAEs. All SAEs diffuse their effects more with increased L0. This effect appears strongest for TopK SAEs.
with the entropy $S(p)$. Note that $0 \leq D_{\text{KL}}(p||u) \leq \log |y|_0$. Exponentiating the negative KL divergence gives a new measure $r_{L0}$

$$r_{L0} := e^{-D_{\text{KL}}(p||u)} = \frac{e^{S(p)}}{|y|_0},$$

with $\frac{1}{|y|_0} \leq r_{L0} \leq 1$. Note that since $e^S$ can be interpreted as the effective number of active elements, $r_{L0}$ is the ratio of the effective number of active features (after reweighting) to the total number of active features, which we call the ‘Uniformity of Active Feature Importance’. We computed $r_{L0}$ over 2048 sequences of length 1024 (ignoring special tokens) for all SAE types and sparsity levels and report the result in Fig. 16. For all SAE types and locations, the more features are active the more diffuse their effect appears to be. Furthermore, this effect seems to be strongest for TopK SAEs, while Gated and JumpReLU SAEs behave mostly identical (except for layer 31, residual stream SAEs). However, we caution to not draw premature conclusions about feature quality from this observation.

H. Using other kernel functions

As described in Section 3, we used a simple rectangle function as the kernel, $K(z)$, within the pseudo-derivatives defined in Eq. (11) and Eq. (12). As shown in Fig. 17, similar results can be obtained with other common KDE kernel functions; there does not seem to be any obvious benefit to using a higher order kernel.

I. Further details on our training methodology

- We used the Adam optimizer (Kingma and Ba, 2017) $\beta_1 = 0$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$. In our initial hyperparameter study, we found training with lower momentum ($\beta_1 < 0.9$) produced slightly better fidelity-vs-sparsity curves for JumpReLU SAEs, although differences were slight.
- We use a pre-encoder bias during training Bricken et al. (2023) – i.e. subtract $b_{\text{dec}}$ from $x$ prior to the encoder. Through ablations we found this to either have no impact or provide a small improvement to performance (depending on model, site and layer).
- For JumpReLU SAEs we initialised the threshold $\theta$ to 0.001 and the bandwidth $\epsilon$ also to 0.001. These parameters seem to work well for a variety of LM sizes, from single layer models up to and including Gemma 2 9B.
- For Gated RI-L1 SAEs we initialised the norms of the decoder columns $\|d_i\|_2$ to 0.1.
- We trained all SAEs except for Gated RI-L1 while constraining the decoder columns $\|d_i\|_2$ to 1.12
- Following Conerly et al. (2024) we set $W_{\text{enc}}$ to be the transpose of $W_{\text{dec}}$ at initialisation (but thereafter left the two matrices untied) when training of all SAE types, and warmed up $\lambda$ linearly over the first 10,000 steps (40M tokens) for all except TopK SAEs.

12This is not strictly necessary for JumpReLU SAEs and we subsequently found that training JumpReLU SAE without this constraint does not change fidelity-vs-sparsity curves, but we have not fully explored the consequences of turning this constraint off.
• We used resampling (Bricken et al., 2023) – periodically re-initialising the parameters corresponding to dead features – with Gated (original loss) SAEs, but did not use resampling with Gated RI-L1, TopK or JumpReLU SAEs.

J. Pseudo-code for implementing and training JumpReLU SAEs

We include pseudo-code for implementing:

• The Heaviside step function with custom backward pass defined in Eq. (12).
• The JumpReLU activation function with custom backward pass defined in Eq. (11).
• The JumpReLU SAE forward pass.
• The JumpReLU loss function.

Our pseudo-code most closely resembles how these functions can be implemented in JAX, but should be portable to other frameworks, like PyTorch, with minimal changes.

Two implementation details to note are:

• We use the logarithm of threshold, i.e. log(\(\theta\)), as our trainable parameter, to ensure that the threshold remains positive during training.
• Even with this parameterisation, it is possible for the threshold to become smaller than half the bandwidth, i.e. that \(\theta_i < \epsilon/2\) for some \(i\). To ensure that negative pre-activations can never influence the gradient computation, we take the ReLU of the pre-activations before passing these to the JumpReLU activation function or the Heaviside step function used to compute the L0 sparsity term. Mathematically, this has no impact on the forward pass (because pre-activations below the positive threshold are set to zero in both cases anyway), but it ensures that negative pre-activations cannot bias gradient estimates in the backward pass.
def rectangle(x):
    return ((x > -0.5) & (x < 0.5)).astype(x.dtype)

### Implementation of step function with custom backward
@custom_vjp
def step(x, threshold):
    return (x > threshold).astype(x.dtype)

def step_fwd(x, threshold):
    out = step(x, threshold)
    cache = x, threshold # Saved for use in the backward pass
    return out, cache

def step_bwd(cache, output_grad):
    x, threshold = cache
    x_grad = zeros_like(x) # We don’t apply STE to x input
    threshold_grad = (-1.0 / bandwidth) * rectangle((x - threshold) / bandwidth) * output_grad
    return x_grad, threshold_grad
step.defvjp(step_fwd, step_bwd)

### Implementation of JumpReLU with custom backward for threshold
@custom_vjp
def jumprelu(x, threshold):
    return x * (x > threshold)

def jumprelu_fwd(x, threshold):
    out = jumprelu(x, threshold)
    cache = x, threshold # Saved for use in the backward pass
    return out, cache

def jumprelu_bwd(cache, output_grad):
    x, threshold = cache
    x_grad = (x > threshold).astype(x.dtype) # We don’t apply STE to x input
    threshold_grad = (-threshold / bandwidth) * rectangle((x - threshold) / bandwidth) * output_grad
    return x_grad, threshold_grad
jumprelu.defvjp(jumprelu_fwd, jumprelu_bwd)
### Implementation of JumpReLU SAE forward pass and loss functions

```python
def sae(params, x, use_pre_enc_bias):
    # Optionally, apply pre-encoder bias
    if use_pre_enc_bias:
        x = x - params.b_dec

    # Encoder - see accompanying text for why we take the ReLU
    # of pre_activations even though it isn't mathematically
    # necessary
    pre_activations = relu(x @ params.W_enc + params.b_enc)
    threshold = exp(params.log_threshold)
    feature_magnitudes = jumprelu(pre_activations, threshold)

    # Decoder
    x_reconstructed = feature_magnitudes @ params.W_dec + params.b_dec

    # Also return pre_activations, needed to compute sparsity loss
    return x_reconstructed, feature_magnitudes
```

```python
def loss(params, x, sparsity_coefficient, use_pre_enc_bias):
    x_reconstructed, feature_magnitudes = sae(params, x, use_pre_enc_bias)

    # Compute per-example reconstruction loss
    reconstruction_error = x - x_reconstructed
    reconstruction_loss = sum(reconstruction_error**2, axis=-1)

    # Compute per-example sparsity loss
    threshold = exp(params.log_threshold)
    l0 = sum(step(feature_magnitudes, threshold), axis=-1)
    sparsity_loss = sparsity_coefficient * l0

    # Return the batch-wise mean total loss
    return mean(reconstruction_loss + sparsity_loss, axis=0)
```