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LET LLM HELP US!

▸ Use LLM to read the best prompt resource and tell us how to make our prompt 
better!

▸ Problem: The new prompting tricks keep coming and the LLM doesn’t know 
them

▸ Answer: Use in-context learning - put the latest prompting resource in the 
prompt
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WHY IS THE LONG-CONTEXT API FROM ANTHROPIC IS CRUCIAL HERE?

▸ The new prompting papers and prompting tricks keep coming and it’s 
impossible to train a new model each time a new prompting method is 
published

▸ Can’t use the common vector search method because the user can ask any 
kind of questions and an prompting method with a non-similar example in 
different domain might be helpful as well

▸ The really long context length allow us to put the relevant prompting method 
in the context as much as possible



TEXT

PROOF OF CONCEPT DEMO



TEXT

PROOF OF CONCEPT DEMO

▸ Use the latest prompting resource from https://learnprompting.org/



TEXT

PROOF OF CONCEPT DEMO

▸ Use the latest prompting resource from https://learnprompting.org/

▸ Put the prompting resource to the context



TEXT

PROOF OF CONCEPT DEMO

▸ Use the latest prompting resource from https://learnprompting.org/

▸ Put the prompting resource to the context

▸ Let user consult our bot how to make their prompt better



TEXT

PROOF OF CONCEPT DEMO

▸ Use the latest prompting resource from https://learnprompting.org/

▸ Put the prompting resource to the context

▸ Let user consult our bot how to make their prompt better

▸ Use Anthropic’s claude-v1.3-100k model
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FUTURE WORK

▸ Have a community to help collect all the best resource and paper to update the 
resource database

▸ Add a share button so the user can share with the community what’s good 
improvement they get 

▸ Can add them to the resource db and let the LLMs learn about these!


