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Chapter 1. Fusion Installation and Upgrades

1.1. Installation
You can install Fusion:

* On a single computer - Install Fusion on a single computer for purposes of development, evaluations, or
demonstrations.

For information, see Install Fusion on a Single Computer.

* On multiple servers (as a Fusion cluster) — For a number of reasons such as performance, scaling, and availability,
you must install Fusion on multiple servers for a production deployment.

Detailed instructions have been added in the documentation for Fusion 3.1.

These procedures are for initial installations of Fusion.

1.2. Upgrades

If you already have Fusion installed and want to upgrade to a later release, see the upgrade documentation.

1.3. Related Topics

Additional documentation that pertains to installation includes:

« System Requirements — Hardware and software needed to run Fusion in both single-node (trial) and multi-node
(production) deployments

e Components — An explanation of the components that comprise Fusion

Troubleshoot When Installing Fusion — An explanation of how to troubleshoot difficulties that occur when installing
or upgrading Fusion

* Directories and Logs - What’s in the Fusion home directory (/path/to/fusion), including default log file locations

» Default Ports — Default Fusion server ports and how to change them

Checking System State — How to check the default Fusion distribution

Integrating with existing Solr instances — How to use existing Solr instances to store Fusion collections
After installation, proceed to these topics:

 Security — How to secure a Fusion deployment

¢ Administration — Information about configuration and monitoring



1.4. System Requirements

Requirements for Fusion installation are detailed below.

Important Lucidworks recommends not virus scanning the
fusion/data folder. Virus scanning can cause slow
performance, and it can cause downtime if it quarantines
an index file identified as a possible virus.

1.4.1. Supported Operating Systems
Supported for production use of Fusion services
Operating system:

* Windows Server 2012, 2012 R2, and 2016 (x64 only)

Note Windows systems must have the Microsoft Visual C++
2010 SP1 package installed.

e Linux 64-bit (x86_64/amd64 only) with 2.6 or later kernel

Note RedHat based Linux, including CentOS, must be 6.6.x or
later, or else the bug fix https://rhn.redhat.com/errata/
RHSA-2013-1605.html must have been applied. This fix
remediates a RedHat bug that causes Fusion to hang. See
http://www.infoq.com/news/2015/05/redhat-futex for
more information.

JVM:

* Oracle JRE or JDK 1.8, 64-bit (x64 only)

* Open]DK JRE or JDK 1.8, 64-bit (x64/x86_64 only)
Also supported for trial and development use of Fusion services
Operating system:

* Windows 7, 8, 8.1, and 10 64-bit (x64 only)

¢« Mac OS X 10.8 or later

1.4.2. Hardware requirements

Fusion and Solr nodes

Here are some minimum recommendations for different Fusion deployments. These are for the nodes that run Fusion
(including ones that also run Solr and/or ZooKeeper, if those cluster arrangements are used), as well as for external
(non-Fusion) nodes for SolrCloud nodes:


https://www.microsoft.com/en-us/download/details.aspx?id=13523
https://www.microsoft.com/en-us/download/details.aspx?id=13523
https://rhn.redhat.com/errata/RHSA-2013-1605.html
https://rhn.redhat.com/errata/RHSA-2013-1605.html
http://www.infoq.com/news/2015/05/redhat-futex

Deployment type Memory CPU

Development/Testing 16 GB 4 cores
Small Production™ 32 GB 8 cores
Large Production™* 64+ GB 8+ cores

* Small production environments will have 2+ nodes with these specs, on which both Fusion and Solr are installed.
(3+ nodes are recommended.)

o Large production environments will have 3+ nodes with these specs. Additional nodes are needed for an
external SolrCloud cluster, if that is used. An external SolrCloud cluster is only necessary for Solr collections
with very large numbers of documents (for example, 100 million documents or more), though a Fusion
deployment can use it regardless. On these nodes, Fusion and Solr are installed if no external SolrCloud cluster
is used. If an external SolrCloud cluster is used, these nodes might or might not have Solr installed.

ZooKeeper nodes

Here are some minimum recommendations for the nodes that run ZooKeeper. These nodes can be more lightweight
than the nodes that run Fusion and/or Solr. With the exception of small development/testing deployments, ZooKeeper
nodes should only run ZooKeeper (not Fusion or Solr). Because ZooKeeper synchronizes all it’s operations to disk, we
recommend using a disk with high throughput and low latency for your ZooKeeper nodes.

Deployment type Memory CPU
Development/Testing 4GB 4 cores
Small Production 4+ GB 4+ cores
Large Production 4+ GB 4+ cores

Fusion components

You can run Fusion components on different nodes. Different Fusion components require different amounts of
resources. Below are the minimum recommended memory requirements; consult Lucidworks for specific
recommendations tailored to your unique use case, data load, and production needs.

Fusion component Minimum RAM
Connectors 2 GB

API service 1GB

Fusion UI 512 MB

Solr 2GB

Spark master 512 MB

Spark worker 1GB
1.4.3.Java

Fusion is a Java-based application, and thus requires a pre-installed JDK.

Fusion runs on JDK 1.8.


http://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html

Fusion’s JavaScript pipeline stages are application-specific custom JavaScript programs. The first time a pipeline is run,
the JDK compiles the JavaScript using the Nashorn JavaScript engine.

Fusion scripts execute both the java and javac commands, which are usually aliases for the current Java installation. To
check which version of Java is invoked, run the following commands from a shell or terminal window:

java -version

javac -version

echo $JAVA_HOME // Unix
echo %JAVA_HOME% // Windows

1.4.4. Cluster Requirements

Supported Solr and SolrCloud Versions

Fusion includes an embedded instance of Solr; see the release history to find out which Solr version is included in each
Fusion release.

If your search requirements are very large (for example, 100 million documents or more), we recommend that you use
an external SolrCloud cluster. (You can use an external SolrCloud cluster regardless.)

Optionally, you can use both embedded Solr instances and an external SolrCloud cluster. In this case, only store logs in
the embedded Solr instances. Store data in the external SolrCloud cluster.

Solr 4.4 and higher are supported. Solr 4.6 and 4.7 are not supported, as they contain severe bugs that will impact the
ability of Fusion to work with your Solr system.

If you want to know whether other versions of Solr might be compatible with Fusion, you can ask Lucidworks.

If you use an external SolrCloud cluster, it has ZooKeeper bundled with it. However, Apache recommends that you not
use the bundled ZooKeeper in production. Instead, create an external ZooKeeper cluster (external to both Fusion and
SolrCloud) or use the ZooKeeper embedded with Fusion, depending on the circumstance. For more information, see
Supported ZooKeeper Versions and Cluster Requirements.

Note If you decide to set up an external SolrCloud cluster, check
the requirements for this as well in the Solr
documentation.

We strongly recommend that you use Network Time Protocol (NTP) on a SolrCloud cluster to ensure that nodes use
synchronized time. While this is not strictly required, reasoning about log contents and database entries becomes
impossible without it. Information and instructions on how to install and run NTP are available at www.ntp.org.

1.4.5. Recommended HTTP Clients

The Fusion API can be accessed from any HTTP client, and allows you to build user interfaces and applications that
work with any browser. However, the Fusion Administration UI, Dashboards, and built-in Search UI are supported only
with:

e Chrome latest version

* Firefox latest version and latest ESR

 Internet Explorer 11


https://support.lucidworks.com/s/answers
https://lucene.apache.org/solr/guide/6_6/setting-up-an-external-zookeeper-ensemble.html
https://lucene.apache.org/solr/guide/6_6/setting-up-an-external-zookeeper-ensemble.html
https://lucene.apache.org/solr/guide/6_6/taking-solr-to-production.html
https://lucene.apache.org/solr/guide/6_6/taking-solr-to-production.html
http://www.ntp.org/

1.5. Install Fusion on a Single Node

Note These instructions are for an initial installation of Fusion
on a single node (computer). To install Fusion on multiple
nodes (a Fusion cluster), see Install a Fusion Cluster. If you
already have a version of Fusion installed and want to
upgrade it, see the Fusion upgrade instructions.

Out of the box, Fusion uses the instances of Solr, ZooKeeper, and Spark that are included in the Fusion distribution. See
the release history to find out which versions of Solr, Spark, and ZooKeeper are included in each Fusion release.

To use Fusion with your existing Solr installations, see Integrating with existing Solr instances.

1.5.1. Ports

To run Fusion as a single-server installation, the following ports should be available and not used by other applications

or services:

* 8764
* 8765
* 8983

* 8984

See Default Ports if you need to modify the default Fusion ports before starting the application.

1.5.2. Unix installation

Fusion for Unix is distributed as a gzipped tar file.
To install Fusion on Linux or Mac

1. Download the Fusion tar/zip file for the latest version of Fusion and move it to where you would like it to reside in
your filesystem (if you would like to use Upstart for process management, you must install Fusion in
/opt/lucidworks).

2. Become the user that will run Fusion.

Important Do not run Fusion as the root user.

3. Change your working directory to the directory in which you placed the fusion-version.x.tar.qgz file, for example:
$ cd /opt/lucidworks

4. Unpack the archive with tar -xf (or tar -xvf), for example:
$ tar -xf fusion-version.x.tar.gz

The resulting directory is named fusion. You can rename this if you wish. This directory is considered your Fusion
home directory. See Directories and Logs for the contents of the fusion directory.


https://support.lucidworks.com/s/downloads

Starting Fusion

All Fusion start scripts must be executed by a user who has permissions to read and write to the directories where
Fusion is installed. These scripts don’t need to be run as root (or sudo), nor should they be. Use a suitable ID, or create a
new one, and then ensure that it owns the directory where Fusion resides, (e.g. /opt/lucidworks).

To start all required services
./bin/fusion start

For information about starting individual services, see Start and Stop Fusion.

Running Fusion In The Foreground

To run Fusion or any of its services in the foreground, use the run command-line argument in place of start.
Stopping Fusion

To stop Fusion or any of its services, use the stop command-line argument in place of start.

Ubuntu Upstart Scripts

Under Ubuntu 12.04 LTS or newer we support Upstart for process management. This requires Fusion to be installed in
the /opt/lucidworks/ directory.

To configure upstart, run the following commands:

$ cd init/upstart
$ sudo bash install.sh

If this complains with no JAVA_HOME set, replace sudo with sudo -E. Then you can use the service command to control the
server:

$ sudo service fusion-solr start

$ sudo service fusion-api start

$ sudo service fusion-connectors start
$ sudo service fusion-ui start

and similarly use stop and status.
Logfiles for Fusion services are found in directories under fusion/var/log.
Upstart log files for each service are in the /var/log/upstart directory.

For convenience, you can start/stop all services with Upstart using:

$ sudo bash start.sh
$ sudo bash stop.sh

1.5.3. Windows installation

Fusion for Windows is distributed as a compressed zip file. To unpack the Fusion zip file on Windows, you can use a



native compression utility or the freely available 7zip file archiver. Visit the 7zip download page for the latest version.
To install Fusion on Windows

1. Download the zip file for the latest version of Fusion and move it to where you would like Fusion to reside in your
filesystem. It will appear as a compressed folder.

2. Unpack the archive. In most cases, you need only right-click and choose "Extract all...". If you don’t see this option,
check that you have permissions to extract folders on your system.

The resulting directory has the same name as the base name of the zip file, such as fusion-2.1.0, and it contains
another directory named fusion. This directory is considered your Fusion home directory. See Directories and Logs
for the contents of the Fusion home directory.

Fusion releases earlier than 3.0 do not support installation as a Windows service.

1.5.4. Starting Fusion

All Fusion start scripts must be executed by a user who has permissions to read and write to the directories where
Fusion is installed. Ensure that such a user owns the directory where Fusion resides.

To start all required services

« bin\fusion.cmd start

e bin\start-services.cmd (Start all Fusion services as Windows services)

For information about starting individual services, see Start and Stop Fusion.

1.5.5. Stopping Fusion

To stop Fusion or any of its services, use the stop command-line argument in place of start.

1.5.6. Installation with an existing Solr instance or cluster

Fusion supports Solr versions 4.4 and higher. Solr 4.6.0 or 4.7.0 are not supported, as they contain severe bugs that will
impact the ability of Fusion to work with your Solr system.

If installing Fusion to work with an existing Solr instance, either in SolrCloud mode or standalone, you should install
Fusion as described above. You should start each of the services as described above.

Once Fusion installation is complete, you can register your existing Solr installation with Fusion to be able to use the
two systems together. For details on how to do that, see the section Search Clusters.

1.5.7. Troubleshooting

For information about problems you might encounter when installing Fusion, and solutions, see Troubleshoot When
Installing Fusion.


http://www.7-zip.org
http://www.7-zip.org/download.html

1.5.8. Directories and Logs

Directories

The directory where the Fusion files go for a specific version of Fusion is the Fusion home directory. The Fusion home
directory is the directory fusion.

The directories found in the Fusion home directory fusion are:

Name Description

apps Fusion components 3rd-party distributions used by
Fusion, including jar files and plugins

bin Master script to run Fusion, and per-component run
scripts
conf Configuration files for Fusion and ZooKeeper that contain

parameters settings tuned for common use cases

data Default location of data stores used by Fusion apps

docs License information

examples Fusion signals example

init systemd and upstart scripts and configurations for Linux
scripts Developer utilities, including diagnostic scripts, for Linux

and Windows. See scripts/diag/1linux/README and
scripts/diag/win64/README. txt for details.

var Logfiles and system files created by Fusion components, as
well as .pid files for each running process

Logfiles

Logfiles are found in directories under fusion/var/log. Because the Fusion components run in separate JVMs, each
component has its own set of logfiles and files that monitor all garbage-collection events for that process.

Name Description

api Fusion REST API services logging and error messages. This
log shows the result of service requests submitted to the
REST API directly via HTTP and indirectly via the Fusion
UL

connectors Fusion connector services logging and error messages.
Fusion index pipeline logging stages write to this file.

solr Messages from Solr
spark-master Spark-master logs
spark-worker Spark-worker logs

Ui Fusion UI messages
zookeeper ZooKeeper messages



Every component logs all messages to a logfile named <component>.1log. For example, the full path to the logfile for the
connectors services is:

fusion/var/log/connectors/connectors.log

In addition to component logfiles, every component maintains a set of garbage-collection logfiles which are used for
resource tuning. The garbage-collection logfiles are named gc_<YYYYMMDD>_<PID>.log.<CT>. In addition, the current
garbage-collection logfile has suffix .current.

The Fusion REST API, UI, connectors services, and Solr all run inside a Jetty server. The Jetty server logs are also written
to that component’s logfile directory. The Jetty server logs are named:

o jetty-YYYY_MM_DD.request.log
o jetty-YYYY_MM_DD.stderrout.log

Fusion uses the Apache Log4j 2 logging framework with Jetty to log each of the Fusion components. Logging is
configured via an xml configuration file named log4j2.xml. Log levels, frequencies, and log rotation policy can be
configured by changing these configuration files:

The Log4j2 Configuration guide provides documentation and examples of all logging configuration options.

10


http://logging.apache.org/log4j/2.x/manual/index.html
http://logging.apache.org/log4j/2.x/manual/configuration.html

1.5.9. Checking System State

As described in the section Default Ports, Fusion runs several components as separate JVMs running on different ports.
Each of the components is capable of reporting it’s status. The proxy component reports status for all of the other
components.

Full System Check

To see if each component has been started, a simple API call to the proxy (running on port 8764 by default) will return
the status of each component of the system.

curl http://localhost:8764/api

The response should look similar to the following. If 'ping' is true for each service, all of the system components are
running.

"version": "0.9.0-SNAPSHOT-jenkins.build.105+git.sha.b425e2a",
"enabledRealms": [

"native"
Ip
"initMeta": {
"version": "0.9.0-SNAPSHOT-jenkins.build.105+git.sha.b425e2a",
"initializedAt": "2014-10-06T17:43:31Z2",
"createdAt": "2014-10-06T17:43:312"
B
"startTime": "2014-10-06718:38:087",
"status": {
"connectors": {
"ping": true
B
"apollo": {
"ping": true
B
"apolloZk": {
"ping": true
B
"db": {
"ping": true
}
3
}
Solr Health Check

The Fusion UI and API services are not accessible if ZooKeeper and Solr are not in healthy state. A Solr health check can
be performed with a ping request.

curl http://localhost:8983/solr/admin/ping

The response will be a standard Solr XML response, similar to the following.
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<?xml version="1.0" encoding="UTF-8"?>
<response>
<1lst name="responseHeader">
<int name="status">0</int>
<int name="QTime">6</int>
<1st name="params">
<str name="df">text</str>
<str name="echoParams">all</str>
<str name="rows">10</str>
<str name="echoParams">all</str>

<str name="q">solrpingquery</str>
<str name="distrib">false</str>
</1st>
</1st>
<str name="status">0K</str>
</response>

The 'status’ should be "OK" if Solr is running properly.

REST API Services Health Check

All of the Fusion API backend services (except Connectors and the UI) are started at port 8765 when the run.sh script is
executed. The Fusion UI depends on all these services.

If all the services are started without any issues, then the below ping request should return response 'ok'.

curl http://localhost:8765/api/v1

As an additional check, you can also query the system/status endpoint, which should return a response 'started'.

curl http://localhost:8765/api/v1/system/status

The response would look like:

{

"status" : "started"

}

Connectors Health Check

The Connectors health check can be performed by a ping request to port 8984. Similar to the previous ping request, the
returned response is 'ok’ if the service starts successfully.

curl http://localhost:8984/connectors/v1

As an additional check, you can also query the system/status endpoint, which should return a response 'started’.

curl http://localhost:8984/connectors/v1/system/status

12



The response would look like:

{

"status" : "started"

}

13



1.6. Upgrade Fusion

After you have a Fusion-based search application running, at some point it might be necessary to upgrade to a later
version of Fusion. Your goal is to transfer over all of your data together with all configurations and customizations
necessary to support your applications.

In this topic, we:

 Provide links to upgrade instructions for specific versions of Fusion.
* Give a general overview of the procedure for upgrading.
* Present notes about version incompatibilities.
Tip See the release history to find out what’s new, including

which versions of Solr, Spark, and ZooKeeper are bundled
with each Fusion release.

1.6.1. Per-version instruction sets

To upgrade to a later version of Fusion from an existing installation requires transferring over all configurations and
data from your existing Fusion installation to the new version.

Perform the steps in the appropriate section:

» Upgrade Fusion 2.1 to Fusion 2.4 — Instructions for upgrading Fusion versions 2.1.x and 2.2.1 to Fusion 2.4.

» Upgrade Fusion 1.2 to Fusion 2.4 — Instructions for upgrading Fusion versions 1.2.3 through 1.2.8 and version 1.4.0 to
the latest version of Fusion 2.4.

» Upgrade Fusion 2.4 to Fusion 3.0 — Instructions for upgrading Fusion version 2.4.x to Fusion 3.0.0.
» Upgrade Fusion 3.0.0 to 3.0.1 — Instructions for upgrading Fusion version 3.0.0 to 3.0.1.

* Upgrade Fusion 3.x to a more recent release — Instructions for upgrading Fusion version 3.X to a more recent
release. This procedure uses a migrator that migrates all Fusion objects in a seamless upgrade.

1.6.2. Upgrade overview: migrating data, configurations, and customizations

The Upgrade Process

The upgrade process leaves the current Fusion deployment in place while a new Fusion deployment is installed and
configured. All of the upgrade operations copy information from the current Fusion over to the new Fusion. This
provides a rollback option should the upgrade procedure encounter problems.

The current Fusion configurations must remain as-is during the upgrade process. In order to capture indexing job
history, no indexing jobs should be running. If the new Fusion installation is being installed onto the same server that
the current Fusion installation is running on, you must either run only one version at a time or else change the Fusion
component server ports so that all components are using unique ports for both the current and new versions.

ZooKeeper

Migration consists of the following steps:

e Copy the ZooKeeper data nodes which contain Fusion configuration information from the FUSION-CURRENT

14



ZooKeeper instance to the FUSION-NEW ZooKeeper instance

* Rewrite Fusion datasource and pipeline configurations, working against the FUSION-NEW ZooKeeper instance

Important Because some Fusion configurations have changed,
ZooKeeper data must be rewritten accordingly using
scripts available in the public GitHub repository:
https://github.com/LucidWorks/fusion-upgrade-scripts.

Solr

Fusion-based search applications store your data in Solr. If your data is stored in an external Solr cluster, and if you
aren’t upgrading your Solr cluster, then you don’t need to migrate your Solr data at all; you just need to configure the
new Fusion deployment to use your external Solr cluster.

Fusion uses Solr as a data store for server logs, search logs, and binary components such as jar files and compiled
models used by Fusion pipelines. The Fusion distribution includes a complete Solr server and is configured to use this
embedded Solr instance by default. If the current Fusion deployment uses the embedded Solr for its system collections,
then you must copy all of these collections over to the embedded Solr instance included with the new Fusion
distribution.

Connector services data: crawldb, database drivers

The directory fusion/data/connectors/lucid.jdbc contains third party JDBC driver files that have been registered with
Fusion in order to run the JDBC connector.

The directory fusion/data/connectors/crawldb is managed by Fusion’s connector service. Fusion datasources that walk
over websites, filesystems, or similar repository use the crawldb to store information about files visited during the
crawl; this allows incremental updates and avoids data re-indexing. In current versions of Fusion, the default location is
the Fusion directory fusion/data/connectors/crawldb.

Important The crawldb data format was changed, therefore for
upgrades from Fusion 1.2.x to the latest Fusion 2.1, these
must be processed using a reformatting program that is
available in the public upgrade scripts repository:
https://github.com/LucidWorks/fusion-upgrade-scripts.

Pipeline services data: models used by pipeline stages

The directory fusion/data/connectors/lucid.jdbc contains third party JDBC driver files that have been registered with
Fusion in order to run the JDBC connector.

Customized settings for Fusion run commands and configuration scripts

The scripts used to start, stop, and restart Fusion and its components are found in the top-level "bin" directory of the
Fusion distribution. As of Fusion 2.0, the configuration scripts previously found in the "bin" directory were put in their
own top-level directory called "conf™".
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Important If you have customized the settings in these files and wish
to carry these settings over to the new Fusion deployment
the only way to do so is to edit the command and
configuration scripts in the new Fusion deployment by
hand. You cannot copy over the old configuration files
because they may contain commands or settings which are
no longer valid.

Custom Fusion connector plugins and pipeline stages

Custom Java components written for one version of Fusion must be re-compiled and and installed anew for the latest
version of Fusion as Fusion’s Java API may have changed.

1.6.3. Version Incompatibilities
Incompatibilities between Fusion 2.4 and version 2.1

Datasource Configuration

All datasource definitions are stored inside of ZooKeeper, and in Fusion 2.4 the structure of these definitions in
ZooKeeper has changed; the FUSION-UPGRADE-SCRIPTS repository contains a script which can rewrite these
definitions.

Deprecated Connectors

The following connectors have been deprecated:

* DropBox

* Logstash Connector
* S3H Connector

¢ Slack Connector

o Twitter Search

o Twitter Stream

JavaScript Index pipeline stages

JavaScript Index pipeline stage now requires that the function argument parameters list contain the names of any
variable used in the function body, excepting the global logger'. This includes references to:+

 object PipelineDocument 'doc'

* object PipelineContext 'ctx'

e string collection name 'collection’

 object BufferingSolrServer 'solrServer'

* object SolrClientFactory 'solrServerFactory’
Prior to 2.4, functions which referenced these objects worked even if they weren’t included in the function argument

parameters list. Here are two examples of JavaScript functions which will break in Fusion 2.4 but which work in prior
versions:
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function returns object ‘doc’, empty parameter list

function () {
doc.addField('example-field-100"', 'some value');
return doc;

function parameter list specifies 'doc’ but not 'solrServerFactory'

function (doc) {
var imports = new JavalImporter(
org.apache.solr.client.solrj.SolrQuery,
org.apache.solr.client.solrj.util.ClientUtils);
with(imports) {
var sku = doc.getFirstFieldValue("sku");
if (!doc.hasField("mentions")) {
var mentions = ""
var productsSolr = solrServerFactory.getSolrServer("products");
if( productsSolr != null ){
var q = "sku:"+sku;
var query = new SolrQuery();
query.setRows(100);
query.setQuery(q);
var res = contactsClient.query(query);
mentions = res.getResults().size();
doc.addField("mentions",mentions);

}
}

return doc;

Configuration file location changes

Previously, log configuration files were located in subdirectories of their Fusion components. As of version 2.4, the
Fusion distribution top-level directory 'conf' contains all log configuration files.

Incompatibilities between Fusion 2.1 and 1.2 releases

Fusion configuration properties

Several configuration properties for Fusion connectors and pipeline stages have changed. These configurations are
stored in Fusion’s ZooKeeper. The FUSION-UPGRADE-SCRIPTS repository contains a script which can rewrite these
definitions.

Crawldb format changes

The directory "FUSION_HOME/data/connectors/crawldb is managed by Fusion’s connector service. Fusion datasources
that walk over websites, filesystems, or similar repository use the crawldb to store information about files visited
during the crawl; this allows incremental updates and avoids data re-indexing.

The format of the crawldb was changed in Fusion 2.1. You must run the conversion utility from the FUSION-UPGRADE-
SCRIPTS repository: com.lucidworks.fusion-crawldb-migrator-0.1.0.jar to preserve crawldb information.
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Fusion distribution directory locations

The organization of Fusion distribution home directory changed in Fusion 2. The following diagram summarizes the
essential changes:

v m fusion_v_1.2_3 fusion.build = | v mfusionv 240 fusion. build =
v m apps fusion. buildnumber=25 v B apps fusion. buildnumber=76
> m spark—master fusion.version=1.2.3 > I connectors

> spark-worker fusion.buildid=25 > i jetty fusion.
> m bin fusion.buildjob=Fusion-release-build-1.2 > m solr-dist fusion.buildjob=Fusiq
fusion.branch=origin/1.2.3 fusion.branch=origin,
fusion.commit=80867ed81003c49ced7a40822b6 fusion.commit=e88ac30d

The directory “apps” now contains directories

“containers”, “jetty”, “solr-dist”, “solr-plugins” and “spark”,
which were top-level directories in Fusion 1.2.

> B connectors > m solr-plugins

v I data > m spark

> [ connectors - > m spark-dist

| The directory “conf” I

> mnip was added in Fusion 2; it contains the > B zookeeper

> m docs configuration settings files for Fusion scripts, > @ bin
ZooKeeper, and the log4j files used by .

> m _ex.amples Fusion components > m conf
> init vmdata ——_
> W jetty > @ connectors The directory “data” contains the Solr and ZooKeeper on-disk data files.

- Iogs - nIp In Fusion 1.2 ZooKeeper data was in directory “solr/zoo_data”.
> >
> m solr > m solr
> mm solr-dist > m zookeeper
> W solr-plugins > m docs
> m spark > M init
v mvar v mvar

> I api
The directory “var/log” contains
B KNOWN_ISSUES.txt > i connectors the log4; logfiles for all Fusion
2 README.txt > m log components.
> i solr In Fusion 1.2 these logfiles were in the

top-level directory “logs”.
> i spark-master

> m spark-worker
> B ui
> @ zookeeper

B fusion.signature
B KNOWN_ISSUES.
B README.txt
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1.6.4. Upgrade Fusion 2.1 or 2.2 to Fusion 2.4

This instruction set is valid for all Fusion 2.1 releases as well as Fusion 2.2.0.

Note Fusion 2.4 introduces changes to the configuration
properties for some Fusion datasources. To update these
configurations, we have provided a program which can be
downloaded from: https://github.com/LucidWorks/fusion-
upgrade-scripts.

Once you have migrated all Fusion configurations from
the current Fusion 2.1 ZooKeeper service to the new
Fusion 2.4 ZooKeeper service, you must run this script
against the new ZooKeeper service, see Migrate ZooKeeper
data

The upgrade process leaves the current Fusion deployment in place while a new Fusion deployment is installed and
configured. All of the upgrade operations copy information from the current Fusion over to the new Fusion. This
provides a rollback option should the upgrade procedure encounter problems.

The current Fusion configurations must remain as-is during the upgrade process. In order to capture indexing job
history, no indexing jobs should be running. If the new Fusion installation is being installed onto the same server that
the current Fusion installation is running on, you must either run only one version at a time or else change the Fusion
component server ports so that all components are using unique ports for both the current and new versions.

Terminology

These instructions use the following names to refer to the directories involved in the upgrade procedure:

* FUSION_HOME: Absolute pathname to the top-level directory of the Fusion distribution

o FUSION-CURRENT: Name of the FUSION_HOME directory for the current Fusion version, e.g.
"fopt/lucidworks/fusion-2.1.2"

* FUSION-NEW: Name of the directory of the upgrade Fusion distribution during the upgrade process, e.g.
"lopt/lucidworks/fusion-2.4.1"

o INSTALL-DIR: Directory where the new Fusion version will be installed, e.g. "opt/lucidworks" All scripts and
commands in the upgrade instruction set are carried out from this directory.

e FUSION-UPGRADE-SCRIPTS: Full path to the directory that contains the upgrade scripts from https://github.com/
LucidWorks/fusion-upgrade-scripts.

Requirements

 File-system permissions: the user running the upgrade scripts and commands must have read/write/execute (rwx)
permissions on directory INSTALL-DIR.

* Download but do not unpack a copy of the FUSION-NEW distribution. The compressed Fusion distribution requires
approximately 1.7 GB disk space. All supported version are available from Lucidworks Fusion Get Started page.

 Disk space requirements: the INSTALL-DIR must be on a disk partition which has enough free space for the complete
FUSION-NEW installation, that is, there must be at least as much free space as the size of the FUSION-CURRENT
directory. On a Unix system, the following commands can be used:
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o du -sh fusion - total size of FUSION-CURRENT.
o df -kH-amount of free space on all file-systems.

* Download a copy of the Fusion upgrade scripts from the GitHub repository https://github.com/LucidWorks/fusion-
upgrade-scripts. These upgrade scripts run under Python 2.7. They have been tested with version 2.7.10. If this
version of Python isn’t available, you should use Python’s virtualenv. If you don’t have permissions to install
packages, you can use python to install virtualenv and then from your virtualenv python environment, you can
install your own versions of theses packages.

Note These scripts require the environment variable
FUSION_OLD_HOME which should be set to the location of the
current Fusion installation, i.e., the existing 1.2 or 2.1
install.

» Upgrades from 2.1 to 2.4 use the script src/upgrade-ds-2.1-to-2.4.py. This script requires the python package kazoo
which is a ZooKeeper client.

» Upgrades from 1.2 to 2.4 use two scripts: src/upgrade-ds-1.2-to-2.4.py and bin/download_upload_ds.py. These scripts
require python packages kazoo and requests, which is an HTTP request handler.

Procedure

Unpack FUSION-NEW

e Current working directory must be INSTALL-DIR
The commands in this section assume that your current working directory is INSTALL-DIR (e.g., "opt/lucidworks"),
therefore cd to this directory before continuing.

* Avoid directory name conflicts between FUSION-CURRENT and FUSION-NEW
By default, the Fusion distribution unpacks into a directory named "fusion". If the INSTALL-DIR is the directory
which contains the FUSION-CURRENT directory and if the FUSION-CURRENT directory is named "fusion”, then you
must create a new directory with a different name into which to unpack the Fusion distribution. For example, if
your INSTALL-DIR is "/opt/lucidworks" and your FUSION-CURRENT directory is "/opt/lucidworks/fusion”, then you
should create a directory directory named "fusion-new" and unpack the contents of the distribution here:

> mkdir fusion-new
> tar -C fusion-new --strip-components=1 -xf fusion-2.4.1.tar.gz

If you are working on a Windows machine, the zipfile unzips into a folder named "fusion-2.4.1" which contains a folder
named "fusion". Rename folder "fusion" to "fusion-new" and move it into folder INSTALL-DIR.

Customize FUSION-NEW configuration files and run scripts

The Fusion run scripts in the FUSION_HOME/bin directory start and stop Fusion and its component services. The Fusion
configuration files FUSION_HOME/conf define environment variables used by the Fusion run scripts. The configuration and
run scripts for the FUSION-NEW installation must be edited by hand, you cannot copy over existing scripts from the
current installation.

The Fusion configuration scripts might need to be updated if you have changed default settings. These scripts will need
to be updated for deployments that:

* Use an external ZooKeeper cluster as Fusion’s ZooKeeper service
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» Use an external Solr cluster to manage Fusion’s system collections

* Run on non-standard ports

* Have been configured to run over SSL
To facilitate the task of identifying changes made to the current installation, the FUSION-UPGRADE-SCRIPTS repository
contains a directory "reference-files" which contains copies of the contents of these directories for all Fusion releases. To

identify changes, use the Unix diff command with the -r flag; e.g., if FUSION-CURRENT is 2.1.1, then these diff
commands will report the set of changed files and the changes that were made:

> diff -r FUSION-CURRENT/bin FUSION-UPGRADE-SCRIPTS/reference-files/bin-2.1.1
> diff -r FUSION-CURRENT/conf FUSION-UPGRADE-SCRIPTS/reference-files/conf-2.1.1

A copy of Fusion is installed on every node in a Fusion deployment. Depending on the role that node plays in the
deployment, the configuration settings and run scripts are customized accordingly. Therefore, if you are running a
multi-node Fusion deployment this configuration step will be carried out for each node in the cluster.

Copy local data stores in directory FUSION-CURRENT/data

The directory FUSION_HOME/data contains the on-disk data stores managed directly or indirectly by Fusion services.

e FUSION_HOME/data/connectors contains data required by Fusion connectors.

o FUSION_HOME/data/connectors/lucid.jdbc contains third-party JDBC driver files. If your application uses a JDBC
connector, you must copy this information over to every server on which will this connector will run.

o FUSION_HOME/data/connectors/crawldb contains information on the filed visited during a crawl. (Preserving
crawldb history may not be possible if there are multiple different servers running Fusion connectors services.)

FUSION_HOME/data/nlp contains data used by Fusion NLP pipeline stages. If you are using Fusion’s NLP components
for sentence detection, part-of-speech tagging, and named entity detection, you must copy over the model files
stored under this directory.

o FUSION_HOME/data/solr contains the backing store for Fusion’s embedded Solr (developer deployment only).

FUSION_HOME/data/zookeeper contains the backing store for Fusion’s embedded ZooKeeper (developer deployment
only).

If FUSION_CURRENT and FUSION_NEW are installed on the same server, you can copy a subset of these directories
using the Unix "cp" command, e.g.:

> cp -R FUSION-CURRENT/data/connectors/lucid.jdbc FUSION-NEW/data/connectors
> cp -R FUSION-CURRENT/data/connectors/crawldb FUSION-NEW/data/connectors
> cp -R FUSION-CURRENT/data/nlp FUSION-NEW/data/

If FUSION_CURRENT and FUSION_NEW are on different servers, use the Unix rsync utility.

Migrate ZooKeeper and Solr for single-node Fusion deployment

If you are running a single-node Fusion deployment and using both the embedded ZooKeeper and the embedded Solr
that ships with this distribution, then you must copy over both the configurations and data.

To copy the ZooKeeper configuration:
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> cp -R FUSION-CURRENT/data/zookeeper FUSION-NEW/data

To copy the Solr data:

> cp -R FUSION-CURRENT/data/solr FUSION-NEW/data

If the Solr collections are very large this may take a while.

Migrate Fusion configurations between ZooKeeper instances

Migration consists of the following steps:

* Copy the ZooKeeper data nodes which contain Fusion configuration information from the FUSION-CURRENT
ZooKeeper instance to the FUSION-NEW ZooKeeper instance

Fusion’s utility script zkImportExport.sh is used to copy ZooKeeper data between ZooKeeper clusters. This script is
included with all Fusion distributions in the top-level directory named scripts.

* Rewrite Fusion datasource configurations

Fusion 2.4 changed and standardized the configuration properties used by several datasources. The public GitHub
repository https://github.com/LucidWorks/fusion-upgrade-scripts contains a python script src/upgrade-ds-2.1-to-
2.4.py which rewrites these properties.

Copying ZooKeeper data nodes

Note This step is not necessary if you are doing an in-place
upgrade of a single-node Fusion deployment; the copy
command described in procedure single-node Fusion
ZooKeeper data (above) is sufficient.

Fusion configurations are stored in Fusion’s ZooKeeper instance under two top-level znodes:

* Node Tlucid stores all application-specific configurations, including collection, datasource, pipeline, signals,
aggregations, and associated scheduling, jobs, and metrics.
e Node lucid-apollo-admin stores all access control information, including all users, groups, roles, and realms.

Fusion’s utility script zkImportExport.sh is used to migrate ZooKeeper data between ZooKeeper clusters. Migrating
configuration information from one deployment to another requires running this script twice:

» The first invocation runs the script in "export” mode, in order to get the set of configurations to be migrated as a
JSON dump file.
* The second invocation runs the script in "import" or "update" mode, in order to sent this configuration set to the

other Fusion deployment.

When running this script against a Fusion deployment, it is advisable to stop all Fusion services except for Fusion’s
ZooKeeper service.
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Exporting Fusion configurations from FUSION-CURRENT ZooKeeper Service

The ZooKeeper service for FUSION-CURRENT must be running. Either stop all other Fusion services or otherwise ensure
that no changes to Fusion configurations take place during this procedure. If you are upgrading from a Fusion 1.2
installation which uses Fusion’s embedded Solr service and the ZooKeeper service included with that Solr installation,
then starting just the Solr service will start the ZooKeeper service as well. If you are upgrading from a Fusion 2
installation, you can start just the ZooKeeper service via the script "zookeeper" in the $FUSION_HOME/bin directory.

The zkImportExport.sh script arguments are:

e -cmd export - This is the command parameter which specifies the mode in which to run this program.

o -zkhost <FUSION_CURRENT ZK> - The ZooKeeper connect string is the list of all servers,ports for the FUSION_CURRENT
ZooKeeper cluster. For example, if running a single-node Fusion developer deployment with embedded ZooKeeper,
the connect string is localhost:9983. If you have an external 3-node ZooKeeper cluster running on servers

"zkl.acme.com", "zk2.acme.com", "zk3.acme.com", all listening on port 2181, then the connect string is
zk1.acme.com:2181,zk2.acme.com:2181, zk3.acme.com: 2181

o -filename <path/to/JSON/dump/file> - The name of the JSON dump file to save to.
« -path <start znode>

- To migrate all ZooKeeper data, the path is "/".

o To migrate only the Fusion services configurations, the path is "/lucid". Migrating just the "lucid" node between
the ZooKeeper services used by different Fusion deployments results in deployments which contain the same
applications but not the same user databases.

o To migrate the Fusion users, groups, roles, and realms information, the path is "/lucid-apollo-admin".

Example of exporting Fusion configurations for znode "/lucid" from a local single-node ZooKeeper service:

> $FUSION_HOME/scripts/zkImportExport.sh -zkhost localhost:9983 -cmd export -path /lucid -filename
znode_lucid_dump.json

Importing ZooKeeper data into FUSION-NEW

ZooKeeper service for FUSION-NEW must be running.
To import configurations, run the zkImportExport.sh script, this time with arguments:

e command; must be import
* ZooKeeper connect string for the FUSION-NEW Zookeeper cluster

* Location of JSON dump file.

This command will fail if the "lucid" znode in this Fusion installation contains configuration definitions which are in
conflict with the exported data.

Example of importing exported data from previous step into FUSION_NEW ZooKeeper running on test server
'test.acme.com':

> $FUSION_HOME/scripts/zkImportExport.sh -zkhost test.acme.com:9983 -cmd import -filename
znode_lucid_dump.json
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Note that the above command will fail if there is conflict between existing znode structures or contents between the
ZooKeeper service and the dump file.

Rewrite datasource configurations for Fusion 2.4

Once all Fusion configurations have been uploaded to the FUSION-NEW ZooKeeper service and while that service is
running, you can run the Python programs upgrade-ds-2.1-to-2.4.py or upgrade-ds-1.2-to-2.4.py to update these
configurations.

Note These programs require:
* The environment variable "FUSION_HOME" must be
set to the FUSION-NEW directory.

* The environment variable "FUSION_OLD_HOME" must
be set to the FUSION-CURRENT directory.

» Python version 2.7, preferably version 2.7.10.

Package: kazoo - a ZooKeeper client

The Python virtualenv tool can be used to install the
correct Python version and required package.

Set environment variable "FUSION_HOME" to the full path of the FUSION-NEW directory, e.g.:

> export FUSION_HOME=/Users/demo/test_upgrade/fusion_2_4_1

Run this program with arguments: "--datasources all"

If your current Fusion version is 1.2, run:

> python upgrade-ds-1.2-to-2.4.py --datasources all

If your current Fusion is version 2, run:

> python upgrade-ds-2.1-to-2.4.py --datasources all

If a datasource wouldn’t have a valid implementation, the application will print a log message on console and continue
with the next datasource.

Troubleshooting the upgrade

 Clear your browser cache after starting the Ul in the new Fusion instance

* The Fusion 2.4 Index Pipeline Simulator can be used to verify that the existing set of datasource configurations work
as expected.
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1.6.5. Upgrade Fusion 1.2 to Fusion 2.4

These instructions are valid for Fusion 1.2.3 releases through Fusion 1.2.8.

Note Several changes have been made to Fusion configurations
stored in ZooKeeper:

* Fusion 2.1 introduced enhanced security for Fusion
datasource passwords which are stored in ZooKeeper
as part of datasource and pipeline stage configuration
properties.

o Fusion 2.4 introduces changes to the configuration
properties for some Fusion datasources.

To update these configurations, we have provided two
python scripts which can be downloaded from:
https://github.com/LucidWorks/fusion-upgrade-scripts.

Once you have migrated all Fusion configurations from
the current Fusion 1.2.Xx ZooKeeper service to the new
Fusion 2.4 ZooKeeper service, you must run both of these
scripts against the new ZooKeeper service. This procedure
is covered in detail in section Migrate ZooKeeper data

The upgrade process leaves the current Fusion deployment in place while a new Fusion deployment is installed and
configured. All of the upgrade operations copy information from the current Fusion over to the new Fusion. This
provides a rollback option should the upgrade procedure encounter problems.

The current Fusion configurations must remain as-is during the upgrade process. In order to capture indexing job
history, no indexing jobs should be running. If the new Fusion installation is being installed onto the same server that
the current Fusion installation is running on, you must either run only one version at a time or else change the Fusion
component server ports so that all components are using unique ports for both the current and new versions.

Terminology

These instructions use the following names to refer to the directories involved in the upgrade procedure:

e FUSION_HOME: Absolute pathname to the top-level directory of the Fusion distribution

o FUSION-CURRENT: Name of the FUSION_ HOME directory for the current Fusion version, e.g.
"[opt/lucidworks/fusion-2.1.2"

o FUSION-NEW: Name of the directory of the upgrade Fusion distribution during the upgrade process, e.g.
"lopt/lucidworks/fusion-2.4.1"

e INSTALL-DIR: Directory where the new Fusion version will be installed, e.g. "opt/lucidworks" All scripts and
commands in the upgrade instruction set are carried out from this directory.

o FUSION-UPGRADE-SCRIPTS: Full path to the directory that contains the upgrade scripts from https://github.com/
LucidWorks/fusion-upgrade-scripts.
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Requirements

 File-system permissions: the user running the upgrade scripts and commands must have read/write/execute (rwx)

permissions on directory INSTALL-DIR.

* Download but do not unpack a copy of the FUSION-NEW distribution. The compressed Fusion distribution requires

approximately 1.7 GB disk space. All supported version are available from Lucidworks Fusion Get Started page.

Disk space requirements: the INSTALL-DIR must be on a disk partition which has enough free space for the complete
FUSION-NEW installation, that is, there must be at least as much free space as the size of the FUSION-CURRENT
directory. On a Unix system, the following commands can be used:

o du -sh fusion - total size of FUSION-CURRENT.
o df -kH-amount of free space on all file-systems.

Download a copy of the Fusion upgrade scripts from the GitHub repository https://github.com/LucidWorks/fusion-
upgrade-scripts. These upgrade scripts run under Python 2.7. They have been tested with version 2.7.10. If this
version of Python isn’t available, you should use Python’s virtualenv. If you don’t have permissions to install
packages, you can use python to install virtualenv and then from your virtualenv python environment, you can
install your own versions of theses packages.

Note These scripts require the environment variable

FUSION_OLD_HOME which should be set to the location of the
current Fusion installation, i.e., the existing 1.2 or 2.1
install.

» Upgrades from 2.1 to 2.4 use the script src/upgrade-ds-2.1-to-2.4.py. This script requires the python package kazoo

which is a ZooKeeper client.

» Upgrades from 1.2 to 2.4 use two scripts: src/upgrade-ds-1.2-to-2.4.py and bin/download_upload_ds.py. These scripts

require python packages kazoo and requests, which is an HTTP request handler.

Procedure

Unpack FUSION-NEW

o Current working directory must be INSTALL-DIR

The commands in this section assume that your current working directory is INSTALL-DIR (e.g., "opt/lucidworks"),
therefore cd to this directory before continuing.

* Avoid directory name conflicts between FUSION-CURRENT and FUSION-NEW

By default, the Fusion distribution unpacks into a directory named "fusion". If the INSTALL-DIR is the directory
which contains the FUSION-CURRENT directory and if the FUSION-CURRENT directory is named "fusion”, then you
must create a new directory with a different name into which to unpack the Fusion distribution. For example, if
your INSTALL-DIR is "/opt/lucidworks" and your FUSION-CURRENT directory is "/opt/lucidworks/fusion”, then you
should create a directory directory named "fusion-new" and unpack the contents of the distribution here:

> mkdir fusion-new
> tar -C fusion-new --strip-components=1 -xf fusion-2.4.1.tar.gz

If you are working on a Windows machine, the zipfile unzips into a folder named "fusion-2.4.1" which contains a folder
named "fusion". Rename folder "fusion" to "fusion-new" and move it into folder INSTALL-DIR.
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Customize FUSION-NEW configuration files and run scripts

The Fusion run scripts in the FUSION_HOME/bin directory start and stop Fusion and its component services. The Fusion
configuration files FUSION_HOME/conf define environment variables used by the Fusion run scripts. The configuration and
run scripts for the FUSION-NEW installation must be edited by hand, you cannot copy over existing scripts from the
current installation.

The Fusion configuration scripts might need to be updated if you have changed default settings. These scripts will need
to be updated for deployments that:

» Use an external ZooKeeper cluster as Fusion’s ZooKeeper service

* Use an external Solr cluster to manage Fusion’s system collections

¢ Run on non-standard ports

* Have been configured to run over SSL
To facilitate the task of identifying changes made to the current installation, the FUSION-UPGRADE-SCRIPTS repository
contains a directory "reference-files" which contains copies of the contents of these directories for all Fusion releases. To

identify changes, use the Unix diff command with the -r flag; e.g., if FUSION-CURRENT is 2.1.1, then these diff
commands will report the set of changed files and the changes that were made:

> diff -r FUSION-CURRENT/bin FUSION-UPGRADE-SCRIPTS/reference-files/bin-2.1.1
> diff -r FUSION-CURRENT/conf FUSION-UPGRADE-SCRIPTS/reference-files/conf-2.1.1

A copy of Fusion is installed on every node in a Fusion deployment. Depending on the role that node plays in the
deployment, the configuration settings and run scripts are customized accordingly. Therefore, if you are running a
multi-node Fusion deployment this configuration step will be carried out for each node in the cluster.

In Fusion 1.2, the FUSION_HOME/bin directory contains both the Fusion run scripts and the helper scripts which define
common settings and environment variables. In Fusion 2.1, the configuration files config.sh and config.cmd have been
moved to directory FUSION_HOME/conf.

Checking a 1.2 installation against the reference scripts for that release requires only a single diff command:
> diff -r FUSION-CURRENT/bin FUSION-UPGRADE-SCRIPTS/reference-files/bin-1.2.3

If either the "config.sh" or "config.cmd" files have changed, the corresponding files for the Fusion 2 release will be in
directory FUSION_HOME/conf.

Copy local data stores in the directory FUSION-CURRENT/data

The directory FUSION_HOME/data contains the on-disk data stores managed directly or indirectly by Fusion services.

e FUSION_HOME/data/connectors contains data required by Fusion connectors.

o FUSION_HOME/data/connectors/lucid.jdbc contains third-party JDBC driver files. If your application uses a JDBC
connector, you must copy this information over to every server on which will this connector will run.

o FUSION_HOME/data/connectors/crawldb contains information on the filed visited during a crawl. (Preserving
crawldb history may not be possible if there are multiple different servers running Fusion connectors services.)

» FUSION_HOME/data/nlp contains data used by Fusion NLP pipeline stages. If you are using Fusion’s NLP components
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for sentence detection, part-of-speech tagging, and named entity detection, you must copy over the model files
stored under this directory.

» FUSION_HOME/data/solr contains the backing store for Fusion’s embedded Solr (developer deployment only).

o FUSION_HOME/data/zookeeper contains the backing store for Fusion’s embedded ZooKeeper (developer deployment
only).

If FUSION_CURRENT and FUSION_NEW are installed on the same server, you can copy a subset of these directories
using the Unix "cp" command, e.g.:

> cp -R FUSION-CURRENT/data/connectors/lucid.jdbc FUSION-NEW/data/connectors
> cp -R FUSION-CURRENT/data/connectors/crawldb FUSION-NEW/data/connectors
> cp -R FUSION-CURRENT/data/nlp FUSION-NEW/data/

If FUSION_CURRENT and FUSION_NEW are on different servers, use the Unix rsync utility.

Migrate ZooKeeper and Solr for single-node Fusion deployment

If you are running a single-node Fusion deployment and using both the embedded ZooKeeper and the embedded Solr
that ships with this distribution, then you must copy over both the configurations and data.

To copy the ZooKeeper configuration:

> mkdir -p FUSION-NEW/data/zookeeper
> cp -R FUSION-CURRENT/solr/zoo_data/* FUSION-NEW/data/zookeeper

To check your work: compare the directories FUSION-CURRENT/solr/zoo_data/ and FUSION-NEW/data/zookeeper using the
diff command. This command succeeds silently when the contents are the same.

> diff -r FUSION-CURRENT/solr/zoo_data FUSION-NEW/data/zookeeper

To copy the Solr data:

> find FUSION-CURRENT/solr -maxdepth 1 -mindepth 1 | grep -v -E "zoo*" | while read f ; do cp -R $f FUSION-
NEW/data/solr/; done

If the Solr collections are very large this may take a while.

You can use the diff command to check your work. The copy command excluded ZooKeeper config data, therefore you
should see the following output:

> diff -r FUSION-CURRENT/solr FUSION-NEW/data/solr
Only in FUSION-NEW/data/solr: configsets

Only in FUSION-CURRENT/solr: zoo.cfg

Only in FUSION-CURRENT/solr: zoo_data

Migrate Fusion configurations between ZooKeeper instances

Migration consists of three steps:
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e Copy the ZooKeeper data nodes which contain Fusion configuration information from the FUSION-CURRENT
ZooKeeper instance to the FUSION-NEW ZooKeeper instance

Fusion’s utility script zkImportExport.sh is used to copy ZooKeeper data between ZooKeeper clusters. This script is
included with all Fusion distributions in the top-level directory named scripts.

» Rewrite Fusion datasource configurations

Fusion 2.4 changed and standardized the configuration properties used by several datasources. The public GitHub
repository https://github.com/LucidWorks/fusion-upgrade-scripts contains a python script src/upgrade-ds-1.2-to-
2.4.py which rewrites these properties.

* Rewrite stored password information used by Fusion datasources and pipelines.

Fusion 2 encrypts all passwords use by datasources and pipelines to access password-protected data repositories.
The public GitHub repository https://github.com/LucidWorks/fusion-upgrade-scripts. contains a a python script
bin/download_upload_ds_pipelines.py used to edit the stored password information.

Copying ZooKeeper data nodes

Note This step is not necessary if you are doing an in-place
upgrade of a single-node Fusion deployment; the copy
command described in procedure single-node Fusion
ZooKeeper data (above) is sufficient.

Fusion configurations are stored in Fusion’s ZooKeeper instance under two top-level znodes:
* Node lucid stores all application-specific configurations, including collection, datasource, pipeline, signals,
aggregations, and associated scheduling, jobs, and metrics.
* Node lucid-apollo-admin stores all access control information, including all users, groups, roles, and realms.

Fusion’s utility script zkImportExport.sh is used to migrate ZooKeeper data between ZooKeeper clusters. Migrating
configuration information from one deployment to another requires running this script twice:

* The first invocation runs the script in "export" mode, in order to get the set of configurations to be migrated as a
JSON dump file.
* The second invocation runs the script in "import" or "update” mode, in order to sent this configuration set to the

other Fusion deployment.

When running this script against a Fusion deployment, it is advisable to stop all Fusion services except for Fusion’s
ZooKeeper service.

Exporting Fusion configurations from FUSION-CURRENT ZooKeeper Service

The ZooKeeper service for FUSION-CURRENT must be running. Either stop all other Fusion services or otherwise ensure
that no changes to Fusion configurations take place during this procedure. If you are upgrading from a Fusion 1.2
installation which uses Fusion’s embedded Solr service and the ZooKeeper service included with that Solr installation,
then starting just the Solr service will start the ZooKeeper service as well. If you are upgrading from a Fusion 2
installation, you can start just the ZooKeeper service via the script "zookeeper" in the $FUSION_HOME/bin directory.

The zkImportExport.sh script arguments are:
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* -cmd export - This is the command parameter which specifies the mode in which to run this program.

o -zkhost <FUSION_CURRENT ZK> - The ZooKeeper connect string is the list of all servers,ports for the FUSION_CURRENT
ZooKeeper cluster. For example, if running a single-node Fusion developer deployment with embedded ZooKeeper,
the connect string is localhost:9983. If you have an external 3-node ZooKeeper cluster running on servers

"zkl.acme.com", "zk2.acme.com", "zk3.acme.com", all listening on port 2181, then the connect string is
zk1.acme.com: 2181, zk2.acme.com:2181,zk3.acme.com: 2181

e -filename <path/to/JSON/dump/file> - The name of the JSON dump file to save to.
« -path <start znode>

- To migrate all ZooKeeper data, the path is "/".

- To migrate only the Fusion services configurations, the path is "/lucid". Migrating just the "lucid" node between
the ZooKeeper services used by different Fusion deployments results in deployments which contain the same
applications but not the same user databases.

o To migrate the Fusion users, groups, roles, and realms information, the path is "/lucid-apollo-admin".

Example of exporting Fusion configurations for znode "/lucid" from a local single-node ZooKeeper service:

> $FUSION_HOME/scripts/zkImportExport.sh -zkhost localhost:9983 -cmd export -path /lucid -filename
znode_lucid_dump.json
Importing ZooKeeper data into FUSION-NEW

ZooKeeper service for FUSION-NEW must be running.
To import configurations, run the zkImportExport.sh script, this time with arguments:

e command; must be import
» ZooKeeper connect string for the FUSION-NEW Zookeeper cluster

* Location of JSON dump file.

This command will fail if the "lucid" znode in this Fusion installation contains configuration definitions which are in
conflict with the exported data.

Example of importing exported data from previous step into FUSION_NEW ZooKeeper running on test server

'test.acme.com":

> $FUSION_HOME/scripts/zkImportExport.sh -zkhost test.acme.com:9983 -cmd import -filename
znode_lucid_dump.json

Note that the above command will fail if there is conflict between existing znode structures or contents between the
ZooKeeper service and the dump file.

Rewrite datasource configurations for Fusion 2.4

Once all Fusion configurations have been uploaded to the FUSION-NEW ZooKeeper service and while that service is
running, you can run the Python programs upgrade-ds-2.1-to-2.4.py or upgrade-ds-1.2-to-2.4.py to update these
configurations.
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Note These programs require:

* The environment variable "FUSION_HOME" must be
set to the FUSION-NEW directory.

* The environment variable "FUSION_OLD_HOME" must
be set to the FUSION-CURRENT directory.

» Python version 2.7, preferably version 2.7.10.

» Package: kazoo - a ZooKeeper client

The Python virtualenv tool can be used to install the
correct Python version and required package.

Set environment variable "FUSION_HOME" to the full path of the FUSION-NEW directory, e.g.:

> export FUSION_HOME=/Users/demo/test_upgrade/fusion_2_4_1

Run this program with arguments: "--datasources all"

If your current Fusion version is 1.2, run:

> python upgrade-ds-1.2-to-2.4.py --datasources all

If your current Fusion is version 2, run:

> python upgrade-ds-2.1-to-2.4.py --datasources all

If a datasource wouldn’t have a valid implementation, the application will print a log message on console and continue
with the next datasource.

Rewrite stored password information used by Fusion datasources and pipelines

Once you have migrated all Fusion configurations to the FUSION_NEW ZooKeeper service, you must update the
migrated datasource configurations by running the script download_upload_ds_pipelines.py against the FUSION_NEW
zookeeper in order to rewrite any stored datasource passwords that are specified as part of the configuration for a
datasource or pipeline.
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Note The script bin/download_upload_ds_pipelines.py requires:

» Python version 2.7, preferably version 2.7.10.
» Package: kazoo - a ZooKeeper client
» Package: requests - an HTTP request handler

* Environment variable FUSION OLD_HOME set to location
of Fusion 1.2 home.

The Python virtualenv tool can be used to install the
correct Python version and required packages.

The rewrite process consists of a download step which exports the ZooKeeper configuration information and an upload
step which rewrites the information and then imports it back into ZooKeeper.

This script uses the following arguments and values:

 "-zk-connect": the ZooKeeper server:port for FUSION-NEW
e "--action": either "download" or "upload".
o "—fusion-url": URL of Fusion API service to upload configurations to

o "—fusion-username": name of Fusion user with admin privileges; the script will prompt for username’s password.

Download configurations from ZooKeeper

No services for FUSION-NEW should be running, except for ZooKeeper. If your Fusion installation uses an external
ZooKeeper, then this must be running. If your Fusion installation uses an embedded ZooKeeper, then you must have
copied the ZooKeeper data from FUSION-CURRENT to FUSION-NEW.

Start the ZooKeeper service:

> FUSION-NEW/bin/zookeeper start

Run the script to download the configurations.

> python FUSION-UPGRADE-SCRIPTS/bin/download_upload_ds_pipelines.py \
--zk-connect localhost:9983 --action download

To check your work, check that directory "fusion_upgrade_2.1" was created and that is contains definitions for all
datasources and pipelines. Do not remove this directory until you have successfully completed the upload step.

If you are running embedded ZooKeeper, shut it down again:

> FUSION-NEW/bin/zookeeper stop

Upload configurations to the Fusion API service

Start FUSION-NEW:
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> FUSION-NEW/bin/fusion start

Once it is running, run the script in upload mode to propagate the configurations in directory "fusion_upgrade_2.1".

At this point in the migration process, the FUSION-NEW ZooKeeper information is the same as the FUSION-CURRENT
Zookeeper information; therefore the password for the admin user is the same.

To upload data to the Fusion API services, you must supply the admin username and password as arguments to the
script:

» "-fusion-username": name of Fusion user with admin privileges

» "—fusion-password": password for Fusion user

> FUSION-NEW/bin/fusion start

> python FUSION-UPGRADE-SCRIPTS/bin/download_upload_ds_pipelines.py \

--zk-connect localhost:9983 --action upload --fusion-url http://localhost:8764/api \
--fusion-username <admin>

Copy and convert the crawldb

The Fusion "crawldb" records the results of running datasource jobs. This information must be copied from FUSION-
CURRENT to FUSION-NEW and the data format must be converted to the format used in Fusion 2.1 via the conversion
utility com.lucidworks.fusion-crawldb-migrator-0.1.0.jar.

Copy the Fusion "crawldb" directory:

> cp -R FUSION-CURRENT/data/connectors/crawldb FUSION-NEW/data/connectors/

The crawldb data format changed in Fusion 2.1, therefore to upgrade to 2.1, the crawldb data must be converted with
the the conversion utility com.lucidworks.fusion-crawldb-migrator-0.1.0.jar.

The anda-v1-to-v2 command allows Fusion 1.2.x connector DBs to be updated to the new v2.x format. It requires:

e A Fusion pre 2.1 installation (FUSION-CURRENT)
¢ A Fusion 2.1 or later installation (FUSION-NEW).

o All FUSION-CURRENT datasource configurations must have been migrated to FUSION-NEW (see Migrate
ZooKeeper data)

o All FUSION-CURRENT crawldb files must have been copied over to the FUSION-NEW deployment.

If the FUSION-NEW installation is not currently running, start it:

> FUSION-NEW/bin/fusion start

The anda-v1-to-v2 takes the following arguments:

* path-to-FUSION-CURRENT

e path-to-FUSION-NEW
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« the -z flag specifies the ZooKeeper server:port for FUSION-NEW

The command to run this utility from the INSTALL-DIR is:

> java -jar FUSION-UPGRADE-SCRIPTS/bin/com.lucidworks.fusion-crawldb-migrator-0.1.0.jar anda-v1-v2 fusion
fusion-new -z localhost:9983

Once the task successfully completes, the last few lines of logging show the output directory of the new DB files. The
output must be copied over to FUSION-NEW. To do this, remove the existing lucid.anda db directories, then copy the new
lucid.anda directories generated from this utility into that same location:

> rm -Rf FUSION-NEW/data/connectors/crawldb/lucid.anda/*
> mv ${path-printed-from-command-output} FUSION-NEW/data/connectors/crawldb/lucid.anda/

This completes the upgrade process.

Troubleshooting the upgrade

 Clear your browser cache after starting the Ul in the new Fusion instance

e The Fusion 2.4 Index Pipeline Simulator can be used to verify that the existing set of datasource configurations work
as expected.
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1.7. Integrate Fusion with an Existing Solr Deployment

If you have already implemented Solr as a standalone instance or as a SolrCloud cluster, you can add Fusion to your
existing Solr deployment and import your Solr collections into Fusion. Each Fusion collection can import one Solr
collection.

« Ifyour existing Solr instance is running in SolrCloud mode, you can use Fusion’s UI to modify configuration files (such
as schema.xml or solrconfig.xml) and create Solr collections.

o If your existing Solr instance is running in standalone mode, you can still connect it to Fusion. Fusion can send
documents to a standalone Solr instance and query the instance. But you won’t be able to use Fusion’s UI to create
Solr collections (Solr cores) or to modify Solr configuration files.

1.7.1. Prerequisites

e You have already installed Fusion.
* You have already installed Solr, which must meet these Solr requirements.

* You have already installed ZooKeeper, which must meet these ZooKeeper requirements.

Note We recommend that you create an external ZooKeeper
cluster (external to both Fusion and SolrCloud).

* Your Solr deployment must contain one or more collections (cores).

In SolrCloud mode, Solr must be configured to use ZooKeeper.

1.7.2. Configure Fusion to use an existing Solr deployment

Use the Fusion UI or the Fusion API to integrate Fusion with an existing Solr deployment.

Use the Fusion UI

1. Create a Fusion search cluster:
a. In the Fusion Ul, navigate to System > Solr Clusters and click New Solr Cluster.
b. Enter this information:
= A cluster ID of your choice
= Whether SolrCloud is enabled
= The connect string (to tell Fusion how to connect to the SolrCloud cluster or Solr instance)
= For SolrCloud, this is the ZooKeeper connect string.
= For a standalone Solr instance, this is the URL of the Solr instance.
c. Verify that the connection is working by clicking Cores in the new cluster and inspecting the contents.
2. Create a Fusion collection that points to your Solr cluster and collection:
a. In the UJ, navigate to Collections and click Add a Collection.
b. Enter a name for the new collection.
c. Click Advanced.

d. Select your SolrCloud cluster or Solr instance from the dropdown.
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e. Enter the name of the Solr collection to import.

Use the Fusion API

Use the Search Cluster API to create a Solr cluster.

Then use the Collections API to create and configure a collection.

1.7.3. Sending Documents to Solr through Fusion

You can use the Fusion connectors to crawl documents and index them to your existing Solr deployment.

1. Follow the steps above to create and configure a search cluster and a collection that points to Solr.
2. Define an index pipeline that ends with a Solr Indexer stage that sends the documents to Solr.
3. Use one of these methods to ingest your data:
o In the collection that points to your Solr collection, define a datasource using the connector of choice.
o Send prepared documents directly to the index pipeline for processing. See Pushing Documents to a Pipeline.
o It’s also possible to use a different indexing process besides a connector, such as a script that sends documents

through the index pipeline.

When documents are sent to Solr, a buffering solrServer is used. Buffering the updates reduces the number of HTTP
requests made from Fusion to Solr, which can significantly affect processing time. For example, when processing simple
documents, you should always try to buffer as many documents as possible to increase throughput. When processing
complex documents, you should use small batch sizes. You should only turn buffering off if you are using an older
version of Solr and you want Fusion to catch and document indexing errors.

1.7.4. Querying Solr via Fusion requests

Indexed documents are stored in Solr indexes. You can query for these documents by using query pipelines. The query
pipelines let you define your query parameters — such as how many records to return, the fields you’d like, how to
structure facets, and so on. You also have the ability to add JavaScript to the response processing, and define landing
pages or specific boost levels depending on the user’s query. See Query Pipelines.

If you prefer, you can also use the Solr API and SolrAdmin API to query Solr directly.
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1.8. Configuring Fusion for SSL

Fusion uses the Java Secure Socket Extension (JSSE) framework to enable SSL configuration for secure communication
between the Fusion UI and any HTTP client.

To configure Fusion for SSL you must install an SSL certificate and enable SSL in the Fusion UL

1.8.1. Installing an SSL certificate

The server has a locally-protected private key that is accessible via a JSEE keystore. The keystore maintains both the
server certificate and the private key.

Important In a production environment, SSL certificates must be
signed by a trusted Certificate Authority (CA).

To store certificates, you can use the Java keytool, which is part of the JDK. When you have a signed certificate, then you
create a JSSE keystore by using the keytool "import" command.

In the following example, we have a signed certificate, in pfx format, in a PKCS#12 file called fusion.keystore.p12. The
following command creates a new JSSE keystore (JKS):

keytool -importkeystore -srckeystore /opt/lucidworks/fusion/apps/jetty/ui/ete/fusion.keystore.p12 \
-srcstoretype pkes12 -destkeystore /opt/lucidworks/fusion/jetty/ui/etc/keystore -deststoretype JKS

If you have the certificate and private key as separate files, then you need to use openssl to create a PKCS#12 file. For
example:

openssl pkes12 -export -out /home/admin/keys/keystore.pkes12 -in /home/admin/keys/fullchain.pem -inkey
/home/admin/keys/privkey.pem

Note When prompted for a password, do not enter a blank
password.

Now use keytool to import the PKCS#12 file into Java keystore format and optionally delete the PKCS#12 file:

keytool -importkeystore -srckeystore /home/admin/keys/keystore.pkes12 -srestoretype PKCS12 -destkeystore
{fusion_path}/apps/jetty/ui/etc/keystore

Note If your server certificate is signed by an intermediate CA
rather than a root CA, you must add the intermediate
certificate to the keystore before you add the server
certificate.

1.8.2. Configuring the Fusion UI

The current version of the Fusion UI runs an embedded Jetty server. In the Fusion distribution, this server is in
directory fusion/apps/jetty/ui. Server configuration files including the keystore file and HTTPS and SSL config files are
stored in the subdirectory fusion/apps/jetty/ui/etc.
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To configure the Fusion UI server for SSL, you must:

« configure the embedded web server to use the JSSE keystore which has your certificates

 configure the web server ports

e redirect HTTP request to HTTPS
As a training exercise, we show how to configure the Fusion UI for SSL with the default Fusion developer deployment
and test the configuration via a web browser running on the same machine, i.e., the web client sends requests to server

"localhost” on port 8764, the default port for the Fusion UL In an enterprise deployment, of course, the browser client
and Fusion UI will be on different machines, and the Fusion UI wouldn’t be using port 8764.

1.8.3. Configure Jetty to use the JSSE keystore

The following details are taken from the eclipse.org Jetty documentation pages.

The generated SSL certificates held in the key store are configured on Jetty by injecting an instance of a
SslContextFactory object and passing it to the connector’s SslConnectionFactory, which is done in the Jetty distribution
in file jetty-https.xml. The SslContextFactory object is configured in the file jetty-ss1.xml.

These XML files are in the fusion/apps/jetty/home/etc directory. The directory that contains the Jetty server instance
which runs the Fusion Ul is directory fusion/apps/jetty/ui.

This means that you must:

1. Copy the files jetty-https.xml and jetty-ssl.xml from fusion/apps/jetty/home/etc to fusion/apps/jetty/ui/etec.

2. Edit the jetty-ssl.xml file and update the following the sslContextFactory class properties so that they match the
actual keystore location and passwords:

o KeyStorePath

o KeyStorePassword

o KeyManagerPassword
o TrustStorePath

o TrustStorePassword

For our example, the path values are all "my.keystore.jks" and the password values are all "secret".

<Configure id="sslContextFactory" class="org.eclipse.jetty.util.ssl.SslContextFactory">

<Set name="KeyStorePath"><Property name="jetty.base" default="." />/<Property name="jetty.keystore"
default="etc/my.keystore.jks"/></Set>

<Set name="KeyStorePassword"><Property name="jetty.keystore.password" default="secret"/></Set>

<Set name="KeyManagerPassword"><Property name="jetty.keymanager.password" default="secret"/></Set>

<Set name="TrustStorePath"><Property name="jetty.base" default="." />/<Property name="jetty.truststore"
default="etc/my.keystore.jks"/></Set>

<Set name="TrustStorePassword"><Property name="jetty.truststore.password" default="secret"/></Set>

1.8.4. Configure the Fusion Ul startup script

The Fusion UI startup script, path fusion/bin/ui, sets a series of environment variables and then starts the Jetty server.
The arguments to exec command to start the Jetty server should be changed as follows:
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e change command line argument "jetty.port=$HTTP_PORT" to "https.port=$HTTP_PORT"

* add XML config files to the command line arguments

Here is the command to start Jetty in the script fusion/bin/ui, after making the above edits:

exec "$JAVA" \
$JAVA_OPTIONS \
"-Djava.io.tmpdir=$JETTY_BASE/work" \
"-Dlog4j.configurationFile=file:$JETTY_BASE/resources/log4j2.xml" \
"-Djava.util.logging.manager=org.apache.logging.log4j.jul.LogManager" \
"-Dapollo.home=/path/to/fusion" \
"-Dcom.lucidworks.apollo.admin.zk.connect=$FUSION_ZK" \
"-XX:0nOutOfMemoryError=/path/to/fusion/bin/oom.sh ui" \
-jar "$JETTY_HOME/start.jar" \
"jetty.home=$JETTY_HOME" \
"jetty.base=$JETTY_BASE" \
"https.port=$HTTP_PORT" \
"STOP.PORT=$STOP_PORT" \
"STOP.KEY=$STOP_KEY" \
"$JETTY_BASE/etc/jetty-ssl.xml" \
"$JETTY_BASE/etc/jetty-https.xml" \
"$JETTY_BASE/etc/jetty-logging.xml"

1.8.5. Disabling HTTP

Note Only do this if blocking access to HTTP using the firewall is
not feasible.

To entirely disable HTTP, remove the HTTP connector from the Jetty startup configuration:

rm {fusion_path}/apps/jetty/ui/start.d/http.ini

1.8.6. Configuring Fusion for SSL Solr/SolrCloud

To configure the Fusion HTTP client for a SSL-ed Solr or SolrCloud server, you must specify the javax.net.ssl system
properties.

See the Solr wiki instructions for enabling SSL for SolrCloud.

Step 1. Edit the configuration file

In the fusion/conf/config.sh file, add the following properties to the options API_JAVA_OPTIONS, CONNECTORS_JAVA_OPTIONS
and UI_JAVA_OPTIONS:

-Djavax.net.ssl.keyStore=/path/to/solr-ssl.keystore.jks \
-Djavax.net.ssl.keyStorePassword=secret \
-Djavax.net.ssl.trustStore=/path/to/solr-ssl.keystore.jks \
-Djavax.net.ssl.trustStorePassword=secret
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Step 2. Register SolrCloud as a search cluster in Fusion

Send a request to the REST API 'searchCluster' endpoint:

curl -u admin:pass -H 'Content-type: application/json' -X POST
"http://localhost:8764/api/apollo/searchCluster’ -d '
{

"id" @ "ss1",

"connectString" : "localhost:2181",

"cloud" : true

}

Step 3. Test: create collection, index data, query collection

Create collection in SolrCloud with configured SSL:

curl -u admin:pass -H 'Content-type: application/json' -X POST 'http://localhost:8764/api/apollo/collections’
-d '
{

"id" : "mycollection",

"searchClusterId" : "ssl"

}l

Index data using an existing pipeline:

curl -u admin:pass 'http://localhost:8764/api/apollo/index-pipelines/mycollection-
default/collections/mycollection/index' -XPOST -H "Content-type: application/json" -d '{

||_id|l: "’Ill,
"foo_s": "bar",
"spam_s": 42

} 1
Query the collection using the default query pipeline:

curl -u admin:pass 'http://localhost:8764/api/apollo/query-pipelines/mycollection-
default/collections/mycollection/select?q=*:*"

1.8.7. Generating a self-signed certificate

If don’t have signed certificates from an external CA, then you can generate a set of self-signed certificates using the Java
keytool utility to generate a public/private key pair and generate a self-signed certificate.

The keytool option "-genkeypair" generates a public/private key pair. It wraps the public key into an X.509 v3 self-signed
certificate, which is stored as a single-element certificate chain. This certificate chain and the private key are stored in a
new keystore entry identified by alias. The full set of arguments to this command are:
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-genkeypair
{-alias alias}
{-keyalg keyalg}
{-keysize keysize}
{-sigalg sigalg}
[-dname dname]
[-keypass keypass]
{-startdate value}
{-ext ext}*
{-validity valDays}
{-storetype storetype}
{-keystore keystore}
[-storepass storepass]
{-providerClass provider_class_name {-providerArg provider_arg}}
{-v}
{-protected}
{-Jjavaoption}

Arguments of interest are:

» keyalg specifies the algorithm to be used to generate the key pair. This must be RSA in order to talk to browser
clients IE and Navigator.

keysize specifies the size of each key to be generated. Depends on keyalg. For RSA, this should be 2048.

dname specifies the X.500 Distinguished Name to be associated with the alias, and is used as the issuer and subject
fields in the self-signed certificate. If no distinguished name is provided at the command line, the user will be
prompted for one. An X.500 Distinguished name is a set of named fields, of these, the field named "CN", ("Common
Name"), is the internet-facing fully qualified domain name of the server.

keypass is a password used to protect the private key of the generated key pair. If no password is provided, the user
is prompted for it. If you press RETURN at the prompt, the key password is set to the same password as that used for
the keystore. keypass must be at least 6 characters long.

ext is used to embed extensions into the certificate generated. For Fusion, the server certificate should include the
"SAN" or SubjectAlternativeName extension which allows alternative URIs and IP addresses to be associated with
this certificate.

Keystore files created by the keystore tool are in the JKS format, which is a proprietary file format capable of storing

multiple key-pairs, certificates, and symmetric encryption keys, and with all entries indexed by the keypair alias.

To generate a self-signed certificate for the Fusion UI running as "localhost”, we use the following arguments:

keytool -genkeypair \
-alias localhost -keyalg RSA -keysize 2048 \
-keypass secret -storepass secret \
-validity 365 -keystore my.keystore.jks \
-ext SAN=DNS:localhost,IP:127.0.0.1 \
-dname "CN=localhost, OU=org unit, O=org, L=loc, ST=st, C=country"

Note The value for CN must match the hostname you will be
using to access Fusion. For example, if will use the URL
https://myfusion.com:8864 to access the UI then the CN
should have the value myfusion.com.
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This keystore file can now be imported to the Fusion UI keystore. To check the generated keystore we use the openssl
tool to pretty-print the signed certificate in the file my.keystore.jks. This is not strictly necessary; this should always be
done before sending the certificate to a CA to get it signed properly in order to verify that the certificate information is
complete and correct.

To get from the keystore JKS format to a human-readable printout, it must be converted to the text-based "PEM" format,
which is ASCII (Base64) armored data prefixed with a — BEGIN -+ line. This requires three steps.

First, we use the keytool to convert the proprietary JKS format to the PKCS #12 format:

keytool -importkeystore \
-srckeystore my.keystore.jks -destkeystore my.keystore.p12 \
-srcstoretype jks -deststoretype pkecsi2

This command prompts for passwords - as before, the password is "secret".

Next, we use openssl to convert the PKCS format to PEM format:

openssl pkcs12 -in my.keystore.p12 -out my.keystore.pem

Finally, to pretty-print the certificate, we use the following openssl command:

openssl x509 -in my.keystore.pem -text -noout

This converts the PEM format to text format, and writes the output to the terminal. The output is:
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Certificate:
Data:
Version: 3 (0x2)
Serial Number: 1442779707 (0x55ff123b)
Signature Algorithm: sha256WithRSAEncryption
Issuer: C=country, ST=st, L=loc, O=org, OU=org unit, CN=localhost
Validity
Not Before: Apr 8 ©07:39:35 2015 GMT
Not After : Apr 7 07:39:35 2016 GMT
Subject: C=country, ST=st, L=loc, 0=org, OU=org unit, CN=localhost
Subject Public Key Info:
Public Key Algorithm: rsaEncryption
RSA Public Key: (2048 bit)

Modulus (2048 bit):
00:96:04:46:6c:be:7f:ec:ea:18:fa:28:11:a39:fb:
3d:07:c5:3¢:49:39:57:11:24:1d:75:47:5d:76:26:
4b:73:c0:ea:44:73:a5:59:3a:a7:4b:16:eb:1f:be:
05:f1:2a:be:62:72:2c:67:ec:d3:8b:ad:76:af:dc:
6d:14:ca:¢9:75:5a:76:24:80:c6:18:55:b0:27:6a:
fa:a8:1b:4b:5c:55:93:49:ff:18:84:67:29:56:80:
ca:c1:d8:c4:8c:b8:57:34:78:6a:e8:e0:2c:51:74:
fb:fb:52:3d:d3:e9:58:e5:11:79:5f:5a:70:ec:c3:
de:d7:56:36:67:fd:52:dd:73:60:17:93:9f:00:c0:
36:49:65:7d:77:45:76:34:0e:81:38:96:2b:19:b0:
30:8b:ac:2f:ae:dd:92:41:78:da:47:32:02:17:0d:
04:f5:51:85:dc:06:58:08:9b:d2:30:69:52:ac:b2:
7d:c7:bd:16:1d:9e:af:e2:2b:6a3:61:8e:cbh:a9:ec:
fc:01:fe:6b:34:49:1c:d8:75:8b:ca:ec:ea:fd:93:
0a:8b:34:6b:77:98:ec:83:6f:d2:bc:81:ec:f5:18:
48:41:db:92:da:ef:19:19:27:5b:05:5f:8c:6e:1e:
9d:e5:90:42:6:36:8f:11:49:05:3a:dd:a5:c9:0a:
fe:81

Exponent: 65537 (0x10001)

X509v3 extensions:

X509v3 Subject Alternative Name:
DNS:localhost, IP Address:127.0.0.1
X509v3 Subject Key Identifier:
E1:D1:66:F6:1F:5A:18:1A:82:33:A7:32:0E:0B:EA:8E:C0:D3:ED:05
Signature Algorithm: sha256WithRSAEncryption

56:38:31:c0:94:8f:53:80:27:17:36:ba:e@:ff:e6:59:13:9e:
67:6b:1e:7d:67:04:5c:e1:88:9e:d9:89:11:ca:88:a0:21:4c:
90:a28:8b:9d:b5:ba:0f:92:65:da:c5:29:91:82:17:46:55:43:
82:78:92:b1:f9:f5:2b:65:5€:b0:93:03:3b:94:83:bb:fe:9b:
09:29:f3:82:d2:4d:b5:72:e9:e€:75:15:31:3d:18:a7:c1:e8:
45:44:1d:40:d2:eb:96:b7:01:41:dd:9d:1c:31:e6:45:4a:c2:
3d:ec:22:1a:35:ec:38:62:e8:3d:b3:30:10:d3:88:09:5a:87:
54:87:1b:92:d6:0e:74:52:3c:f2:¢3:f5:70:61:ea:72:3f:cd:
65:72:34:6f:51:94:13:e0:7a:73:bb:57:c8:ad:98:f7:3f:43:
4d:75:96:db:cf:2e:e6:82:1c:c2:97:38:2d:37:06:c4:27:db:
87:82:6b:c6:01:71:17:€9:11:69:62:0d:cc:54:e9:14:25:86:
6a3:e2:38:72:c3:9c:53:b4:6e:4f:ae:8a3:09:36:14:10:10:57:
9c:c9:a8:a33:35:e6:db:d1:d4:39:95:f3:54:95:4f:2f:db:59:
b6:bd:77:00:77:¢2:9d:41:d9:04:d5:af:33:bb:2e:0f:65:39:
74:ff:66:2



1.8.8. References and tutorials

Transport Layer Security (wikipedia.org)

Public Key Certificate(wikipedia.org)

OpensSSL Cookbook (free ebook)

OpenSSL Command Line Utilities (openssl.org wiki)
Java Tutorials: Generating and Verifying Certificates

IBM developerWorks: What is the JSSE all about?
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1.9. Web Authentication Cookie FAQs

Does the application use web authentication cookies?

Yes, we use a session cookie for maintaining authenticated user identification.
Is the cookie used for non-authentication purposes?

No, the cookie contains exactly one value, the session ID.

Is the cookie set to the narrowest/lowest path or domain needed in order to prevent inadvertent or unauthorized sharing of
cookies by other web applications?

Yes, the path is set to /api only (the narrowest path). As recommended by OWASP, we do not directly set the domain
attribute, so the default ends up being the origin server.

Are the cookies non-persistent?
The cookies are session based, and not persisted beyond logout or via timeout.
Is the value of the cookie not predictable and does it provide 64-bit entropy?

The cookie value is a Java UUID, which uses the SecureRandom class. A little research leads me to believe it’s a 128 bit
value, with 122 bit randomness.

Are default values not used for the name of the cookie?

As recommended by OWASP, the cookie name is vague/meaningless. It is simply, "id".

Is the cookie set via SSL channel and are the 'secure' and '"HTTPOnly' attributes set?

If the web server is running under SSL, then the cookie is set to secure and HttpOnly is set to true.

Can the cookie be manually deleted through a logout button that sets the cookie value to null or the cookie value is
rendered invalid on the server after a period of inactivity?

Yes, the cookie can be manually deleted. There is also a timeout mechanism:

* 8 hour absolute lifetime - it never lasts longer than 8 hours

* 1 hour soft lifetime - if the last request time was > than 1 hour, the session is destroyed. Otherwise, the lifetime is
bumped up 1 more hour, until the maximum 8 hour limit is met.

Is the cookie cleared during the authentication of a user?

Yes.
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1.10. Application Configuration Template Expressions

Template expressions are used to configure some Fusion pipeline stage and messaging services. When the value of a
configuration parameter is a template expression, that expression is dynamically evaluated at runtime, by the
StringTemplate library.

Fusion template expressions are delimited by angle bracket characters '<' and ">'. The expression consists of the name of
a variable in the scope of that component. Since these variables are Java objects, if object "foo" of type Foo has a field
named "bar", the expression "<foo.bar>" will evaluate to the string representation of the contents of field "bar".

1.10.1. Index Pipeline Stage Templates

Index stages have available variables

 "ctx" - PipelineContext (com.lucidworks.apollo.pipeline.PipelineContext)

* "doc" - PipelineDocument (com.lucidworks.apollo.common.pipeline.PipelineDocument)

For example, given a PipelineDocument which has a field named "title" with value "Star Wars", the template expression
"<doc.title>" evaluates to "Star Wars".
1.10.2. Query Pipeline Stage Templates
Query stages have available variables:
o "ctx" - PipelineContext (com.lucidworks.apollo.pipeline.PipelineContext)
* "reqResp" - QueryRequestAndResponse (com.lucidworks.apollo.pipeline.query.QueryRequestAndResponse)

* "request” - Query Request (com.lucidworks.apollo.pipeline.query.Request)

* "response” - Query Response (com.lucidworks.apollo.pipeline.query.Response)

1.10.3. Messaging Services Templates
Messages have a set of variables which correspond to the parts of a system message:
e id
* to
o from
* subject
* body
* type

¢ schedule

A system message is the result of evaluating the following expression:

<id><to><from><subject><body><type><schedule>
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1.11. System Usage Monitor

The System Usage Monitor is a voluntary program to allow users to anonymously send basic information about their
system to Lucidworks. We use this information to analyze the types of systems in use by our customers and how they
are used so we can improve our product.

At no point does the system collect information that could identify you, your organization or the specific documents
indexed. Only minimal data is sent about the type of content indexed. Our website has more information about our
privacy policy.

1.11.1. Information Collected by the Usage Monitor

The System Usage Monitor collects the following information:

* uuid - a randomly generated identifier per Fusion cluster.
» System information: the operating system, version and java version will also be reported.

e nodes - the number of Apollo nodes in use. This is calculated from Jetty processes on the same node or on a different
node.

* Solr statistics:
o Number of Solr nodes, total number of collections and number of Fusion collections.
o Number of documents and the number that are regular documents and the number that are signals.

o Number of total search requests and the number that are document search requests and the number that are
signal search requests.

- Total time to execute all search requests, to execute only document search requests, and to execute signal search
requests.

* Aggregations:
o Number of aggregation runs and how long they took (in ms).
o Number of signals processed.
o Number of aggregated signals.

* Recommendations:
o Number of recommendation requests for each type of recommentation.
o Total time to execute each type of recommendation request.

You can see the data that will be sent to Fusion with the Usage API and also in the UI by going to the Systems tab, then

'Heartbeat data'. The UI and the REST API will only report the data currently scheduled to be sent so is not a complete
picture of all data collected.

1.11.2. How Data is Sent

Data is sent to Fusion once per week, and also whenever the system is restarted.

When Fusion is started, the System Usage Monitor will transmit data about your system to a server hosted by
Lucidworks with two HTTP requests. The first request contains system-level information and if that is successful, the
second request will send system-specific information.
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The information is sent via an encrypted POST request to https://heartbeat.lucidworks.io. Each request includes a
unique identifier, which is anonymous and can’t be used to identify the sender. The IP that sent the request is not stored
with the request.

1.11.3. How to Opt-Out

By default, the usage monitor is enabled in your system. If you would like to opt-out of sending this data to Lucidworks,
you can disable the usage monitor. There are two ways to enable or disable the usage monitor:

1. Go to the Heartbeat Data page in the Fusion UI (System — Heartbeat Data), and deselect the "Report Heartbeat"
option.

2. Use the Configurations API and send a PUT request as follows:

curl -u user:pass -H 'Content-type: application/json' -X PUT -d '"false"'
http://localhost:8764/api/apollo/configurations/usageMonitor
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Chapter 2. First Run Tutorial

This section is an introductory, step-by-step guide to using the Fusion UI for basic search and indexing. This guide helps
you to:

« Verify that the installed Fusion instance components are installed and communicating properly.

* Use the Fusion Ul to create and search a small dataset.

* Introduce a few underlying principles of search and indexing over structured and semi-structured texts.
Fusion supports several approaches to indexing content. In this section we use Fusion’s web crawler to index a website
which contains Shakespeare’s sonnets. This dataset is chosen precisely because it is simple and trivial. Web data is
challenging to parse because a page of HTML contains many different kinds of elements: content, meta-data, scripts,
layout directives, and links, all of which can be effectively processed using Fusion pipelines. By the end of this exercise,

you should understand the Fusion UI and workflow and will be ready to create custom pipelines in order to effectively
process your data.

2.1. Fusion Key Concepts

Fusion uses the Solr/Lucene search engine to evaluate search requests and return results in the form of a ranked list of
document ids. Fusion extends Solr/Lucene functionality via a REST API and a UI built on top of that REST APIL

The Fusion Ul is organized around the following key concepts:

 Collections store your data.

* Documents are the items that are returned as search results.

* Fields are the things that are actually stored in a collection.

* Datasource are the conduit between your data repository and Fusion.
 Pipelines encapsulate a sequence of processing steps, called stages.

o Index pipelines process the raw data received from a datasource into fielded documents for indexing into a
Fusion collection.

o Query pipelines process search requests and return an ordered list of matching documents.

* Relevancy is the metric used to order search results. It is a non-negative real number that indicates the similarity
between a search request and a document.

2.2. Download and Install Fusion

Fusion is distributed as a gzipped tar file or as a compressed zip file that can be used directly to run a single-node local
Fusion instance.

On Linux and Mac OS, the Fusion distribution unpacks into a directory named fusion; this is the Fusion home directory.

On Windows, the archive unzips as a directory (folder) with the name of the zip file, for example, fusion-2.1.0. That
directory contains a single directory named fusion. The directory fusion is the Fusion home directory.

Note: If you install Fusion on Windows, use the freely available 7zip file archiver to unzip the archive, because 7zip is
more robust than the standard Windows compression utility. The Fusion archive contains a large number of 3rd party
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jar files, and the standard Windows compression utility cannot reliably deal with all of them. Visit the 7zip download
page for the latest version.

Use the script fusion/bin/fusion with the command-line arguments start and stop to start and stop Fusion, respectively.

Start Fusion from a terminal window (Linux or Mac):

$ cd /path/to/fusion
$ ./bin/fusion start

Successful startup results in several lines of output to the terminal window, listing the Fusion components and the ports
they are listening on:

2016-10-04 18:52:047 Starting Fusion ZooKeeper on port 9983
2016-10-04 18:52:14Z Starting Fusion Solr on port 8983
2016-10-04 18:52:39Z Starting Fusion Spark Master on port 8766
2016-10-04 18:52:39Z Starting Fusion Spark Worker on port 8769
2016-10-04 18:52:39Z Starting Fusion API Services on port 8765
2016-10-04 18:52:457 Starting Fusion Connectors on port 8984
2016-10-04 18:52:50Z Starting Fusion UI on port 8764

2.3. Create a Collection

The next step in getting started is to create a Fusion collection, the repository which stores your data. In this example,
we create a collection called "sonnets" which will store Shakespeare’s sonnets.

Once Fusion is running, open a web browser and access the server and port that the Fusion UI is listening on. For a
default single-node Fusion installation, the Fusion UI runs on port 8764 (as shown above), so the URL is:
http://localhost:8764/.

Upon initial installation, when you first access the Fusion U], it will present a sequence of panels:

» The initial login panel, URL: "\http://localhost:8764/initial-login". Set the Fusion admin password. Remember to check
box "Agree to License Terms".
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Lucidworks

Welcome!

This is your first time here! Please set a password
for the 'admin'. This will allow you to view and edit
all items within Fusion.

* Password

Passwords must be at least 8 characters in
length, begin and end with a printable
character, and contain at least one digit and
one alphabetic character. It may contain any
printable characters as well as spaces.

* Confirm Password

* Agree to License Terms

You must read and agree to license terms to
use this software

* The registration panel, URL: "\http://localhost:8764/registration". Registration is optional. You can opt-out by clicking
the "Skip" link at the bottom of this panel. Please see System Usage Monitor for information about how Fusion
collects and uses this information.
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Lucidworks

Registration

By default, Fusion collec nonymous data about
s and s s it back to
ou do not prov...

e The welcome panel, URL: "\http://localhost:8764/welcome"”. This panel prompts you to create a collection. When
running a single-server developer instance of Fusion, the "Advanced" options don’t apply, therefore, just enter the
collection name. Here, we use the name "sonnets".
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Lucidworks Applications Help Admin L

Lets get started!

First, you will need to create a collection.

Advanced

* Collection name

sanne:s|

Add a Collection +

Note Although Fusion will recognize collections named "TesT"
and "tESt" as different collections, the filesystem on which
the underlying Solr collection is stored may not. Therefore,
avoid using letter case as the sole distinguishing feature
for a collection name.

Upon successful create on collection "sonnets", Fusion displays the main collections panel.
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Lucidworks Applications Help Admin .‘.

Manage your collections Add a Collection +

0 0 68.00B

sonnets
System Collections
) 146 0 205.45 KB

audit_logs

192 0 210 MB
logs

0 0 68.00B
system_banana

0 0 68.00B

system_blobs

As the collection is created, the UI generates and stores a series of notifications. The rightmost icon on the Fusion top
menu bar toggles display of these notifications.

2.4. Document Indexing with Datasources and Pipelines

The target dataset for this example is the website "Shakespeare: Sonnets", URL: "http://poetry.eserver.org/sonnets/":
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Up to the EServer! | Poetry Collection! | The Sonnets

To do this, we need to configure and run a Fusion datasource over this collection. From the main collections panel
(which is shown in previous screenshot), click on the name of the collection "sonnets", so that the UI now displays the
sonnets collection home, URL "\http://localhost:8764/panels/sonnets". The default initial display for a collection has the
collection "Home" panel on the left and the collection search panel next to it:

Lucidworks

No Search Results

Query Pipelines No resuits found for the provided query/filters.

Query Profiles

Configuration

Solr Config.
Stopwords
Synonyms.

Tools

Hard Commit

Clear Collection
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At the top of the search panel display is the search query input text box and control in the form of a gear icon which
toggles display of the search results display controls. The search results display panel is underneath these elements. As
collection "sonnets" doesn’t yet contain any documents, the search results panel is empty.

The narrow panel on the left is the collection "Home" panel. The Home panel contains the list of collection admin tools
which are used for indexing, search, and system administration. It’s possible to have multiple home panels open at once,
as needed to view configuration information. Clicking the "+" button at the top of the home panel will open a new home
panel.

The collections admin tools under the "Index" heading are the controls for defining and using datasources and
pipelines. Click the "Datasources" tool at the top of the Index section.

After clicking on "Datasources”, the admin panel displays a choice of connector types. Because we want to get data from
a website, we select Web > Anda Web. In configuring the web datasource, we only need to specify a datasource name,
here "ds-1", and a starting URL, http://poetry.eserver.org/sonnets/:

+ Collection: sonnets ~ Lucidworks Applications Help Admin .‘.

Connectors

Create your web datasource default (sonnets-def... Results

A fast and flexible web crawler with a
number of options to control documents

indexed.
Advanced
* Datasource ID No Search Results
ds-1 MNo results found for the provided query/filters.
Unigue identifier of a datasource

configuration.
* Pipeline ID

Documents_Parsing -
Identifier of an existing processing pipeline.

OPEN DOCUMENTS_PARSING PIPELINE A

Properties

Connector- and datasource-specific properties
Basics

*Start Links

http://poetry.eserverorg/sonnet

Save

Cancel
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Note Configuration choices are only set/updated if you click on
the red "Save" button at the bottom of this panel. Always
scroll to the bottom of the panel and make sure that you
have saved your work! Fusion displays a notification to
confirm the datasource save.

Running the datasource will cause Fusion to fire up the connector, which will retrieve documents from the eserver.org
website. Each webpage is treated as a separate document. The datasource hands off each document to the index
pipeline. Here we ran the Anda Web datasource with index pipeline "Documents_Parsing", which is the default pipeline
for this datasource. The "Documents_Parsing" pipeline consists of the following processing stages:

* Apache Tika Parser - recognizes and parses most common document formats, including HTML

Field Mapping - transforms field names to valid Solr field names, as needed
* Detect Language - transforms text field names based on language of field contents

* Solr Indexer - transforms Fusion index pipeline document into Solr document and adds (or updates) document to
collection.

To run the datasource, simply click the "Start” button on the Datasource panel. While the job is running, this control
changes to "Stop / Abort", when the job is finished, the control changes back to a "Start" button and the job status is
displayed directly below the "Start" button. To inspect the results, click on the control which toggles "show/hide" details.
This opens an adjoining panel which lists each run of the datasource job. Each job has a small control that expands the
job listing into a detailed listing the results of the pipeline processing stage:

Lucidworks

deleted
failed

skipped

No Search Results

Pipelines
. — No results found for the provided query/filters.
field-mapping:initial

ika_content_csv_disabled_stage

2.5. Search

Once a datasource has been configured and the indexing job is complete, the collection can be searched using the search
results tool. The wildcard query "*" matches all documents in the collection. Here is the result of running this search,
showing all fields in one document:
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Lucidworks

Datasources

x

235+ 10mse 1 11001235

e Chaose Sort Field - Descending - 0 < >

show al doc fields

Sonnets
text/html; charset=iso-8359-1

hide allfields

body links params.type [text/css']

title

Iw._data_source_collection.s sonnets

["Up to the

['text/htmi; charse

r v HimlParser

©
er.org/" "http://poetry.eserver.org/sonnets/"]
lucidanda/iweb

ds1

ok

In order to use the search results tool to examine the documents in this collection, we need to configure the search
results tool to show only those fields we care about. In this case the field "url" shows the sonnet number, and the field
"content_txt" shows the raw text contents extracted from the HTML page.

Clicking on the gear icon next to the search box toggles the Search Results Configuration Tool open and close. The get a
compact display of search results over this dataset, you should:

* Toggle the configuration tool open by clicking the gear icon.

e Choose the tab "Documents".

 Select the display "Primary".

* Uncheck all fields above field "URL".

o Select the display "Secondary".

¢ Uncheck all fields above the field "content_txt".

¢ Scroll down to the bottom of the control and click "Save".

» Toggle the configuration tool closed by clicking the gear icon.
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Datasources x
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Documents added:

Start: 1/15/2016 - 11:24:49

Stop: 1/15/2016 -
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content_ txt
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show all fields
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show all fields
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show all fields

http://poetry.eserver.org/sonnets/113.html

Lucidworks

Results

Search Ul Configuration

General  Documents

Descending

w_data_source s
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[http:/ fpoetry.eserver.org/sonnets/113 html’]

Documents_Parsing
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150-8859-1

AR BARMABAAEMABEARANEABO O

FANMARAANMAAAAN AT AR N R\Since | left you, mine eye s in my min

Results

028979072

Descending v

http://poetry.eserver.org/sonnets/040.html|
40 Take all my loves, my love, yea take them all, What hast thou then more than thou hadst before? No love, my love, that thou
mayst true love call, All mine was thine, before thou hadst this more: Then if for my love, thou my love receivest, | cannot.

http://poetry.eserver.org/sonnets/151.html|
151 Love is too young to know what conscience is, Yet who knows not conscience is born of love? Then gentle cheater urge not
my amiss, Lest guilty of my faults thy sweet self prove. For thou betraying me, | do betray My nobler part to my gross body's.

http://poetry.eserver.org/sonnets/136.html|

136 If thy soul check thee that | come so near, Swear to thy blind soul that | was thy "Wil’, And will thy soul knows is admitted
there, Thus far for love, my love-suit sweet fulfil. Will, willfulfil the treasure of thy love, Ay, fill it full with.

http://poetry.eserver.org/sonnets/072.html|

72 O lest the world should task you to recite, What merit lived in me that you should love After my death (dear love) forget me
quite, For you in me can nothing worthy prove. Unless you would devise some virtuous lie, To do more for me than mine own

http://poetry.eserver.org/sonnets/102.html

http://poetry.eserver.org/sonnets/056.html

54 Sweet lnve renew thy force he it not said Thy eder shorild hlunter he than annetite Which bt to-dav by feeding is allaved

The most relevant document is Sonnet 40:

Admin

102 My love is strengthened though more weak in seeming, | love not less, though less the show appear, That love is
merchandized, whose rich esteeming, The owner's tongue doth publish every where. Our love was new, and then but in the

11001123

< >
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New Tab % € Shakespeare: Sonnets b mitzi.morris@l...

€« C [ poetry.eserver.org/sonnets/040.html Q Ty =

\ Shakespeare’ Sonnets

40

Take all my loves, my love, yea take them all,
‘What hast thou then more than thou hadst before?
No love, my love, that thou mayst true love call,
All mine was thine, before thou hadst this more:
Then if for my love, thou my love receivest,

I cannot blame thee, for my love thou usest,

But yet be blamed, if thou thy self deceivest

By wilful taste of what thy self refusest.

I do forgive thy robbery gentle thief

Although thou steal thee all my poverty:

And yet love knows it is a greater grief

To bear greater wrong, than hate's known injury.
Lascivious grace, in whom all ill well shows,
Kill me with spites yet we must not be foes.

Up to the EServer! | Poetry Collection! | The Sonnets

It contains eight instances of the word "love", and one instance of "loves", more than in any other sonnet. To understand
what we mean by relevancy, it is necessary to understand Lucene and Solr.

2.6. Lucene and Solr

Underlyingly, Fusion collections are Solr collections and Solr collections are comprised of Lucene indexes.

Lucene itself is a search API Solr wraps Lucene in an web platform. Search and indexing are carried out via HTTP
requests and responses. Solr generalizes the notion of a Lucene index to a Solr collection, a uniquely named, managed,
and configured index which can be distributed ("sharded") and replicated across servers, allowing for scalability and
high availability.

Lucene started out a search engine, designed to perform the following information retrieval task: given a set of query
terms and a set of documents, find the subset of documents which are relevant for that query. Lucene provides a rich
query language which allows for writing complicated logical conditions. Lucene now encompasses much of the
functionality of a traditional DBMS, both in the kinds of data it can handle and the transactional security it provides.

Lucene maps discrete pieces of information, e.g., words, dates, numbers, to the documents in which they occur. This
map is called an inverted index because the keys are document elements and the values are document ids, in contrast to
other kinds of datastores where document ids are used as a key and the values are the document contents. This
indexing strategy means that search requires just one lookup on an inverted index, as opposed to a document oriented
search which would require a large number of lookups, one per document. Lucene treats a document as a list of named,
typed fields. For each document field, Lucene builds an inverted index that maps field values to documents.

With this inverted index, it is easy to compute relevancy based on the overall frequency of terms in documents. An
extremely relevant document for a query is a document that contains more of the terms in the query relative to all the
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other documents in the collection, as seen in the above search example.

2.7. Further Reading

An expanded version of this getting started page is available on the Lucidworks blog as a two-part series:
Search Basics for Data Engineers

Preliminary Data Analysis with Fusion

The Lucidworks blog also has a series of articles on getting started with Signals in Fusion:

Signals Basics for Data Engineers

Better Search with Fusion Signals
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Chapter 3. Fusion Architecture

The Fusion platform is designed to support enterprise search applications at any scale. Fusion can be deployed across
multiple servers in order to store large amounts of data or to achieve high processing throughput or both, and the set of
Fusion components running on each server can be adjusted to meet these processing requirements.

3.1. Fusion Platform Component Architecture

The Fusion platform is comprised of a series of Java programs, each of which runs in its own JVM. Apache ZooKeeper
provides the shared, synchronized data store for all user and application configuration information. The following
diagram shows the full set of Fusion processes that run on a single server and the default ports used by each, with
arrows representing the flow of HTTP requests between components for document search and indexing:

o N
Admin Ul data sources

k. A b A

applications

Fusion: Single host,

Connectors default configuration
{port B984)

Ul Service REST-API services _ Sor
(port 8764) (port 8765) (port 8983)

Spark Master Spark Worker
(port 87686) (port 8765)

Search queries, which originate from the search application, are sent to the Fusion UI for authentication. The Fusion Ul
sends the request to the Fusion API services component, which invokes the a query pipeline to build out the raw query
and send the resulting query to Solr. Document indexing is carried out by Fusion datasources which send raw data to
Fusion’s connector services. The connector invokes an index pipeline to extract, transform, and otherwise enrich the
raw data and sends the resulting document to Solr for indexing. Apache Spark is used for signal processing and
aggregation. All Fusion processes across all servers in a Fusion deployment communicate with the ZooKeeper ensemble
at the socket layer using ZooKeeper’s Java APIL.

See these topics for details about each component:

¢ Fusion Ul
* Ul Service

¢ Connectors
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o REST API Services
* Solr

o Spark

* ZooKeeper

* bin/fusion

3.2. Fusion Platform Deployment Architecture

For Enterprise applications that consist of very large collections or that require high-throughput or high availability or
both, the Fusion deployment will consist of multiple servers. Each server is a Fusion node. All nodes in a Fusion
deployment communicate with a common ZooKeeper cluster.

Every Fusion node in a deployment runs the Fusion API Services process. Beyond that, the set of processes running on a
particular node depends on the processing and throughput needs of the search application.

* Running Solr on all Fusion nodes scales out document storage as well as providing data replication. (Alternatively,
external SolrCloud clusters can be used to store Fusion collections, see Integrating with existing Solr instances.)

* Running Fusion Connectors on multiple nodes provides high throughput for indexing and updates, e.g., applications
which run analytics over live data streams such as logfile indexing or mobile tracking devices.

* Running the Fusion Ul on two or more nodes provides failover for Fusion’s authentication proxy.

* Running Apache Spark on multiple nodes provides processing power for applications that aggregate clicks and
other signals, or that use Fusion machine learning components.
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3.3. The Fusion Ul

The Fusion UI provides a graphical interface to Fusion’s REST APIs. To access it, point your browser to
http://localhost:8764/, or the host on which the UI Service is running.

The first time you log in to the UL youw’ll be prompted to create an admin account.

Note Save your admin credentials. There is no password
recovery system in Fusion.

Whenever you log in to Fusion (and it’s not the first login), the Launcher lets you choose a context for your workflow:

1: Choose a collection... Lucidworks Help admin 1

. ucidworks Fusion.

Search

Develop search applications. Configure
and tune search and indexing over
collections.

Analytics

Interactive charts and graphs over
search activity, performance, and system
usage. Client-side tool opens in separate

Devops

Administer collections and user access.
Automate indexing, alerting and
reporting.

tab.

New to Fusion? Try the Quickstart...

* The Search context provides all the tools you need to get your data into Fusion and develop a search-ready back end
for your application.

* The Analytics context gives you access to Fusion’s dashboard application, where you can customize your view into
system metrics and search activity.

* Use the Devops context to administrate and monitor the Fusion system.

Since the Fusion Ul is just an interface to the REST API service, you can also use the APIs to do almost anything that the
UI can do.
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3.4. Ul service

The UI service is the interface between your applications and the REST API services. All HTTP requests from external
clients must pass through the UI service, because it hosts the auth proxy. It also hosts the Web-based Fusion UI.

3.4.1. The auth proxy

The auth proxy generates the session cookie required by all REST API services. The REST API services accept no
commands without this cookie. The auth proxy requires valid username/password credentials with every request, like
this:

curl -u <user>:<pwd> localhost:8764/api/apollo/<servicename>

3.4.2. UI configuration

The default port is 8764, configurable as UI_PORT in fusion/conf/config.sh.
UI Web service configuration is in fusion/apps/jetty/ui.

This blog post explains how to secure the UI using SSL.

3.4.3. Ul logs

Ul service log files are in fusion/var/log/ui.
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3.5. Connectors

Connectors are the built-in mechanism for pulling your data into Fusion. Fusion comes with a wide variety of
connectors, each specialized for a particular data type. When you add a datasource to a collection, you specify the
connector to use for ingesting data. See Connector Types for a complete list of connectors, with links to configuration
reference information for each one.

3.5.1. Connector configuration

When you add a datasource to a collection, you select a connector and configure it. There are two ways to do this:

e Using the API

e Using the UI

Configuring Connectors Using The API

You can create or update a datasource with the Connector Datasources AP, specifying the connector, its properties, and
their values.

Example: Create and configure a datasource to index Solr-formatted XML files

curl -u user:pass -X POST -H 'Content-type: application/json' -d '{"id":"SolrXML",

"connector":"lucid.solrxml", "type":"solrxml", "properties":{"path":"/Applications/solr-
4.10.2/example/exampledocs”, "generate_unique_key":false, "collection":"MyCollection"}}'
http://localhost:8764/api/apollo/connectors/datasources

See the Connectors and Datasources Reference for details about configuration options.

Tip Be sure the include the collection property; otherwise the
datasource will not be available in the Fusion UL

Example: Change the max_docs value for the above datasource

curl -u user:pass -X PUT -H 'Content-type: application/json' -d '{"id":"SolrXML", "connector":"lucid.solrxml",

"type":"solrxml", "properties":{"path":"/Applications/solr-4.10.2/example/exampledocs"”, "max_docs":10}}'
http://localhost:8764/api/apollo/connectors/datasources/SolrXML

Configuring Connectors Using The Fusion Ul

* To create and configure a new datasource and its connector:
1. Click Applications > Collections.
2. Select a Collection, or click Add a Collection to create a new one.
3. Click Add a Datasource.
4. Select a datasource type; these correspond to Fusion’s Connectors.

5. Edit the configuration fields in the datasource panel that appears.

See the Connectors and Datasources Reference for details about configuration options.
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6. Click Save.
* To change the connector configuration for an existing datasource:
1. Navigate to Applications > Collections.
2. Click your collection name.
3. Click the datasource you want to change.
4. Edit the configuration fields as needed.

5. Click Save. Edit next to the datasource.

3.5.2. Connector logs

You can find connector logs in fusion/var/log/connectors.

67



3.6. REST API Services

Fusion includes many REST APIs, all described in detail in the REST API Reference. Almost every aspect of Fusion can be
controlled via the APISs.

The Fusion Ul provides another administrative interface to Fusion, using a subset of the REST APIs.

3.6.1. API Service configuration

The Web service for the APIs is configured in fusion/apps/jetty/api.

3.6.2. API Service logs

API log files are in fusion/var/log/api.
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3.7. Solr

Solr is the search platform that powers Fusion. There are multiple aspects to Fusion’s use of Solr:

* Fusion components manage Solr search and indexing and provide analytics over these collections. Fusion’s
analytics components depend on aggregations over information which is stored in a Solr collection.

 Fusion collections are all Solr collections.
* Application data is stored as one or more Solr collections.
» Fusion’s own logs are stored as Solr collections.

* A few Fusion service APIs use Solr as a backing store, notably Parameter Sets.
3.7.1. Solr configuration
Fusion requires that Solr run with SolrCloud enabled.
Configuration for Solr’s Web service is in fusion/apps/jetty/solr.

3.7.2. Solr logs

Solr log files are in fusion/var/log/solr.

3.7.3. Accessing the Solr Ul

With Fusion installed out of the box, you can still access the Solr UI at http://localhost:8983/solr/.

3.7.4. Solr documentation

Solr documentation and additional resources are available at http://lucene.apache.org/solr/resources.html.

You can also find plenty of Solr tips and technical discussions in our knowledge base, blog, and webinars. Lucidworks
also maintains a search interface to Solr’s community discussions at searchhub.org.
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3.8. Apache Spark

Apache Spark is a fast and general execution engine for large-scale data processing jobs that can be decomposed into
stepwise tasks which are distributed across a cluster of networked computers. Spark provides faster processing and
tter fault-tolerance than previous MapReduce implementations. The following schematic shows the Spark

be

components available from Fuson:

Fusion 2.1 introcuced the use of a Spark cluster for all signal aggregation processes. This use of Spark is managed

Agents start and monitor
processes for failures;
Restarts if necessary.

Fusion APl Launches single driver;
Runs multiple agg jobs.
(8765)

API will restart if it crashes.

SparkAgent SparkAgent

(for master) (for worker)

SparkDriver SparkMasters SparkWorkers

Plans DAG (akka 8766, Ul 8767) (akka 8769, Ul 4040)
1 per cluster At most, 1 per node in

1 per cluster Hot standby for HA acluster

Driver program creates a

logical plan for executing a Master tracks Worker

DAG of tasks for a job. state and delegates work

Actual task execution occurs in to each Worker in cluster.

executor processes launched by g = Execu tO I‘S

the SparkWorker; sends resource .

requests to master. Worker spins up many

executors, 1 per app.

V1, Mz,

entirely by Fusion and is hidden from view of a Fusion application developer or end user.

As of Fusion 2.4, the Spark Jobs API provides a set of REST API endpoints for configuring and running Spark jobs via

Fusion.

The section Spark and Machine Learning covers how to use use Fusion’s Spark cluster to run your own Spark jobs for

custom aggregations and Machine Learning tasks.
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3.9. ZooKeeper
Apache ZooKeeper is a distributed configuration service, synchronization service, and naming registry.

Fusion uses ZooKeeper to configure and manage all Fusion components in a single Fusion deployment, therefore a
ZooKeeper service must always be running as part of the Fusion deployment. For high availability, this should be an
external 3-node ZooKeeper cluster. All Fusion Java components communicate with ZooKeeper using the ZooKeeper APIL

For ZooKeeper installation instructions, see the ZooKeeper documentation.

You can find ZooKeeper’s logs at fusion/var/log/zookeeper.

3.9.1. ZooKeeper Terminology

« znode: ZooKeeper data is organized into a hierarchal name space of data nodes called znodes. A znode can have
data associated with it as well as child znodes. The data in a znode is stored in a binary format, but it is possible to
import, export, and view this information as JSON data. Paths to znodes are always expressed as canonical, absolute,
slash-separated paths; there are no relative reference.

* ephemeral nodes: An ephemeral node is a znode which exists only for the duration of an active session. When the
session ends the znode is deleted. An ephemeral znode cannot have children.

* server: A ZooKeeper service consists of one or more machines; each machine is a server which runs in its own JVM
and listens on its own set of ports. For testing, you can run several ZooKeeper servers at once on a single
workstation by configuring the ports for each server.

e quorum: A quorum is a set of ZooKeeper servers. It must be an odd number. For most deployments, only 3 servers
are required.

« client: A client is any host or process which uses a ZooKeeper service.

See the official ZooKeeper documentation for details about using and managing a ZooKeeper service.

3.9.2. Fusion ZooKeeper Nodes

Fusion configuration data is stored in ZooKeeper under two znodes:

* Node lucid stores all application-specific configurations, including collection, datasource, pipeline, signals,
aggregations, and associated scheduling, jobs, and metrics.
* Node lucid-apollo-admin stores all access control information, including all users, groups, roles, and realms.
The Solr Admin tool provides a ZooKeeper node browser tool. In the case of the Fusion default developer deployment,
the Fusion runs scripts are configured to run the instances of both Solr and ZooKeeper which are included with the

Fusion distribution, and therefore we take a fresh installation of a Fusion developer instance and use the embedded
Solr’s Admin tool to explore how Fusion’s configurations are managed in ZooKeeper.

On initial install, the "lucid" znode contains the set of default configurations used by Fusion’s services:
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In the above screenshot, the ZooKeeper node browser is browsing the contents of znode "lucid-apollo-admin/users"
which is empty. The Fusion distribution ships without any user accounts. The initial user added to Fusion is the Fusion
native realm "admin" user. This entry is only created on initial startup via the Fusion UI "set admin password" panel.
Once you submit the admin password, the admin user account is created. Until Fusion contains as least the admin user
account, you cannot use the system, because all Fusion requests require proper authorization.

Once the admin password is set, and you have created one or more Fusion collections and have populated them by
running one or more datasources, these collections, datasources, pipelines, and other application configuration settings

are stored under the "lucid" znode:
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In the above screenshot, the node browser is contents of znode

"lucid/connectors/datasources/ds1". This datasource was used to populate a Fusion collection with documents retrieved

ZooKeeper browsing the

via a webcrawl. Note that in the initial screenshot for znode "lucid", there is no "connectors" node at all.

The "lucid-apollo-admin" znode now contains one user accounts for user "admin":
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