
PFDet: 2nd Place Solution to OIC Object Detection Track

Summary

1. Massive Parallelism: We train an object detector 
with batchsize of 512

2. Co-occurrence Loss: We propose a loss that uses 
class-wise statistics to learn without densely 
annotated classes

3. Expert Models: To tackle huge class imbalance, we 
propose to use expert models

†equal contribution

Ignore classification loss for a part class if a 
proposal is inside the subject class
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Unverified Labels

Co-occurrence Loss

Instances of classes that are not verified are not annotated

Ignore: Arm, Face
Negative: car, etc…

Overall improvement of +9.1AP
For human part classes,  +22.7AP

Expert Models for Rare Classes

We train a set of expert 
models for a small subset 
of classes exclusively

Results

Setup

With 512 V100 (32GB) GPUs , achieved 83% scalability efficiency

Basic Architecture
• FPN
• Sigmoid Loss
• Multi-node BN
• NMW
• Cosine LR Schedule
• Global Context

• Additional FPN Block
• PSP
• Context Head
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Some human parts are annotated No human parts are annotated

Proposals used during training-time.
Blue: positive, Red: negative
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