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Large Number of Images
MS COCO Open Images

# of classes 80 500

# of images 0.12M 1.7M

Increase by more than 
x14



Fast R-CNN is Efficient

Faster R-CNN
1. Forward backbone
2. RPN
3. GT assignment
4. Loss

Fast R-CNN
1. GT assignment              

(in parallel)
2. Forward backbone
3. Loss



Variation of RoIs is Important
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One RoI, two models:  
71.0mAP

Two RoI, two models:  
71.8mAP (+0.8)



Federated Annotations

Categories are grouped 
into three groups

1. Positively Verified: 
always annotated

2. Negatively Verified: 
never exist

3. Unverified



Federated Annotations Statistics

Image from 
A. Kuznetsova et. al., The Open Images Dataset V4 Unified image classification, object detection, and visual 
relationship detection at scale

● On average <10 
categories are 
verified per image

● Most of the 
categories are 
unverified



Loss for Federated Dataset

 Assigned category: ad    = +1
 Unassigned verified:         = -1

Binary Cross Entropy Loss



Loss for Unverified Categories

• Set         = -1:
– Treat unverified as negatives
– Same as ignoring negative 

verification
• Set        = 0 (better):

– Ignore unverified categories

Binary Cross Entropy Loss



Loss for Unverified Categories

• Set         based on pseudo label [1]
– The previous work generally shows 

an improvement from the baseline
– Many parameters to tune

Binary Cross Entropy Loss

[1] Y. Niitani et. al., Sampling Techniques for Large-Scale Object Detection from Sparsely Annotated Objects. 
CVPR 2019



Huge Class Imbalance

Pressure Cooker: 17 images
Person: 800k images

238 classes appear in <1000 images

Image from https://storage.googleapis.com/openimages/web/factsfigures.html



Expert Models by Occurrence
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SW Setup

x512

GPU Array Library Define-by-run DL framework

Multi-Node Distributed DL CV with DL made easy



Details
- FPN with SENet154 as backbone
- Cosine learning rate schedule with warmup
- Momentum SGD with momentum 0.9
- Batchsize was 240 with 120 GPUs. Training finishes in one and half days.
- NMS with IoU threshold set to 0.5
- AutoAugment Policy v0 was used.
- Multi-scale training. The length of the shorter edge was between [650, 

1056]



Final Submission



val mAP private LB mAP

Single best model + 
multi-scale testing

69.95 53.43

+ class20 experts 
(SENet)

71.73  (+1.78) 55.87

+ class10 experts 
(SE-ResNeXt)

72.33 (+0.60)

+ all the other models 
except COCO models

73.98

+ COCO models 74.07 58.48

+ class-weight 
ensemble

75.38 58.63

Results



Conclusion
• We won 3rd place in the competition

• OID is a challenging, but powerful 

dataset

We are hiring!!!
https://www.preferred-networks.jp/en/jobs

Team members 
with Chainer T-shirts

https://www.preferred-networks.jp/en/jobs



