
hat’s the difference between ma-
chine learning and artificial in-

telligence? The answer lies in the 
word intelligence, since AI is about enabling 
machines to make decisions, whereas machine 
learning refers to the ability to teach machines 
to extract information or patterns from data. 

In life sciences, machine learning is being 
more widely applied to discover patterns hid-
den in the massive amounts of healthcare data 
being generated today and to support deci-
sion-making, says Basheer Hawwash, Ph.D., 
principal data scientist, Remarque Systems. 

In essence, machines are there to carry out 
laborious, basic work, leaving researchers and 
other experts to focus on what is relevant, 
says Marco Anelli, M.D., head of ProductLife 
Group’s  Information, Knowledge & Intelli-
gence Group.
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Machine learning is being 
applied across the industry to 
support decision-making in 
clinical trials, R&D, regulatory, 
and commercial processes.

by Kim Ribbink
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Machine Learning and Medical Imaging

Machine learning (ML) and artificial 

intelligence (AI) technologies are gaining 

ground in medical imaging. For many health 

IT leaders, machine learning is a welcome 

tool to help manage the growing volume of 

digital images, reduce diagnostic errors, and 

enhance patient care. Despite its benefits, 

some radiologists are concerned that 

this technology will diminish their role, as 

algorithms start to take a more active part 

in the image interpretation process while 

ingesting volumes of data far beyond what 

any human can do.

ML — and CAD applications in general — 

show promise, and radiologists have much to 

gain from incorporating this technology into 

their operations:

  AI can evaluate an enormous number of 

imaging variables much faster, and more 

consistently, than a radiologist.

  Algorithms facilitate decision-making and 

education for inexperienced radiologists.

  CAD can automate mundane reading and 

measurement tasks, freeing radiologists to 

focus on patient interaction, research, and 

complex higher-order thinking.

  ML can automate radiologist workflow, 

placing more time-sensitive cases higher on 

the radiologist’s worklist.

  Machines have the potential to improve 

diagnostic accuracy dramatically, prevent 

medical errors, and reduce the overuse of 

testing.

  ML can act as a next-generation clinical 

decision support tool for 

radiologists, offering 

segmentation, classification, and 

pattern recognition that can be 

used to propose statistically 

significant guidance for image 

analysis.

  Analyzing images can be highly subjective; 

machines replace subjectivity and reader 

variability with quantitative measurements 

that can improve patient outcomes.

There are, nevertheless, many challenges, 

such as concerns among radiologists that 

ML will lead to fewer jobs and a diminished 

role, possible legal challenges if an algorithm 

leads to errors or misdiagnosis, and the 

sheer complexities involved in building 

algorithms that apply to a broad set of 

scenarios. To mitigate some of these issues, ML 

implementations should look at several key 

considerations:

  Engage all stakeholders in the planning 

process. ML can help radiologists improve 

patient outcomes, but ML initiatives can fail if 

healthcare organizations do not address 

fears.

  Be mindful of the application scope. Many 

ML algorithms are narrow in their 

application, working across select modalities 

to inform decisions on specific diseases.

  Incorporate ML as a complement to the 

radiology staff. Even when algorithms are 

accurate, radiologists still need to apply their 

judgment, using the algorithm as a 

secondary support system to optimize care.

Source: Extracts from article by Partha S. Anbil & Michael T. Ricci, IBM Healthcare & Life Sciences Practice

“Take research for COVID-19 for example, 
machine learning probably won’t come up 
with a big discovery but it will sift through 
thousands of potential molecules and remove 
those that aren’t relevant so that experts can 
focus on just those that hold potential,” Dr. 
Anelli says.

According to Vimal Mehta, Ph.D., CEO 
of BioXcel Therapeutics, machine learning 
approaches can help unlock potential new uses 
for drugs in clinical trials or find new thera-
peutic indications for drugs that previously 
failed. “Machine learning could also help to 
speed up processes and provide treatments 
faster,” he says. “Machine learning algorithms 
could be applied to parse the information 
about compounds, biochemical pathways, dif-
ferent drug mechanisms, disease pathologies, 
symptoms, and diseases that can be used to 
create new relationships by building meta 
data and then translate that meta data into 
novel connections, enabling the discovery of 
therapeutics.”

Machine learning can process both labeled 
and unlabeled data, Dr. Hawwash says, ex-
plaining that labeled data is typically when re-
searchers already know the outcome but want 
to predict how future data will behave. An 
example is processing MRI images of cancer to 
build a prediction model to detect the disease.

“Algorithms dealing with unlabeled data 
— raw data that hasn’t been categorized — 
are incredibly useful for a crisis, such as the 
COVID-19 pandemic,” he says. “We don’t 
know what the outcome will be, but we try 
to use all this source data to answer questions 
that nobody has answered before.”

Machine Learning and R&D

Dr. Hawwash says machine learning can 
be, and is being, used in every stage of drug 
development, starting with the ability to ana-
lyze the DNA of a disease much faster, as well 
as predict the pharmaceutical properties of a 
broad range of molecular compounds. 

“During the planning and start-up phases, 
existing literature about similar clinical trials 
can be fed into a text-mining algorithm to 
help design a study, data can also be used to 
facilitate site selection and to quickly and 

accurately identify patients for trials,” he says. 
“Once the study is in progress, machine learn-
ing can support remote monitoring that iden-
tifies data risk and patient safety concerns.”

Loubna Bouarfa, Ph.D., founder and CEO 
at OKRA Technologies, says machine learn-
ing algorithms have already been used in the 
design of automated drug development pipe-
lines, guiding, and speeding up drug discov-
ery, preclinical, and clinical studies.

For its acute agitation drug, BioXcel is 
developing an algorithm to be used with the 
Apple Watch that potentially predicts when 
a patient will have an agitation episode, en-

Machine learning is being used 
to increase the efficiency and 
effectiveness of clinical trial 
recruitment in terms of patient 
identification and identifying clinician 
influencers. 

SUSAN ABEDI

81qd
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“In the case of genomics, machine learn-
ing techniques are being used to stratify 
patients into responders and non-responders 
based on a variety of clinical parameters in 
an effort to understand the genetic underpin-
nings of differential drug responses or clinical 
phenotypes,” Dr. Kiel says. “At Genomenon, 
we aggregate the information for a given 
disease, phenotype, gene, pathway, or treat-
ment to assemble de novo a comprehensive 
genomic landscape of all genetic associations, 
focusing on causative genetic variants. We 
then prioritize these results by the strength 
of this associative evidence.”

Dr. Kiel says there have been many break-
throughs with the company’s Mastermind 
Genomic Landscapes to better understand 
the genetic drivers of disease. These include 
identifying vastly more pathogenic and likely 
pathogenic variants for each disease indication 
than previously known, significantly expand-
ing clinical trial patient population, and gain-
ing novel insight into the mechanism of action 
for each therapeutic target.

In a first for machine learning, a long-act-
ing potent serotonin 5-HT1A receptor agonist 
was identified; the compound is currently 
in Phase I clinical trials for the treatment of 
patients with obsessive-compulsive disorder. 

“By using machine learning, we were able 
to rapidly sift through algorithms to pinpoint 
the most effective molecules to engineer the 
drug,” Dr. Hawwash says. “This process ac-
complished in just a year what typically takes 
five years. This demonstrates the power of 
machine learning to help drug development 
become faster and more efficient — within the 

to the fore, with significant research into dif-
ferent marketed drugs as potential treatments 
for the virus,” he says. “Existing drugs are 
being examined by means of machine learning 
algorithms to determine if they can be success-
fully repurposed to prevent the lung and organ 
damage caused by the virus.”

Machine learning also potentially enables 
studies to enroll fewer patients, which could 
speed up the enrollment process, be less costly, 
and reduce the risk to patients, Dr. Anelli 
says. The process has been used to improve the 
efficiency of the statistical analysis of clinical 
trials, and it has huge potential to aid precision 
medicine, he notes. 

“When collecting thousands of variables 
for thousands of patients, the result is billions 
of potential correlations,” Dr. Anelli says. “If 
the goal is to correlate each of these parame-
ters with each of the others to determine the 
effectiveness of a drug on a group of people 
based on their genes, sex, and so on, then it’s 
something that can effectively be done using a 
machine learning-based approach.”

Dr. Bouarfa says by combining data from 
demographics, pre-existing conditions, lab 
tests, imaging, -omics, and wearables, ma-
chine learning could identify characteristics of 
patients most likely to benefit from treatment. 
Furthermore, the historical data could be used 
to predict the sample size, recruitment times, 
and dropout rates for future trials.

“For clinical trials, we need a change 
of mindset, moving away from the classical 
clinical trial framework and accepting a more 
adaptive approach,” she says.

One area where machine learning is in-
valuable is in genomics, says Mark Kiel, M.D., 
Ph.D., co-founder and chief science officer at 
Genomenon. 

“One significant application involves ex-
amining data from genome sequencing results 
on large cohorts of patients annotated with 
empirical evidence in published literature, and 
associated databases relevant to the disease of 
interest,” he says.

Machine learning offers tremendous 
advantages when it comes to 
complex decision-making. 

DR. BASHEER HAWWASH

Remarque Systems

Machine learning is used 
to take care of as much of 
the basic work as possible, 
allowing experts to 
concentrate on the most 
relevant information.

DR. MARCO ANELLI

ProductLife Group

abling the administration of 
BXCL501 before the onset of 
agitation. Agitation can re-
sult from multiple disorders, 
like schizophrenia, bipolar, 
Alzheimer’s, dementia, opi-
oid withdrawal symptoms, 
and delirium. BioXcel is cur-
rently conducting Phase III 
trials of BXCL501 for the 
treatment of acute agitation 
in patients with schizophre-
nia and bipolar disorder.

“The drug was identified 
using machine learning and 
AI,” Dr. Mehta says. “The 
whole process is driven by a machine-learning 
approach. We hope we can validate the model 
by filing our first NDA in 2021, and upon 
approval, go to market in early 2022.” 

Susan Abedi, executive VP, commercial 
solutions at 81qd, says machine learning is 
being used to improve clinical trial recruit-
ment in different ways. One way is by identi-
fying healthcare professionals who are highly 
likely to encounter target patients with rare 
diseases, enabling companies to more effec-
tively carry out trial recruitment.

“Machine learning can identify influential 
clinicians who are connected to other clinicians 
managing relevant patients,” Ms. Abedi says. 
“Biopharmaceutical companies can partner 
with clinical leaders to serve as investigators 
for trials and clinical leaders can leverage their 
networks to drive clinical trial recruitment of 
eligible patients through referrals.”

“Machine learning replaces the mundane 
tasks of scrolling through literature and clini-
cal trial results,” Dr. Bouarfa says. “In terms of 
the conduct of clinical trials, machine learning 
can be deployed in every single step of protocol 
design, such as background information, ob-
jectives and evaluation criteria, subject selec-
tion, study procedures, or power calculation, 
among others.”

Researchers can also apply machine learn-
ing to determine whether a drug is carcino-
genic or not, Dr. Anelli says. 

“Through machine learning we can get an 
accurate idea as to whether a drug is dangerous 
— this is a valid and validated approach,” he 
says. “This is a use of machine learning that is 
being applied quite extensively. It’s important 
since it allows researchers to filter out many 
drugs, saving years in time and millions of 
dollars. This approach also prevents the need 
to kill vast numbers of lab animals in toxicol-
ogy studies.”

Other important uses of machine learning 
include drug optimization and drug repurpos-
ing, Dr. Anelli adds. 

“COVID-19 has brought drug repurposing 
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Machine Learning: 
Preventing Theft

A potential for machine 

learning is training software 

to recognize known patterns 

of drug thefts in healthcare facilities, 

commonly called drug diversion.

“When we began leveraging machine 

learning, we compiled a large database 

of known drug diversion cases where 

individuals had been stealing drugs, 

including data from various health IT 

systems,” says Tom Knight, CEO of Invistics. 

“We programmed our software to recognize 

these events as potential indicators of drug 

diversion. The more information we provided, 

the easier it became for our software to 

comb through similar data from other 

facilities and detect incidents that exhibit the 

same patterns that have already been linked 

with drug diversion.”

When developing a solution to aid in 

the detection of drug diversions, Mr. Knight 

says one challenge is to join all of the 

databases from a variety of different health IT 

systems — not just EMRs or ADCs — but also 

purchasing records, payroll, and attendance 

systems, and a variety of other inventory 

management systems.  

“Another issue that is top-of-mind is 

improving accuracy so the system alerts for 

as few false positives and false negatives 

as possible,” he says. “Machine learning 

has significant benefits here as it learns 

from mistakes, as well as proven incidents 

of diversion.  Every false positive and false 

negative provides data and improves 

the accuracy of the machine-learning 

algorithms.”

because there is a massive amount of data, 
and pharmacovigilance departments need to 
extract the signal from the noise,” he says.

Managing the Challenges

Dr. Kiel says with machine learning tech-
niques in general, one of the main challenges 
is overfitting the data — when a model doesn’t 
generalize well from training data to subse-
quent datasets. Problems with overfitting are 
amplified when the analysis is meant to inform 
clinical decision-making or the conduct of a 
clinical trial.

“When applying black-box machine learn-
ing techniques to clinical trial design and 
analysis, the goal is to ensure there is a solid 
evidence predicate for any decisions that are 
made as a result of the analysis,” he says. “In 
effect, the path to the result must be clearly 
defined and understood at the human level by 
clinicians and investigators, as well as corrobo-
rated statistically. Ideally, the results will also 
be corroborated by some orthogonal analytic 
technique as well.”

Dr. Mehta says with machine learning, 
access to and use of relevant data are key, as 
is building the right model for the machine.

Still regulatory concerns can hold com-
panies back from applying machine learning, 
Dr. Hawwash says. Reservations are under-
standable, he says, given that machine learning 
algorithms aren’t static. 

“For example, if a clustering algorithm 
is used to group clinical trial sites, and that 
grouping is used to determine the frequency 
of visits, it might later be hard to explain to 
regulators why a site belonged to a certain 
cluster,” he explains. “However, the advan-
tages machine learning offers are tremendous, 

Machine learning has 
led to many scientific 
breakthroughs 
by supporting life 
sciences in the 
discovery of new 
drugs and methods 
of targeting.

DR. LOUBNA BOUARFA 

OKRA Technologies

decade maybe all new drugs will be created by 
machine learning.”

The Machine Potential

According to Ms. Abedi, machine learning 
can use a broad range of claims data to funda-
mentally change how the industry approaches 
both patients and physicians in a more nu-
anced and impactful way.

“With patients, machine learning can help 
accelerate the process of getting the right ther-
apies to the right patients,” she says. “For ex-
ample, patient-finding solutions use predictive 
analytics and machine learning–based algo-
rithms to examine real-world data to identify 
patients with difficult-to-diagnose diseases, 
which can drive earlier treatment.”

With regard to physicians, Ms. Abedi says 
machine learning can help identify clinicians 
who drive behavior change and who can there-
fore impact the care of patients well beyond 
their own practices. She notes that collectively, 
machine learning-based network mapping and 
natural language processing can optimize pa-
tient care by helping to ensure that therapeutic 
interventions get to the right patients.

The opportunities to apply machine learn-
ing also extend into other parts of the life-sci-
ences business, including regulatory processes.

Machine learning-based approaches are 
being used to help with regulatory compli-
ance, Dr. Anelli says, citing the IBM Watson 
initiative that is being used to help organiza-
tions set up their compliance in all areas — 
from the dossier submission to legal regulatory 
requirements to regulations around produc-
tion and beyond. 

“A good example of where machine learn-
ing is highly effective is signal detection, 

and we should be pushing to use it at least as 
a guideline for decision-making. Fortunately, 
the industry’s resistance shows signs of loos-
ening given the new medical breakthroughs 
using machine learning.”

The fast-moving nature of machine learn-
ing means legislators and regulators are chal-
lenged to keep up, Dr. Anelli says.

“Dr. Phil Tregunno, who oversees vigi-
lance, intelligence, and research at the MHRA, 
has spoken about the legislative challenges 

49PharmaVOICE   June 2020 49

Machine Learning

(c
) P

ha
rm

aL
in

x 
LL

C
. R

ig
ht

s 
do

 n
ot

 in
cl

ud
e 

pr
om

ot
io

na
l u

se
.  

Fo
r d

is
tri

bu
tio

n 
or

 p
rin

tin
g 

rig
ht

s,
 c

on
ta

ct
 m

w
al

sh
@

ph
ar

m
av

oi
ce

.c
om

Com
pli

men
ts 

of
 P

ha
rm

aV
OIC

E



SCAN HERE FOR BONUS CONTENT
OR GO TO

bit.ly/PV0620-Machine

as well as the supervision of machines,” Dr. 
Anelli says. “Dr. Tregunno points out that 
machines are inherently ‘conservative,’ because 
in order for them to ‘react’ there has to be a 
strong signal. He warns if we give too much 
power to the machine we may end up with a 
bunch of traditionalists in charge instead of 
innovation-oriented entities.”

Ms. Abedi points out that machine learn-
ing must be structured to guide action and not 
just provide information or there is a risk of 
analysis paralysis.

“Overthinking in the decision-making 
process can result in no action at all or delayed 
action,” she says. “In the dynamic world of 
healthcare, agile marketing demands speedy 
decision-making based on the best data avail-
able at the time.”

Another pitfall to avoid is becoming too 
siloed, Ms. Abedi says, adding that biopharma 
companies must ensure critical work is carried 
out across medical, commercial, creative, and 
data science teams to bridge data insights, de-

fine the right questions, structure assessment, 
and build models that translate outputs into 
actionable insights. 

“Integrating machine learning with clin-
ical expertise and strategy is the linchpin of 
leveraging data to maximize impact,” she 
says. “Successful analytics teams or partners 
should be cross-functional translators of data 
insights.”

To mitigate some of the challenges, 
Dr. Bouarfa says pharmaceutical companies 
should keep several key considerations in 
mind. First, have the data environment 
ready since to train machine learning sys-
tems, the data needs to be consistent and 
aligned to industry standard references. Sec-
ond, machine learning algorithms should be 
designed with a focus on the problem to be 
solved. Third, all internal barriers to adop-
tion, such as the integration of third-party 
apps, need to be removed. And fourth, ma-
chine learning should be used to empower 
people, not replace them. 

We use machine 
learning as a 
tool to discover 
patterns for 
down-stream 
investigation.

DR. MARK KIEL

Genomenon

Given the current COVID-19 situation, 
imagine having the ability to feed  
pandemic information into machines so 
if we are hit with another pandemic we 
could quickly process that information 
and transform R&D. 

DR. VIMAL MEHTA 

BioXcel Therapeutics

Implementing Machine Learning 
— Cautiously

“Machines don’t get tired, they can read 
millions of publications and make connec-
tions based on the direction of the data,” Dr. 
Mehta says. “By combining machines and 
drug developers, unique insights emerge that 
can increase the efficiency of the overall drug 
development process.”

Dr. Mehta says with machine learning, 
access to and use of relevant data are key, as 
is building the right model for the machine.

Interest in machine learning and other 
forms of AI is increasing, Dr. Mehta says, and 
larger pharma companies have started embrac-
ing these platforms. Machine learning requires 
a different mindset. While drug developers 
typically have a hypothesis that they want 
to test, machine learning looks at all of the 
experiments and integrates that knowledge 
before determining what’s best from a drug 
development perspective.

“These approaches are complementary to 
one another and will help to drive innovation,” 
he says.

Dr. Hawwash says it’s important that 
attention is paid to vetting and verifying the 
quality of the input data to make certain that 
the output is reliable. It’s also important to 
recognize that most machine-learning algo-
rithms have an inherent randomness, so their 
outcomes should be considered as guidelines 
for better decision-making — not as the final 
arbiter.

Furthermore, machine learning is simply 
a tool. 

“The key consideration in my mind is the 
need to not rely exclusively on the results of 
machine learning approaches to drive research 
or clinical decisions, but rather to have the 
results of machine learning lead to appropriate 
confirmatory and empirical down-stream stud-
ies,” Dr. Kiel says. 

Machine Learning

Be here.

Be 
innovative.
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Patient Journey Mapping via AI

Diagnosis
Challenges in diagnosis can be a major driver 
of the high cost of care and poor patient 
outcomes. For conditions that are difficult 
to diagnose and lacking in pathognomonic 
signs and symptoms, this can be amplified. 
For example, fibromyalgia, characterized by 
widespread musculoskeletal pain and fatigue, 
where patients can take as long as five years 
to receive a final diagnosis, presents a case in 
point and an important opportunity for im-
provement. Recent studies show the ability for 
AI/ML/DL to advance fibromyalgia diagnosis 
through use of imaging, biomarkers and be-
havioral/emotional indicators. 

One of the more promising areas for AI-
based computer-aided diagnosis is in the pro-
cessing of medical images — a vast and rapidly 
growing source of big data that accounts for 
at least 90% of all medical data, according to 
IBM estimates. For example, a recent study 
by Li et al in Radiology journal (March 19, 
2020) showed that a deep learning model can 

accurately distinguish COVID-19 from com-
munity-acquired pneumonia and other lung 
diseases on chest CT scans.

A wide-ranging analysis by Liu et al in The 
Lancet Digital Health (October 2019) found 
the diagnostic performance of DL models to be 
equivalent to that of healthcare professionals 
in classifying diseases using medical imaging, 
yet with increased speed and capacity. The 
systematic review comparing deep learning 
performance with healthcare professionals in 
detecting diseases from medical imaging iden-
tified 31,587 studies published since 2012, 
of which 82 were included and 69 provided 
sufficient data to construct contingency tables, 
enabling calculation of test accuracy. Sensitiv-
ity was found to range from 9.7% to 100%, 
(mean 79·1%, SD 0·2) and specificity ranged 
from 38.9% to 100% (mean 88·3%, SD 0·1).

In fibromyalgia, specifically, ML and med-
ical imaging have been used to distinguish 
the brain scans of those with this condition 
from those without. One study, published by 
Lopez-Sola et al in Pain (2017), identified a 
brain signature that characterizes fibromyalgia 
central pathophysiology at the neural systems 
level and used ML techniques to identify a 
brain-based fibromyalgia signature. Combined 
activity in various patterns “classified patients 
vs. controls with 92% sensitivity and 94% 
specificity in out-of-sample individuals,” ac-
cording to the authors. The study provides 
initial characterization of individuals with 
fibromyalgia based on pathophysiological, 
symptom-related brain features, and estab-
lishes “a framework for assessing therapeutic 
mechanisms and predicting treatment response 
at the individual level.” These may constitute 
objective targets for therapeutic interventions.

Biomarkers also present fertile opportu-
nity for the use of AI/ML/DL. A recent study 
focused on microbiomes found that ML could 
diagnose fibromyalgia with 87% accuracy, 
based only on the composition of the micro-
biome, according to a second article in Pain 
(2019). Researchers at McGill University in 
Canada identified 19 bacterial species that 
were either increased or decreased in individ-
uals with fibromyalgia. The authors conclude, 
“To the best of our knowledge, this is the first 
demonstration of gut microbiome alteration 
in nonvisceral pain. This observation paves 
the way for further studies, elucidating the 
pathophysiology of fibromyalgia, developing 
diagnostic aids and possibly allowing for new 
treatment modalities to be explored.”

Another ML study involving neural net-
works, by Andres-Rodriguez et al in the Inter-
national Journal of Medical Sciences (2019), 
indicated that IL-10 is the best immune 
biomarker predicting fibromyalgia diagno-
sis. This study suggested that the severity of 

DEFINING THE FIELD

ARTIFICIAL INTELLIGENCE (AI) is the science and engineering of making 

intelligent machines, especially intelligent computer programs. 

MACHINE LEARNING (ML) is a system that has the capacity to learn based 

on training on a specific task by tracking performance measure(s).

DEEP LEARNING (DL), a subset of machine learning, applies algorithms 

using an artificial neural network comprising layered connections. These 

connections evaluate and process input data to yield a desired output 

classification.
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he biopharma industry is increasingly 
realizing the potential of artificial 
intelligence (AI), machine learning 

(ML), and deep learning (DL) based technol-
ogies to improve the patient outcomes by 
deriving insights from real-world data gener-
ated during medical care. Such approaches are 
yielding insights into how to more effectively 
accomplish tasks that experienced profession-
als can sometimes perform intuitively based 
on experience, but that are hard to describe in 
a formal manner. While traditional statistical 
tests still have an important place in healthcare 
analytics, by helping infer the relationships 
between variables, ML models are increasingly 
valued for their ability to work with very large 
data sets and predictive accuracy. 

Recent studies illustrate compelling ap-
plications of AI/ML/DL for diagnosis, treat-
ment, disease management, and patient jour-
ney mapping in several non-communicable 
diseases, which are generally chronic diseases. 
As the COVID-19 pandemic takes hold in the 
United States, there are signs that these tech-
nologies may help in infectious diseases too.   
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widespread pain was best predicted by quality 
of sleep, perceived stress, anxiety, and three 
cytokines (IL-6, IL-10, and CXCL-8 [IL-8]), 
while severity of fibromyalgia is best predicted 
by stress, anxiety, and IL-10. 

Other studies have leveraged behavioral 
and emotional characteristics as indicators of 
fibromyalgia. One study, by Orru et al in Fron-
tiers in Medicine (2020), found that ML mod-
els achieved an overall accuracy higher than 
80% in detecting both patients with fibromy-
algia and healthy controls. This study analyzed 
the accuracy of the Toronto Alexithymia Scale, 
a measure to assess alexithymia, which is the 
inability to recognize emotions and their sub-
tleties and textures in fibromyalgia patients. 

These examples demonstrate the ways AI/
ML/DL can support more accurate and faster 
diagnosis of conditions that can severely im-
pair patients’ quality of life. In the future, 
AI-based diagnostic approaches could com-
plement physicians’ efforts, creating macro 
efficiencies in the healthcare system and signif-
icant quality-of-life benefits for patients.

Treatment
AI/ML/DL is also opening the door to more ef-
fective treatment options and better outcomes 
by predicting which treatment protocols are 
likely to succeed based on patient character-
istics, comorbid conditions, and treatment 
rationales. Recent studies show that different 
approaches to cluster and subgroup analysis 
can support more effective treatment choices 
in difficult to treat conditions, as illustrated 
by pain-related conditions, overactive bladder 
or erectile dysfunction.

One example is the use of ML to predict 
pain reduction outcomes for patients with 
painful diabetic peripheral neuropathy. Meth-
ods used in one study by Alexander et al in 
PLoS One (2018) included hierarchical cluster 
analysis, coarsened exact matching, regressions 
optimized using shrinking and penalty search 
algorithms, and microsimulation. According 
to the authors, “These analyses reinforced 
the predictive value of utilizing patient sub-
groups that reflect more complex patterns of 
fixed patient characteristics and ‘on-treatment’ 
variables that change over time.” Similarly, 
in another study, published by Rahman et al 
in Obstetrics & Gynecology (2020), an ML 
model was validated in predicting the likeli-
hood of anticholinergic treatment failure in 
patients with overactive bladder syndrome. 
Using an external validation data set, the 
model’s sensitivity was 80.4% and specificity 
was 77.4%. The model is available at https://
oabweb.herokuapp.com/app/pre/.

Use of neural networks, which learn tasks 
largely on their own by analyzing huge quan-
tities of data, can provide additional avenues 

for predicting treatment success. One analysis 
focused on erectile dysfunction (ED) and asso-
ciated risk factors in males aged 40 to‐70 years 
across the U.S., Italy, Brazil, and China. This 
study (by Goldstein et al, published in the In-
ternational Journal of Clinical Practice, 2019) 
identified natural clusters of male characteris-
tics per country, quantified ED dynamics in 
these profiles, and compared profiles. Clusters 
were mainly predicted by unhealthy behaviors, 
ED risk factors, and ED regardless of positive 
health characteristics/behaviors. The analy-
sis identified meaningful subgroups of men 
with heightened ED risk factors, which could 
help healthcare providers target interventions. 
These examples show the possibilities for mak-
ing effective treatment decisions and better 
manage patient treatment.

Disease Understanding  
and Management

Digital health management has offered 
long-held hope for extending clinical resources 
in understanding and managing NCDs by 
virtually connecting patients and healthcare 
providers through digital technology, such as 
mobile phone apps. Data from personal devices 
can be gathered to support optimization of 
just-in-time adaptive interventions to support 
positive health behaviors such as smoking ces-
sation. This use of technology can create a pos-
itive feedback loop: patients receiving timely, 
personalized support, engage more frequently 
with clinicians, thus generating more data, 
which in turn allows providers to employ the 
most appropriate intervention. 

For example, a subject who is trying to quit 
smoking might access coping strategies when 
experiencing strong cravings. While helpful, 
such pull interventions rely on a person to be 
aware and motivated. To address this chal-
lenge, a push approach can be helpful, using 
sensors and algorithms to decide when an 
intervention is needed, and what intervention 
might be most useful. In addition to distrac-
tion, for example, stress reduction might also 
be useful for quitters. One study, by Klasnja 
et al in Health Psychology (2015), used a mi-
cro-randomized trial (MRT) to determine the 
effects of different interventions delivered at 
different times. For example, it would be pos-
sible to measure whether quitters smoke less 
after delivery of a distraction exercise than oth-
erwise, and how contextual and psychosocial 
factors (such as location or level of busyness) 
moderate the observed changes in the efficacy 
of the intervention. For a multi-component 
intervention, the components can be random-
ized concurrently, making MRTs a form of a 
sequential factorial design. In a study lasting 
several weeks or months each person might be 

Technologies using AI, machine learning, and deep 
learning present a unique and powerful opportunity 
to enhance patient outcomes by deriving insights from 
real-world data generated during medical care. There 
are signs that these technologies may have a role in 
flattening the curve in the COVID-19 pandemic by 
helping to protect healthcare workers, prioritize care 
for vulnerable populations, and predict trends. Potential 
applications across therapeutic areas include diagnosis 
(for example, AI-based analysis of medical images), 
treatment (where novel approaches to cluster and 
subgroup analysis can support more choices based on 
patient characteristics, and neural networks can help 
predict treatment success), disease management (with 
digital technology to connect patients and healthcare 
providers, and help manage various conditions), and 
patient journey mapping. Use of smaller data sets 
for machine learning models is seeing growth, with 
potential to help additional enterprises develop AI 
strategies. But pharma companies often face barriers in 
terms of accessing the right data in a compliant manner. 
Specific challenges include accessing the right volume 
of data, improved data interoperability, and complying 
with data governance and privacy requirements. There 
remains a need for agreed regulatory approaches, 
operating models, and governance to enable further 
developments and additional research. The authors 
of this paper explore a selection of recent studies and 
examine the hurdles that researchers in industry and 
academia may need to overcome to fully realize the 
promise of AI/ML/DL for patients.  
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that have already been trained by supervised 
learning in other ways, without the need for 
additional supervised learning. These types of 
training models, requiring limited data, have 
the potential to help additional enterprises 
develop AI strategies.   

Common Data Model

Even with smaller data sets becoming more 
useful, the range of sources of data besides 
randomized controlled trials (RCTs), such as 
RWD as in the imaging and biomarker exam-
ples discussed earlier in this paper, still require 
a standard format across multiple data sets. 
Many networks are emerging using common 
data models (CDM) to solve for this need. 

One such network is the Observational 
Health Data Sciences and Informatics (OHDSI) 
program, a public initiative representing a 
network of research centers for standard an-
alytical methods and tools. It leverages the 
Observational Medical Outcomes Partnership 
(OMOP) common data model, enabling sys-
tematic analysis of its disparate observational 
databases, many of which have been created 
for different purposes and in different formats. 
The OHDSI network encompasses about 2 
billion de-identified patient records. Benefits 
of this initiative include the ability to: con-
duct faster and more reliable studies across 
datasets and data types; lower the costs of 
ownership, including understanding coding 
schemes, writing statistical programs across 
databases or developing software; and broaden 
data access via the OHDSI network and re-
mote multi-center database studies.

Data Privacy
Concerns remain over the privacy of protected 
health information (PHI). This can be achieved 
by de-identifying personal information using a 
risk-based approach to develop a high quality 
dataset for secondary use, such as analytics. 
These approaches use machine learning to 
determine the likelihood of patient re-identi-
fication, thus preserving as many critical data 
elements as possible to support rich insight, 
while still ensuring compliance. Examples 
are widespread, including conditions ranging 
from diabetes to gout to HIV. 

These capabilities are not easy to build. 
As a result, many biopharma companies are 
partnering with external experts to accelerate 
their AI/ML/DL efforts. Some of the most 
prominent recent examples include:
  Novartis has partnered with MIT, IBM 

Watson, Quantumblack, and Intel to ad-
vances its efforts in AI, including in clinical 
trials, drug discovery and patient analytics.

  Takeda also has partnered with MIT to de-
velop healthcare AI, with the goal of driving 

development and application of AI. The 
program aims to fund six to 10 ML research 
projects each year, with a focus on diagnosis, 
prediction of therapeutic response, biomark-
ers, process improvements, drug discovery, 
and trial optimization.

  Roche has partnered with Owkin, a French 
data science and AI firm, to accelerate drug 
discovery, drug development, and clinical 
trials, and with GNS Healthcare, a big data 
analytics company. Roche also bought Flat-
iron with the aim of using AI to advance 
oncology research and optimize patient care.

  GSK has partnerships with multiple AI 
firms, including Exscientia, BERG, Cloud 
Pharmaceuticals, and Insilico Medicine.

  Ten big pharma companies formed an AI 
partnership in Europe to share data to aid in 
drug discovery. The Machine Learning Led-
ger Orchestration for Drug Discovery (Mel-
loddy) project uses AI, including a block-
chain-based system, developed by Owkin. 

Conclusions

When it comes to AI/ML/DL, some bio-
pharma companies may still be asking, “Why 
build this set of data-driven capabilities?” 
The answer is that this is no longer optional. 
In fact Deloitte’s Second Annual Real-World 
Evidence (RWE) Benchmarking survey of bio-
pharma companies demonstrated significant 
commitment to leveraging ML with RWE. 
The survey indicated that 60% of companies 
currently use ML to analyze RWD with 95% 
saying they plan to implement a capability 
in the near future. The need to address the 
current COVID-19 pandemic — and work 
towards the goal of “flattening the curve” in 
the spread of infection — adds further urgency 
to these efforts. However, there remains a need 
for agreed regulatory approaches, operating 
models and governance to enable further de-
velopments and additional research. 

Whether biopharma partners build, ac-
quire, or outsource these activities, it is still 
a significant effort requiring rigor and careful 
planning. Recent additions to the literature 
show that the effort can make a meaningful 
difference to stakeholders across the healthcare 
system and that the intersection between AI/
ML/DL and digital health management pres-
ents a unique and powerful opportunity to 
enhance patient care. 

Note: The authors are employees of the Upjohn Divi-
sion of Pfizer Inc. The views expressed are their own 
and do not necessarily represent those of their employ-
ers. The authors thank Jill Dawson, Ph.D., and 
Elizabeth Powers, VP and Category Lead, Safety 
Evidence for Regulators, Real World Solutions, 
IQVIA, for writing and content development support.

randomized hundreds or thousands of times. 
The authors conclude that micro-randomized 
studies have the potential to optimize just-
in-time adaptive interventions, “enabling the 
creation of interventions that can effectively 
support individuals whenever and wherever 
they most need the support.” 

In the infectious diseases arena, AI may 
also have a role in curbing the COVID-19 
pandemic, by potentially helping to protect 
healthcare workers, as noted in an article in 
The Lancet Digital Health (April 1,2020); 
prioritize care for vulnerable populations, as 
mentioned in a report by Health IT Analytics 
(March 24, 2020); and predict trends.

Capability Requirements

AI/ML/DL approaches are rich with prom-
ises to help derive insights from real-world 
data such as administrative databases and reg-
istries. The healthcare industry is increasingly 
pursuing efforts to leverage AI/ML/DL to en-
hance disease understanding and the effective-
ness of their therapies. However, pharma often 
faces significant barriers in terms of accessing 
the right data in a compliant manner. Specific 
challenges include accessing the right volume 
of data, improved data interoperability, and 
complying with data governance and privacy 
requirements.

Adequate Big Data
Early machine learning tools required huge 
data sets to generate useful results, limiting 
the kinds of models that could be devised. 
Use of smaller data sets for machine learning 
models is seeing growth. While massive data 
sets allow for easy training, developers and 
researchers are using new techniques to mine 
and transfer data that allows for training on 
limited labeled information. Models for ma-
chine learning can be trained with small data 
sets using “few-shot” and “n-shot” approaches, 
as described by George Lawton in a Tech Tar-
get article (November 13, 2019) — both of 
which require expertise in DL architecture and 
mathematical formulations. Few-shot learning 
has potential to help clean and label data sets 
for ML models, and to grow more data. This 
ability to learn with limited labeled data 
could allow companies to make innovative 
use of large pools of otherwise unusable data. 
Few-shot approaches could reduce the need to 
amass large sets of the right data and to invest 
in the compute to train a model on those data-
sets — efforts that are challenging and costly. 

“Zero-shot” techniques are also being ex-
plored, with the ability to learn from related 
data or from descriptions of what to look for 
in the data – without the need for any desig-
nated data sets. These leverage DL networks 
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