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In this appendix we provide the full details of the calculations in the PDE model analysis section. To begin our non-dimensionalised system of equations is given by

\frac{\partial g}{\partial t} + \nabla \cdot (gv_g) - D \nabla \cdot [e^{-c} \nabla g] = -f_1(\rho)g + f_2(\rho)s, \hspace{1cm} (1a)

\frac{\partial s}{\partial t} + \nabla \cdot (sv_s) - D \nabla \cdot [De^{-c} \nabla s] = f_1(\rho)g - f_2(\rho)s, \hspace{1cm} (1b)

\frac{\partial c}{\partial t} = -\kappa c(x,t)\rho(x,t), \hspace{1cm} (1c)

with

\nu_g = -\nabla (Q_g \ast \rho) + De^{-c} (\nabla c - \gamma \rho \nabla \rho),

and

\nu_s = -\nabla (Q_s \ast \rho) + De^{-c} (\nabla c - \gamma \rho \nabla \rho),

with our specific functions given by

\begin{align*}
Q_g &= R_g e^{-\frac{|x|}{rs}} - A_g e^{-|x|}, Q_s &= R_s e^{-\frac{|x|}{rs}}, \\
f_1(\rho) &= \frac{\delta^*}{1 + \rho^2}, f_2(\rho) &= \frac{(pk)^2}{1 + (pk)^2}.
\end{align*}
We will define the total mass of locusts as

\[ M = \int \rho(x, t) \, dx, \]  
(2)

and the global gregarious mass fraction as

\[ \phi_g(t) = \frac{\int g(x, t) \, dx}{M}. \]  
(3)

We also define the local gregarious mass fraction as

\[ \psi_g(x, t) = \frac{g(x, t)}{\rho(x, t)}. \]  
(4)

It is possible to write \( s \) and \( g \) in terms of (4) as

\[ g = \psi_g(x, t)\rho(x, t) \text{ and } s = (1 - \psi_g(x, t))\rho(x, t). \]

**Density of gregarious groups**

By making a few simplifying assumptions we can estimate the maximum density and width of gregarious locusts in both the large and small mass limits in one dimension. To begin, our assumptions are \( c \) is constant and not depleting, there are minimal solitarious locusts present in the group (i.e. \( \rho \approx g \)), and the effect of phase transitions in the group is negligible (i.e. \( f_1(\rho)s = f_2(\rho)g = 0 \)). Finally, we will label the support of \( g \) as \( \Omega' \).

These assumptions give,

\[ \frac{\partial g}{\partial t} + \nabla \cdot (gv_g) = 0, \]

with

\[ v_g = -\nabla (Q_g \ast g) - De^{-\gamma}g \nabla g - De^{-\xi} \nabla \log(g). \]

We can then rewrite \( v_g \) as,

\[ v_g = -\nabla \left[ (Q_g \ast g) + \frac{De^{-\gamma}g}{2} + De^{-\xi} \log(g) \right]. \]
Which is a gradient flow of the form

\[ \frac{\partial g}{\partial t} = \nabla \cdot \left( g \nabla \left[ \frac{\delta E}{\delta g} \right] \right), \]

where

\[ E[g] = \int_{\Omega} \frac{1}{2} g[Q_g * g] + \frac{De^{-c\gamma}}{6} g^3 + De^{-c}(g \log(g) - g) \, dx, \tag{5} \]

with the minimisers satisfying

\[ \frac{\delta E}{\delta g} = (Q_g * g) + \frac{De^{-c\gamma}}{2} g^2 + De^{-c} \log(g) = \lambda. \]

Next, we will follow the work of \cite{1,3,4} and with a series of simplifying assumptions we consider the large mass limit and small mass limit in turn. For the two limits, while the support of \( g, \Omega' \), is infinite due to the linear diffusion the bulk of the mass is contained as a series of aggregations, we will approximate the support of an aggregation as \( \Omega \). We also note that \( \mathcal{E} \) becomes

\[ M = \int_{\Omega} \rho(x) \, dx = \int_{\Omega} g(x) \, dx. \]

**Large Mass Limit**

Beginning with \( \mathcal{E} \) we assume the following; \( g(x) \) is approximately rectangular, and for a single aggregation we assume that the support is far larger than the range of attraction of \( e^{-|x|} \). We thus make the approximation, \( e^{-|x|} \approx 2r \delta(x) \) (where \( \delta(x) \) is the Dirac delta function) to ensure that the volume of the integration is preserved, and therefore \( Q_g \approx 2 (R_g r_g - A_g) \delta(x) \). Next, as \( g \) is rectangular

\[ ||\Omega|| = \frac{M}{g}. \]

Substituting into \( \mathcal{E} \) we get

\[ E[g] = M \left( (R_g r_g - A_g) g + \frac{De^{-c\gamma}}{6} g^2 + De^{-c}(\log(g) - 1) \right). \]
We can then find
\[ \frac{dE}{dg} = M \left( (R_g r_g - A_g) + \frac{De^{-c\gamma}}{3} g + \frac{De^{-c}}{g} \right), \]
which has critical point at
\[ \frac{De^{-c\gamma}}{3} g^2 + (R_g r_g - A_g) g + De^{-c} = 0. \]
Thus
\[ g = \frac{3 \left( - (R_g r_g - A_g) \pm \sqrt{(R_g r_g - A_g)^2 - \frac{4(De^{-c})^2\gamma}{3}} \right)}{2De^{-c\gamma}}. \]
Based on numerical simulations we take only the positive root, then as the solution is constant
\[ \|g\|_{\infty} = \frac{3 \left( - (R_g r_g - A_g) + \sqrt{(R_g r_g - A_g)^2 - \frac{4(De^{-c})^2\gamma}{3}} \right)}{2De^{-c\gamma}}, \]
with support
\[ \|\Omega\| = \frac{2MD e^{-c\gamma}}{3 \left( - (R_g r_g - A_g) + \sqrt{(R_g r_g - A_g)^2 - \frac{4(De^{-c})^2\gamma}{3}} \right)}. \]

**Small Mass Limit**

Beginning with (5) and using the following simplifying assumptions; For a single aggregation we can approximate the social interaction potential using a Taylor expansion, \( e^{-|x|/\varphi} \approx 1 - \frac{|x|}{\varphi} \), and therefore \( Q_g \approx (R_g - A_g) - |x| \left( \frac{R_d}{r_g} - A_g \right) \).
Additionally, we will ignore the effect of linear diffusion within \( \Omega \), giving (5) as
\[ E[g] = \int_{\Omega} \frac{1}{2} g(Q_g \ast g) + \frac{De^{-c\gamma}}{6} g^3 \, dx. \]
Based on these assumptions we can find
\[ \frac{\delta E}{\delta g} = \left( (R_g - A_g) - |x| \left( \frac{R_d}{r_g} - A_g \right) \right) \ast g + \frac{De^{-c\gamma}}{2} g^2 = \lambda, \]
which becomes

\[(R_g - A_g)M - \left(\frac{R_g}{r_g} - A_g\right)(|x| \ast g) + \frac{De^{-c_\gamma}}{2}g^2 = \lambda.\]

We then exploit the property that \((|x|)_{xx} = 2\delta(x)\) and differentiate twice to obtain

\[-2 \left(\frac{R_g}{r_g} - A_g\right) g + \frac{De^{-c_\gamma}}{2}(g^2)_{xx} = 0.\]

Following [3] we place the maximum of \(g\) at the origin; this implies \(g_x(0) = 0\) and \(g(0) = ||g||_\infty\). We then let,

\[p = \frac{g}{||g||_\infty}, \text{ and } \zeta = \frac{x}{\sqrt{||g||_\infty}},\]

\[\text{giving,}\]

\[(p^2)_{\zeta\zeta} - 4 \left(\frac{R_g}{r_g} - A_g\right) p + \frac{De^{-c_\gamma}}{3}p^3 + c = 0.\]

We then multiply through by \((p^2)_{\zeta}\) and integrate to obtain,

\[2p^2(p)_{\zeta} - \frac{8 \left(\frac{R_g}{r_g} - A_g\right)}{3De^{-c_\gamma}}p^3 + c = 0.\]

Then applying the conditions at \(\zeta = 0\) we find,

\[2p^2(p)_{\zeta} - \frac{8 \left(\frac{R_g}{r_g} - A_g\right)}{3De^{-c_\gamma}}(p^3 - 1) = 0,\]

which can be simplified into,

\[p_{\zeta} = \sqrt{\frac{4 \left(\frac{R_g}{r_g} - A_g\right)}{3De^{-c_\gamma}}} \left(\frac{1}{p^2} - p\right).\]

Performing a separation of variables gives

\[d\zeta = \sqrt{\frac{3De^{-c_\gamma}}{4 \left(\frac{R_g}{r_g} - A_g\right)}} \frac{p \, dp}{\sqrt{1 - p^3}}.\]
We can then find the implicit solution,

\[
\zeta = \sqrt{\frac{3D e^{-c\gamma}}{4 \left( A_g - \frac{R_g}{r_g} \right)}} \int_0^1 p dp \sqrt{1 - p^3},
\]

As \( p \to 0, \zeta \to \frac{||\Omega||}{2\sqrt{||g||_\infty}} \), giving

\[
||\Omega|| = 2\sqrt{||g||_\infty} \sqrt{\frac{3D e^{-c\gamma}}{4 \left( A_g - \frac{R_g}{r_g} \right)}} \int_0^1 p dp \sqrt{1 - p^3},
\]

\[
= 2\sqrt{||g||_\infty} \sqrt{\frac{3D e^{-c\gamma}}{4 \left( A_g - \frac{R_g}{r_g} \right)}} \frac{1}{3} B \left( \frac{2}{3}, \frac{1}{2} \right),
\]

\[
= \sqrt{||g||_\infty} \frac{D e^{-c\gamma}}{3 \left( A_g - \frac{R_g}{r_g} \right)} B \left( \frac{2}{3}, \frac{1}{2} \right),
\]

(11)

where \( B \) is the \( \beta \)-function (for definition see [5], page 207). Next using the mass constraint,

\[
M = 2 \int_0^{||\Omega||} g(x) dx = 2 \int_{-||\Omega||}^0 g(x) dx,
\]

and substituting (9) we obtain

\[
M = 2||g||_\infty^\frac{1}{2} \int_{-||\Omega||}^0 p(\zeta) d\zeta,
\]

which using (10) becomes,

\[
M = ||g||_\infty^\frac{3}{2} \sqrt{\frac{3D e^{-c\gamma}}{4 \left( A_g - \frac{R_g}{r_g} \right)}} \int_0^1 p^2 dp \sqrt{1 - p^3},
\]

\[
= ||g||_\infty^\frac{3}{2} \sqrt{\frac{4D e^{-c\gamma}}{3 \left( A_g - \frac{R_g}{r_g} \right)}},
\]

(12)

Then using (11) and (12) we can find \( ||\Omega|| \) and \( ||g||_\infty \) in terms of \( M \), giving

\[
||g||_\infty = \sqrt{\frac{3M^2 \left( A_g - \frac{R_g}{r_g} \right)}{4D e^{-c\gamma}}},
\]

(13)
and

\[ \|\Omega\| = B \left( \frac{2}{3}, \frac{1}{2} \right) \sqrt{\frac{MD e^{-c \gamma}}{6 \left( A_g - \frac{R_g}{r_g} \right)}}. \]  

(14)

Linear stability analysis of homogeneous steady states

In order to gain insights into the conditions under which groups can form, we investigate the stability of spatially-homogeneous steady states. In this analysis we perturb the homogeneous steady states by adding a small amount of noise. We then find under what conditions the small perturbations grow and are likely to lead to groups. We begin by defining the homogeneous steady states of \( s \), \( g \), and \( c \), as \( \bar{s}, \bar{g} \), and \( \bar{c} \), with the total density given as \( \bar{\rho} = \bar{s} + \bar{g} \). We again assume that \( c \) does not deplete (i.e. \( \kappa = 0 \)). As we are assuming either an infinite or periodic domain, we must redefine the global gregarious mass fraction, \( \phi_g \), as

\[ \phi_g(t) = \frac{g(t)}{\rho(t)}. \]  

(15)

Let

\[ s = \bar{s} + \epsilon \tilde{s}, \ g = \bar{g} + \epsilon \tilde{g}, \ \text{and} \ c = \bar{c} + \epsilon \tilde{c}, \]

where \( \epsilon \ll 1 \), \( \tilde{\cdot} \) represents a homogeneous steady state and \( \epsilon \cdot \) represents a small perturbation. Naturally,

\[ \rho = \bar{\rho} + \epsilon \tilde{\rho} = \bar{s} + \bar{g} + \epsilon (\tilde{s} + \tilde{g}). \]

Substituting this into (1a), (1b), and (1c), performing a Taylor expansion on \( f_1(\bar{\rho} + \epsilon \tilde{\rho}) \), \( f_2(\bar{\rho} + \epsilon \tilde{\rho}) \) and \( De^{-c+\epsilon \tilde{c}} \), neglecting terms of \( O(\epsilon^2) \) and higher, and for notational convenience letting \( \tilde{D} = De^{-\bar{c}} \), gives

\[
\begin{bmatrix}
\frac{\partial}{\partial t} \tilde{s} \\
\frac{\partial}{\partial t} \tilde{g} \\
\frac{\partial}{\partial t} \tilde{c}
\end{bmatrix} = \begin{bmatrix}
-\tilde{s} \left[ -Q_s * \nabla^2 (\tilde{s} + \tilde{g}) + \tilde{D} \left( \nabla^2 \tilde{c} - \bar{\gamma} \rho \nabla^2 (\tilde{s} + \tilde{g}) \right) \right] + \tilde{D} \Delta (\tilde{s}) - \tilde{s} A + \tilde{g} B \\
-\tilde{g} \left[ -Q_g * \nabla^2 (\tilde{s} + \tilde{g}) + \tilde{D} \left( \nabla^2 \tilde{c} - \bar{\gamma} \rho \nabla^2 (\tilde{s} + \tilde{g}) \right) \right] + \tilde{D} \Delta (\tilde{g}) + \tilde{s} A - \tilde{g} B \\
0
\end{bmatrix},
\]

(16a)
where

\[A = f_2(\bar{\rho}) + f'_2(\bar{\rho}) \tilde{s} - f'_1(\bar{\rho}) \tilde{g},\]
\[B = f_1(\bar{\rho}) - f'_2(\bar{\rho}) \tilde{s} + f'_1(\bar{\rho}) \tilde{g}.
\]

We then perform a Fourier series expansion of \(\tilde{s}, \tilde{g},\) and \(\tilde{c},\)

\[\tilde{s} = \sum_k S_k(t)e^{ikx}, \quad \tilde{g} = \sum_k G_k(t)e^{ikx}, \quad \text{and} \quad \tilde{c} = \sum_k C_k(t)e^{ikx},\]

as well as taking the Fourier transform of \(Q_s\) and \(Q_g\) denoted as \(\hat{Q}_s\) and \(\hat{Q}_g\). This gives,

\[
\frac{\partial}{\partial t} \begin{bmatrix} S_k \\ G_k \\ C_k \end{bmatrix} = \begin{bmatrix}
-\hat{s}k^2 \left( \hat{Q}_s + \gamma \hat{D} \right) - \hat{k}^2 \hat{D} - A & -\hat{s}k^2 \left( \hat{Q}_s + \gamma \hat{D} \right) + B & \hat{D} \hat{s}k^2 \\
-\hat{g}k^2 \left( \hat{Q}_g + \gamma \hat{D} \right) + A & -\hat{g}k^2 \left( \hat{Q}_g + \gamma \hat{D} \right) - \hat{k}^2 \hat{D} - B & \hat{D} \hat{g}k^2 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix} S_k \\ G_k \\ C_k \end{bmatrix}.
\]

We find the eigenvalues of the coefficient matrix as

\[
\lambda_1 = -\hat{D} \hat{k}^2 - f_1(\bar{\rho}) - f_2(\bar{\rho}), \quad \lambda_2 = -\hat{D} \hat{k}^2 - \hat{g} \hat{k}^2 (\hat{D} \bar{\rho} \gamma + \hat{Q}_g) - \hat{s} \hat{k}^2 (\hat{D} \bar{\rho} \gamma + \hat{Q}_s), \quad \text{and} \quad \lambda_3 = 0.
\]

To determine the conditions under which the homogeneous steady state is unstable to small perturbations and thus likely to lead to aggregations, we need to find a \(\hat{k}\) such that \(\lambda_1, \lambda_2\) or \(\lambda_3\) is greater than 0. As \(f_1(\rho), f_2(\rho)\) are positive functions, \(\lambda_1 < 0 \forall \hat{k}\) and \(\lambda_3 = 0\). For \(\lambda_2\), we need,

\[-\hat{D} \hat{k}^2 - \hat{g} \hat{k}^2 (\hat{D} \bar{\rho} \gamma + \hat{Q}_g) - \hat{s} \hat{k}^2 (\hat{D} \bar{\rho} \gamma + \hat{Q}_s) > 0,
\]

\[-\hat{g} (\hat{D} \bar{\rho} \gamma + \hat{Q}_g) - \hat{s} (\hat{D} \bar{\rho} \gamma + \hat{Q}_s) > \hat{D}.
\]

Then by rewriting \(\tilde{s}\) and \(\tilde{g}\) in terms of the global gregarious mass fraction \([15]\) and the total density \(\bar{\rho}\) \([2]\),

\[\tilde{g} = \phi_g \bar{\rho}, \quad \text{and} \quad \tilde{s} = (1 - \phi_g) \bar{\rho}.
\]

This gives

\[-\phi_g \bar{\rho} (\hat{D} \bar{\rho} \gamma + \hat{Q}_g) - (1 - \phi_g) \bar{\rho} (\hat{D} \bar{\rho} \gamma + \hat{Q}_s) > \hat{D},
\]
where by taking $-\bar{\rho}$ as a common factor gives,

$$-\bar{\rho} \left[ \phi_g (\hat{D}\bar{\rho}\gamma + \hat{Q}_g) + (1 - \phi_g) (\hat{D}\bar{\rho}\gamma + \hat{Q}_s) \right] > \hat{D}. $$

Next, we re-arrange to make $\phi_g$ the object of the inequality to give

$$ \phi_g > \frac{\bar{\rho} + \hat{D}\bar{\rho}\gamma + \hat{Q}_s}{\hat{Q}_s - \hat{Q}_g}. \quad (16) $$

From this we can see that as the amount of available food increases the gregarious fraction required for group formation decreases. In addition as $\bar{\rho}$ increases the gregarious fraction required for group formation increasing suggesting an upper locust density in order to transition away from the homogeneous steady state.

For our specific functions $Q_g = R_g e^{-|x|/r} - A_g e^{-|x|}$ and $Q_s = R_s e^{-|x|/r}$, we begin by taking the one dimensional Fourier transforms of $Q_s$ and $Q_g$ using the following definition,

$$ \hat{f}(\hat{k}) = \int_{\mathbb{R}^n} f(x) e^{-i\hat{k} \cdot x} \, dx, $$

to get

$$ \hat{Q}_g = \frac{2R_g r_g}{1 + r_g^2 k^2} - \frac{2A_g}{1 + \hat{k}^2}, \quad \hat{Q}_s = \frac{2R_s r_s}{1 + r_s^2 k^2}. $$

As $Q_s$ and $-Q_g$ have a maximum value at $\hat{k} = 0$, we let $\hat{k} = 0$ and substitute into (16), which gives,

$$ \phi_g > \bar{\phi}_g = \frac{\bar{\rho} + \hat{D}\bar{\rho}\gamma + 2R_s r_s}{2A_g - 2R_g r_g + 2R_s r_s}. \quad (17) $$

From this we can find the maximum homogenous density, $\bar{\rho}$, that locust aggregations can still form. So taking (17) and substituting $\phi_g = 1$ gives,

$$ 1 = \frac{\bar{\rho} + \hat{D}\bar{\rho}\gamma + 2R_s r_s}{2A_g - 2R_g r_g + 2R_s r_s}. $$

Which gives

$$ \hat{D}\gamma \bar{\rho}^2 - 2(A_g - R_g r_g)\bar{\rho} + \hat{D} = 0, $$
and this has solutions
\[
\hat{\rho} = \left( A_g - R_g r_g \right) \pm \sqrt{\left( A_g - R_g r_g \right)^2 - (\hat{D})^2 \gamma} \approx \frac{2}{3} \|g\|_\infty,
\]
where \(\|g\|_\infty\) is given by \([6]\).

We also calculate if it is possible for a particular homogenous density of locusts to form a group by first calculating the homogeneous steady states of \(s\) and \(g\) using,

\[
\frac{\partial g}{\partial t} = -f_1(\hat{\rho}) g + f_2(\hat{\rho}) s.
\]

Then, rewriting \(s\) and \(g\) in terms of the gregarious mass fraction and solving for the steady state, we find

\[
\phi_g = \frac{f_2(\hat{\rho})}{f_1(\hat{\rho}) + f_2(\hat{\rho})}.
\]

By combining \([17]\) with \([17]\), we obtain an implicit condition for group formation as

\[
\frac{f_2(\hat{\rho})}{f_1(\hat{\rho}) + f_2(\hat{\rho})} \geq \frac{Dc^{-\epsilon} + Dc^{-\epsilon} \hat{\rho} \gamma + 2R_s r_s}{A_g - 2R_g r_g + 2R_s r_s}.
\]

In \([19]\), if the values on the left are not greater than those on the right then it is not possible for a great enough fraction of locusts to become gregarious and for instabilities to occur (and thus form a group). As the right hand sides dependency on locust density decreases as the amount of food increases (the \(Dc^{-\epsilon} \hat{\rho} \gamma\) term), we can deduce that the presence of food lowers the required density for group formation.

**Time dependent properties of homogeneous densities**

We also estimate time until group formation with homogeneous locust densities and a constant \(c\). By assuming that \(s\) and \(g\) are homogeneous we can ignore the spatial components of \([1a]\) and \([1b]\). We again denote the combined homogeneous locust density as \(\hat{\rho}\) however now \(\hat{\rho} = s(t) + g(t)\). Finally, assuming that \(g(0) = 0\), we find the homogeneous density of gregarious locusts as a function of time is given by

\[
g(t) = \frac{\hat{\rho} f_2(\hat{\rho})}{f_1(\hat{\rho}) + f_2(\hat{\rho})} \left( 1 - e^{-[f_1(\hat{\rho}) + f_2(\hat{\rho})]t} \right).
\]
Which we then solve for \( t^\ast \) such that \( g(t^\ast) = \hat{\phi}_g \rho \), where \( \hat{\phi}_g \) is given by (17). This gives an estimation for time of group formation as,

\[
t^\ast = \frac{-\ln \left( 1 - \frac{\phi_s(f_1(\rho) + f_2(\rho))}{f_1(\rho) + f_2(\rho)} \right)}{f_1(\rho) + f_2(\rho)}.
\]  (20)

Thus, as increasing food decreases the gregarious mass fraction required for group formation it follows that it also decreases the time required for group formation.

**Center of mass**

Another property of the model to be investigated is how the center of mass for the locusts behaves. For a single population with diffusive terms it has been shown that the center of mass is conserved [1]. Here, we consider how the total population of locusts behaves with a constant food source, i.e. \( c(x, t) \) is constant in space and time. We assume that our domain is \( \Omega' = \mathbb{R}^n \) with \( \rho(x, t) \to 0 \) at infinity and a bounded mass \( M \).

Finally, \( Q_s \) and \( Q_g \) are symmetric. To begin, we add (1a) and (1b), and let \( \hat{D} = D e^{-c} \), to obtain,

\[
\frac{\partial (g + s)}{\partial t} + \nabla \cdot (g v_g + s v_s) - \hat{D} \nabla \cdot [\nabla (g + s)] = 0.
\]

where

\[
v_g = -\nabla(Q_g \ast \rho) + \hat{D} (\nabla c - \gamma \rho \nabla \rho),
\]

and

\[
v_s = -\nabla(Q_s \ast \rho) + \hat{D} (\nabla c - \gamma \rho \nabla \rho).
\]

Then rewriting the equations in terms of the local gregarious mass fraction [1], we obtain

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot ((v_g (1 - \psi_g) + v_s \psi_g) \rho) - \hat{D} \nabla \cdot [\nabla \rho] = 0.
\]

Next, we expand \( v_g \) and \( v_s \) to get,

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot \left[ -\nabla(Q_s \ast \rho) \rho + \nabla(Q_s \ast \rho) \psi_g \rho - \nabla(Q_g \ast \rho) \psi_g \rho - \gamma \hat{D} \rho \nabla \rho - \hat{D} \nabla \rho \right].
\]
We now look at the behaviour of the center of mass. For notational simplicity we let
\[ (a, b) = \int_{\Omega} ab \, dx. \]

Then, (2) can be written as,
\[ M = \langle \rho, 1 \rangle, \]
and the center of mass, \( C \), of \( \rho \), can be found as
\[ C = \frac{1}{M} \langle \rho, x \rangle. \]

To see if the center of mass is conserved, we evaluate
\[ M \frac{\partial C}{\partial t} = \langle \frac{\partial \rho}{\partial t}, x \rangle, \]
\[ = \langle - \nabla \cdot [- \nabla (Q_s \ast \rho) + \nabla (Q_s \ast \rho) \psi_g \rho - \nabla (Q_g \ast \rho) \psi_g \rho - \gamma \hat{D} \rho^2 \nabla \rho - \hat{D} \nabla \rho], x \rangle, \]
\[ = \langle - \nabla (Q_s \ast \rho) \rho + \nabla (Q_s \ast \rho) \psi_g \rho - \nabla (Q_g \ast \rho) \psi_g \rho - \gamma \hat{D} \rho^2 \nabla \rho - \hat{D} \nabla \rho, 1 \rangle, \]
\[ = \langle - \nabla (Q_s \ast \rho), \rho \rangle + \langle \nabla (Q_s \ast \rho), \psi_g \rho \rangle - \langle \nabla (Q_g \ast \rho), \psi_g \rho \rangle - \langle \gamma \hat{D} \rho^2 \nabla \rho, 1 \rangle - \langle \hat{D} \nabla \rho, 1 \rangle. \]

Starting with the diffusion terms, we get
\[ - \langle \hat{D} \nabla \rho, 1 \rangle - \langle \gamma \hat{D} \rho^2 \nabla \rho, 1 \rangle = - \langle \hat{D} \nabla \rho, 1 \rangle - \langle \gamma \hat{D} \frac{\rho^3}{3}, 1 \rangle, \]
\[ = - \langle \gamma \hat{D} \frac{\rho^3}{3}, 0 \rangle - \langle \hat{D} \rho, 0 \rangle, \]
\[ = 0. \]

This gives
\[ M \frac{\partial C}{\partial t} = \langle - \nabla (Q_s \ast \rho), \rho \rangle + \langle \nabla (Q_s \ast \rho), \psi_g \rho \rangle - \langle \nabla (Q_g \ast \rho), \psi_g \rho \rangle. \]
Then using integration by parts we find

\[ M \frac{\partial C}{\partial t} = \langle Q_s \ast \rho, \nabla(\rho) \rangle - \langle Q_s \ast \rho, \nabla(\psi_g \rho) \rangle + \langle Q_g \ast \rho, \nabla(\psi_g \rho) \rangle. \]  

(21)

However, using properties of convolutions, specifically

\[ \nabla(Q_s \ast \rho) = \nabla(Q_s) \ast \rho = Q_s \ast \nabla(\rho) \]

and the assumption \( Q_s \) and \( Q_g \) are symmetric, we find

\[ M \frac{\partial C}{\partial t} = -\langle \nabla(Q_s) \ast \rho, \rho \rangle + \langle \nabla(Q_s) \ast \rho, \psi_g \rho \rangle - \langle \nabla(Q_g) \ast \rho, \psi_g \rho \rangle, \]

(22)

Summing (21) and (22) we get

\[ 2M \frac{\partial C}{\partial t} = \langle Q_s \ast \rho, \nabla(\rho) \rangle - \langle Q_s \ast \rho, \nabla(\psi_g \rho) \rangle + \langle Q_g \ast \rho, \nabla(\psi_g \rho) \rangle - \langle Q_s \ast \rho, \nabla(\rho) \rangle + \langle Q_s \ast \rho, \nabla(\psi_g \rho) \rangle - \langle Q_g \ast \rho, \nabla(\psi_g \rho) \rangle. \]

Thus,

\[ \frac{\partial C}{\partial t} = 0. \]

From this we can conclude that in absence of other movement mechanisms (such as alignment) the center of mass of locusts would only move due to food sources.
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