S2 Information

Modification of the global CNM to intensify expansion of searchable areas

In this study, we assumed that the essential dynamic properties of a system of interest could be observed in the simulation results using multiple parameter sets within the allowable parameter space. To securely extract the essential features of the system behaviors, it is necessary to acquire multiple parameter sets covering the entire allowable space. Thus, we used the global CNM proposed by Aoki et al. as the basement algorithm (1). Global CNM consists of two stages. In the first stage (CNM stage), the gradient of the objective function is approximated by a hyperplane fitted to the objective function values, calculated with the “cluster” of parameter sets, in place of individual tangential planes. Subsequently, the cluster of parameter sets is shifted along the hyperplane, and the subroutine is iterated until convergence. In the later stage, each parameter set is individually optimized using a quasi-Newton method with a modification to expand the searchable area. This two-stage approach is directly applicable in cases where the shape of the solution space is not complicated. However, we often faced divergence during the optimization using CNM or usual quasi-Newton methods presumably owing to the complexity of our joint objective function with the biological system models used in this study. Thus, we modified the global CNM as follows. In the first stage, rather than performing multiple iterations until strict convergence, we collected the parameter sets that satisfied moderate conditions from the cluster of parameter sets at each step and iterated until the number of collected parameter sets reached the preset number (Fig. S2A). This modification helped avoid non-convergence or excess computing costs owing to excessive iteration steps. In the later stage (globalization stage) of the original global CNM, each parameter set is separately optimized by a modified Broyden’s method, which is a type of quasi-Newton method. In the earlier iteration cycles, the direction of shift at each iteration step was determined by the direction calculated using the approximated Hessian matrix of the
objective function as usual. In the later iteration cycles when the value of the objective function
nears optimal, the direction of the shift is modified by adding random noise perpendicular to
the Hessian matrix-based direction. However, the expanding effect of this modification was
insufficient in cases where the shape of the allowable parameter space was complicated, as this
implementation did not find an entire solution space in some problems. Therefore, we further
modified the globalization stage as follows. Once a converged parameter set was obtained by
the modified quasi-Newton method, stochastic noises were added to the obtained parameter set
to become more distant from the initial parameter set (see Step 3 in “Entire algorithm of
TEAPS”). Then, using the noise-added parameter set as the initial parameter set, optimization
using the modified quasi-Newton method was performed again. By repeating these noise
addition and optimization cycles, we can expect the distribution of the parameter sets to spread
more widely (Fig. S2B). In addition to this expanding procedure, we changed the basement
quasi-Newton method to the limited memory-BFGS (L-BFGS) method in the globalization
stage to handle large-scale models with low memory.
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