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1. Basic assumptions

1.1 Assumptions of the network

1. We include IL-2, IL-4, IL-6, IL-10, IFN-γ, TNF-α in our model for they play different roles during infection. IL-2 has pleiotropic effects in T cell activation, as it both stimulates proliferation of conventional T cells and maintain Treg cells homeostasis1,2. IL-4 mediates Th2 differentiation and stimulates Ab production3. IL-6 is the major inflammatory cytokine in COVID patients4. IL-10 is an immunosuppressive cytokine that contains excessive inflammation5. TNF-α is a pleiotropic cytokine and we include it into our model for its pro-inflammatory effects6. IFN-γ is primarily secreted by CD4+ and CD8+ T cells and NK cells, and activates the pro-inflammatory, cytotoxic, and antigen-presentation response in macrophages7,8. While other cytokines also play important roles in the immune system, we do not include them in our network for overlapping functions and lack of reference in our clinical data. In particular, we do not include IFN-I for its significantly weakened role in SARS-CoV-2 infection (main text).

2. We take APC to be two states: antigen-loaded APC, APC1, which executes antigen presentation, inflammation and effector functions, and APC not loaded up, APCu, which mainly perform effector functions, and will be loaded upon antigen activation.

3. We consider the immunosuppressive function of Treg cells by two-fold: secretion of inhibitory cytokines like IL-10 and TGF-β, and a direct contact-dependent inhibitory effect. Other parts of Treg functions are omitted, including the role of CTLA-4 in inhibiting the antigen-presentation process and the role of CD25 extensively expressed on the surface of Treg cells that robs IL-2 from other lymphocytes.

4. We combine the functionally similar parts together, e.g. DC and MΦ are defined together as APC, IL-10 and TGF-β are also defined together.

5. We do not consider the effects of the hypothalamic-pituitary-adrenal (HPA) axis on the immune system, where secretion of cortisol inhibits body’s immune response.
and serves as an underlying factor for lymphopenia.

6. Multiple models regarding immune memory formation have been formulated. Here we adopt the linear development model for memory T cells and memory B cells where we assume low antigen level (low APC\(^i\)) promotes memory cell differentiation from effector cells.

1.2 Basic assumptions of the ODE model

1. We focus on the host immune response in lung and nearby draining lymph nodes (lung area).

2. With reference to the clinical data of serum cytokine level, we assume the cytokine level in lung area to be 10 times that of peripheral blood data. Change of this ratio does not affect the results of our model.

3. During Latin hypercube sampling, we assume virulence-related parameters (viral infectivity \(k_{\text{infect}}\), target cell abundance \([H]_0\), burst size \(N_1\) and the dying rate of infected cells \(d_{\text{ff}}\)) to be the same among the population, as to provide a reference for the level of \(\varepsilon\) value and take initial viral load to be \(10^4\)/mL.

4. IL-6 is selected as the key indicator of inflammation\(^9,10\).

5. The activation and differentiation processes of CD4\(^+\) and CD8\(^+\) T cells are highly TCR-dependent and the antigen-specific naïve T cells normally takes up \(10^{-4}\) of the total T cell repertoire\(^11\), thus we assume the SARS-CoV-2-specific naïve T cells change with the course of infection. On contrary, APCs, NKs and neutrophils are Ag-independent, and B lymphocytes undergo somatic hyper-mutation and affinity maturation during infection, we assume their pools to be sufficient and remain constant over time.

6. We assume the decay rate of cytokines to be constant, made up of the uptake process by immune cells and degradation.

7. We use Hill function with low power (\(n = 2\)) to describe the complex process of antigen presenting by APC. Similarly, immune cell activation/inhibition by cytokines and other immune cells are formulated as Hill function with \(n = 1\). For
the sake of simplicity, we assume other cell-cell interactions are linear.

1.3 IFN-1 in SARS-CoV-2 infection

One of IFN-1’s function is to protect target cells from further infection. In the experiments by Sheahan et al.\textsuperscript{12} and analysis by Jenner et al.\textsuperscript{13}, the half-effect dosage of IFN-β to inhibit viral production and infection capacity of MERS in Calu3 cells is 625 pg/mL. IFN-β level in groups of cohorts have been reported to range between 1 pg/mL and 15 pg/mL in COVID patients’ serum.\textsuperscript{14,15} If we assume the cytokine concentration in peripheral blood is 10-times lower than in lung area (consistent with our estimation of other cytokines), IFN-β is still far below the working concentration. Moreover, IFN-β and IFN-α2 protection of Calu3 cell viability against SARS-CoV-2 infection have both been estimated to have a half-effect dosage above $0.01 \, \mu g/mL$, which translates into $\sim 10^4 \, pg/mL$. The half-effect dosage of IFN-α2 to inhibit SARS-CoV-2 replication is 14532 pg/mL in VeroE6 cells.\textsuperscript{17} In contrast, clinical observations range from $1 - 100 \, pg/mL$, covering different extent of disease severity. Again, if we factor in the 10-fold difference between peripheral blood and lung area, the IFN-α2 titer is still below the working concentration. We therefore argue that even if there is a difference in IFN-I level across the spectrum of infection severity, it may not contribute significantly to the disease progress, for it is below the working concentration.

To back up our reasoning, we assess the effect of IFN-I production on COVID patients symptoms using a modified version of the model. We consider IFN-I effects in three-fold: limiting the generation of productive infected cells, promoting the antiviral and inflammatory functions of antigen-presenting cells, and promoting the functioning of NK cells (Section 2.4).

Here we consider the effect of IFN-α2, set $K_{IFN-I} = 14532 \, pg/mL$, and test the effect it has to the immune dynamics across the four modes. We tested the IFN-I level in lung area as high (1000 pg/mL), medium (300 pg/mL) and low (0 pg/mL), as according to the physiological range of COVID patients. As shown in Figure S11, the difference in IFN-I level results in minimal changes in the immune dynamics, as it’s
below the half-effect concentration. Therefore, we do not consider INF-I’s effect in the
model.

2. The Ordinary Differential Equation Model

2.1 T cell activation dynamics

Upon activation, CD4+ and CD8+ T cells are activated, undergoes limited
generations of expansion, and differentiate into effector T cells. For CD4+ T cells, they
are estimated to expand for 9 times, with 10 hours per generation. For CD8+ T cells,
the numbers are 15~20 times and 6~8 hours per generation21. While a linear model22
for exponential growth and contraction fits great to experimental data, the model tends
to diverge during our sample parameterization. For the sake of simplicity, we estimate
the burst size of activated CD4+ T cell and CD8+ T cells (2^{11} and 2^{12}), and assume they
differentiate into activated CD4+ and CD8+ T cells with average rates of 2^{11}/(11×10
hrs) and 2^{12}/(12×6 hrs), respectively.

2.2 Immune efficacy and derivation of $R_t$

Model’s reproductive number $R_t \equiv \frac{N_1 d_{eff} k_{infect} [H]}{(\epsilon_c + \epsilon_v) \epsilon_k}$ quantifies the strength of
immune response as $\epsilon(t) \equiv \epsilon_c(t) \cdot \epsilon_v(t)$. When viral load is comparatively large
$[nCoV]/K_m \to +\infty$, the mucosal term $\epsilon_v(t) \equiv d_v \frac{1}{K_m + [nCoV]}$ goes to 0.

The immune efficacy is the numerical product of the killing and clearing effects by
multiple innate and adaptive immune elements. As both immune arms actively
participate in the killing of infected cells and clearance of virus particles, we denote
innate immunity killing as $\epsilon_k^i \equiv f_{\text{Ant}^I} k_1^{\text{kill}} [APC^I] + f_{\text{Ant}^I} k_2^{\text{kill}} [APC^u] +$
$f_{\text{eff}^I} k_3^{\text{kill}} [NK]$ , innate immunity clearance as $\epsilon_k^l \equiv f_{\text{Ant}^I} k_1^{\text{clear}} [APC^I] +$
$f_{\text{Ant}^I} k_2^{\text{clear}} [APC^u] + k_3^{\text{clear}} [Neut]$, cellular immunity killing as $\epsilon_k^c \equiv k_4^{\text{kill}} [CTL] +$
$k_5^{\text{kill}} [CD8 + T_M]$ and humoral immunity clearance as $\epsilon_k^a \equiv k_4^{\text{clear}} A [Ab]$. The immune
efficacy, by definition, is $\epsilon = (\epsilon_k^i + \epsilon_k^a + d_{if})(\epsilon_k^i + \epsilon_k^a)$. Thus theoretically it can be dissected into innate immunity $\epsilon_i = (\epsilon_k^i + d_{if})$ and adaptive immunity $\epsilon_a = \epsilon - \epsilon_i = \epsilon_{aa} + \epsilon_{ai}$, where $\epsilon_{aa} = (\epsilon_k^a + d_{if})\epsilon_k^a$ is the pure cooperation between T cell and antibody, and $\epsilon_{ai} = \epsilon_k^i\epsilon_k^a + \epsilon_k^a\epsilon_k^a$ is the cooperation between adaptive immune elements with innate immunity.

When assuming viral load at pseudo steady state, we can also derive $R_t$ but with more steps. Since virus dynamics usually have faster timescales and viral load is usually taken as the fast variable, we assumed $\frac{d[nCoV]}{dt} = 0$ and have the relation that $[nCoV] = \frac{N_t^d_{if}}{\epsilon_c + \epsilon_v}[If]$. Substituting the relation into the equation of $[If]$, we have

$$\frac{d[If]}{dt} = k_{infect}[nCoV][H] - \epsilon_k[If] = \epsilon_k(R_t - 1)[If]$$

The infected cell reproductive number is $R_t = \frac{\gamma}{\epsilon_k(\epsilon_c + \epsilon_v)[H]_0}$, same as the viral reproduction number). According to previous work, next step is to substitute $[nCoV]$ in above equation and obtain viral load equation. However, in our model, since $\epsilon_c$ and $\epsilon_v$ are time-dependent, the left side $\frac{d[If]}{dt}$ is not equal to $\frac{d[nCoV]}{dt}$ and we could not directly obtain viral load equation. One possible way is assuming $\epsilon_c$ and $\epsilon_v$ at pseudo steady states. Then, we have

$$\frac{d[nCoV]}{dt} = \epsilon_k(R_t - 1)[nCoV]$$

where $R_t$ is now denoted as the viral reproduction number.

2.3 CD8+T supply affects the recovery process of mode 4

Since the effector T cells are supplied by the activated T cells that are only differentiated from the naïve and memory T cells in the model,
\[
\frac{d[CD8^\text{T}]_A}{dt} = A_{CD8} \left(1 + h_{IL-2}^{CD8} \frac{[IL-2]}{K_{\text{I}} + [IL-2]} \right) \left(\frac{2^{\gamma_1}}{t_{CD8}^\gamma} k_{\text{naive}}^{CD8}[CD8^\text{T}]_N + \frac{2^{\gamma_2}}{t_{CD8}^\gamma} k_{\text{mem}}^{CD8}[CD8^\text{T}]_M \right) \\
-k_{\text{CTL}}[CD8^\text{T}]_A - \frac{k_{\text{mem}}^{CD8}}{K_{\text{mem}}^{CD8} + [APC]^2}[CD8^\text{T}]_A - d_{\text{Treg}}^{CD8}[Treg]^a[CD8^\text{T}]_A
\]

we define the CD8+ T supply flux,

\[
J_{S,CD8} = \frac{2^{\gamma_1}}{t_{CD8}^\gamma} k_{\text{naive}}^{CD8}[CD8^\text{T}]_N + \frac{2^{\gamma_2}}{t_{CD8}^\gamma} k_{\text{mem}}^{CD8}[CD8^\text{T}]_M .
\]

Among the four typical modes of SARS-CoV-2 infection, CD8+ T cell supply fluxes of mode 4 are significantly lower than the supply fluxes of other 3 modes (Figure S3A). It indicates that the insufficient supply is one of the key reasons for cytokine storm and persistent infection for mode 4. 1) At early stage, low T cell supply results in slow and weak CTL response, and thus the host suffer higher extent infection and cytokine storm; 2) At late stage, the exhausted T supply contributes to the lower CTL level, and finally the insufficient immune efficacy to clear the virus.

To further understand the role of T cell exhaustion in mode 4, we categorize the mode 4 patient into mode 4.1 and mode 4.2 by the change of CD8+ T supply flux in Figure S3B,

\[
\Delta J_{S,CD8} = J_{S,CD8}(t = t_T) - J_{S,CD8}(t = 0) \rightarrow \begin{cases} > 0, \text{mode 4.1} \\ \leq 0, \text{mode 4.2} \end{cases}
\]

where the CD8+ T cell exhaustion is defined as \(\Delta J_{S,CD8} \leq 0\), and \(t_T\) is day 50 of infection simulation (\(t_T = 50\) days in this section).

The level of antigen presentation (APC\(^i\)), indeed, determines the exhaustion of CD8+ T cell in mode 4 (Figure S3C). For mode 4.2, although the higher antigen signal (APC\(^i\)) stimulates quick and strong T cell response at early stage, it drains the pool (naïve T cell) rapidly and suppresses the production (memory cell differentiation) of T supply. After cellular response peak in week 2, the exhaustion of CD8+ T cell induces weak CTL response. Therefore, at late stage, the immune efficacy is inadequate to clear viruses, and mode 4.2 suffers from persistent infection. However, although mode 4.1 shows sufficient T supply strengthening the immune efficacy to kill infected cells, the slow innate response (APC) leads to weakened humoral response, and thus causes a
2.4 Ordinary differential equations of the immune system against SARS-CoV-2 infection

Based on the main assumptions in section 1, we integrated the immune response network into a set of 32-variable ordinary differential equations as following. The equations in black are used for generating all the results except for Figure S11, S12, S13, and S14. The terms in red are related to the drug treatments and are only added in the equations when simulating treatment effect. For example: $\alpha$ stands for the effect of antiviral drugs in reducing viral production and $k^\text{clear}_2 [Ab]_{ex} [nCoV]$ stands for the treatment with monoclonal antibodies.

Viral infection module:

$$\frac{d[nCoV]}{dt} = \alpha N_1 d_{If} [If] - \left( f^{APC} k^\text{clear}_1 [APC^c] + f^{APC} k^\text{clear}_2 [APC^u] + k^\text{clear}_3 [Neut] + k^\text{clear}_4 [A] + \right. + k^\text{clear}_5 [CD^+T_M] ) [If] - d_{If} [If] \right) \tag{1}$$

$$\frac{d[H]}{dt} = r_H \left( \frac{K_{IFN-I}}{[IFN-I] + K_{IFN-I}} \right) k_{infect} [nCoV] [H] - d_H [H] \tag{2}$$

$$\epsilon = \epsilon_c (\epsilon_c + \epsilon_v) \tag{3}$$

$$\epsilon_c = d_v \frac{1}{K_m + [nCoV]} \tag{4}$$

$$\epsilon_v = f^{APC} k^\text{clear}_1 [APC^c] + f^{APC} k^\text{clear}_2 [APC^u] + k^\text{clear}_3 [Neut] + k^\text{clear}_4 [A] + \tag{5}$$

$$\epsilon_f = f^{APC} k_{IfI} [APC^c] + f^{APC} k_{IfI} [APC^u] + f_{efff} k_{IfI} [NK] + k_{IfI} [CTL] + k_{IfI} [CD^+T_M] + d_{If} \tag{6}$$

$$\frac{d[D]}{dt} = \left( f^{APC} k^\text{clear}_1 [APC^c] + f^{APC} k^\text{clear}_2 [APC^u] + f_{efff} k_{IfI} [NK] + k_{IfI} [CTL] + k_{IfI} [CD^+T_M] \right) [If] + d_{If} [If] \tag{7}$$

$$d_{If} [D] \tag{8}$$

$$d_A = m [B_{GC}] \frac{[IFN]}{K_m^{[IFN]} + [IFN]} (1 - A) \tag{9}$$

$$f_{inf}^{APC} = 1 + h^{APC} \frac{[IFN-y]}{K_i^{[IFN-y]} + [IFN-y]} + h^{APC} \frac{[TNF-a]}{K_i^{[TNF-a]} + [TNF-a]} + h^{APC} \frac{[D]}{K_i^{[D]} + [D]} + h^{APC} \frac{[IFN-I]}{K_i^{[IFN-I]} + [IFN-I]} \tag{10}$$
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\[
\begin{align*}
    f_{\text{APC}}^{\text{APC}} &= 1 + h_{\text{APC}}^{\text{IFN}} \frac{[\text{IFN} - \gamma]}{K_1^{\text{APC}} + [\text{IFN} - \gamma]} + h_{\text{APC}}^{\text{IFN}} \frac{[\text{IFN} - 1]}{[\text{IFN} - 1] + K_{\text{IFN}}}, \\
    f_{\text{NK}}^{\text{NK}} &= 1 + h_{\text{NK}}^{\text{IL}} \frac{[\text{IL} - 2]}{K_1^{\text{IL}} + [\text{IL} - 2]} + h_{\text{NK}}^{\text{IFN}} \frac{[\text{IFN} - 1]}{[\text{IFN} - 1] + K_{\text{IFN}}}
\end{align*}
\]

**White Blood Cell dynamics:**

\[
\frac{d[\text{APC}]}{dt} = \left( k_{\text{APC}}^{\text{APC}} + k_{\text{APC}}^{\text{NK}} \right) [\text{APC}] - d_{\text{APC}} [\text{Treg}] - d_{\text{APC}} [\text{APC}^+],
\]

\[
\frac{d[NK]}{dt} = \left( k_{\text{NK}}^{\text{NK}} + k_{\text{APC}}^{\text{NK}} \right) [\text{NK}] - d_{\text{NK}} [\text{NK}],
\]

\[
\frac{d[\text{Neut}]}{dt} = k_{\text{Neut}}^{\text{Neut}} \frac{[\text{IL}]}{K_1^{\text{IL}} + [\text{IL}]},
\]

\[
\frac{d[CD4^+T]}{dt} = -k_{\text{CD4}}^{\text{APC}} A_{\text{CD4}} [CD4^+T_N],
\]

\[
\frac{d[CD4^+T_A]}{dt} = A_{\text{CD4}} \left( 1 + h_{\text{CD4}}^{\text{IL}} \frac{[\text{IL} - 2]}{K_2^{\text{IL}} + [\text{IL} - 2]} \right) - \left( k_{\text{APC}}^{\text{Treg}} + k_{\text{CD4}}^{\text{Treg}} \right) [\text{Treg}],
\]

\[
\frac{d[\text{Th1}]}{dt} = k_{\text{Th1}} [CD4^+T_A] - d_{\text{CD4}} [\text{Treg}] [\text{Th1}],
\]

\[
\frac{d[\text{Th2}]}{dt} = k_{\text{Th2}} [CD4^+T_A] - d_{\text{CD4}} [\text{Treg}] [\text{Th2}],
\]

\[
\frac{d[\text{Th17}]}{dt} = k_{\text{Th17}} [CD4^+T_A] - d_{\text{CD4}} [\text{Treg}] [\text{Th17}],
\]

\[
\frac{d[CD4^+T_M]}{dt} = k_{\text{CD4}}^{\text{mem}} \frac{K_2^{\text{mem}}}{K_2^{\text{mem}} + [\text{APC}^+]},
\]

\[
\frac{d[CD8^+T]}{dt} = -k_{\text{CD8}}^{\text{APC}} A_{\text{CD8}} [CD8^+T_N],
\]

\[
\frac{d[CD8^+T_A]}{dt} = A_{\text{CD8}} \left( 1 + h_{\text{CD8}}^{\text{IL}} \frac{[\text{IL} - 2]}{K_5^{\text{IL}} + [\text{IL} - 2]} \right) - k_{\text{Th1}} [CD8^+T_A] - d_{\text{CD8}} [\text{Treg}] [CD8^+T_A],
\]
\[
\frac{d\text{CTL}}{dt} = k_{\text{CTL}} \cdot (CDB8^+T_A) - \frac{k_{\text{kill}}}{N_{\text{ex}}} \cdot \text{CTL}[I] - d_{\text{CTL}} \cdot \text{CTL} - d_{\text{lymph}} \cdot \text{CTL} \tag{21}
\]

\[
\frac{d(CDB8^+T_A)}{dt} = k_{\text{mem}} \cdot \frac{k_{\text{mem}}}{N_{\text{mem}}^+ \cdot [APC]} \cdot (CDB8^+T_A) - d_{\text{CTL}} \cdot (CDB8^+T_A) - d_{\text{lymph}} \cdot (CDB8^+T_A) \tag{22}
\]

\[
\frac{d[B_{GC}]}{dt} = A_B \left( \frac{k_{\text{GC haute}}[B_0] + k_{\text{mem}}[B_M] + \tau_{GC} \cdot \frac{[Tfh]}{K_{\text{K_tfh}} + [Tfh]} \cdot [B_{GC}]}{1 + \frac{[B_{GC}]}{K_{GC}}} \right) - d_{\text{GC}} \cdot [B_{GC}] - d_{\text{lymph}} \cdot [B_{GC}] \tag{23}
\]

\[
\frac{d[P]}{dt} = k_{PB} \cdot [P] \cdot [B_{GC}] - d_{PB} \cdot [P] - d_{\text{lymph}} \cdot [P] \tag{24}
\]

\[
\frac{d[B_M]}{dt} = k_{BM} \cdot [B_{GC}] - k_{\text{mem}} \cdot [B_M] - d_{BM} \cdot [B_M] \tag{25}
\]

\[
A_{CD8} = f_{\text{Antiv}} \cdot \frac{\text{[APC]}^2}{K_{\text{Antiv}} + \text{[APC]}^2}, \quad A_{CD8} = f_{\text{Antiv}} \cdot \frac{\text{[APC]}^2}{K_{\text{CD8}^+} + \text{[APC]}^2}, \quad A_B = f_{\text{Antiv}} \cdot \frac{\text{[APC]}^2}{K_{\text{Antiv}} + \text{[APC]}^2}
\]

\[
k_{TH1} = k_{TH1}^{CD8} \left( 1 + h_{TH1}^{IFN\gamma} \frac{[IFN\gamma]}{K_2^{IFN\gamma}} \right) \frac{k_{IL-4}^{IL-4} + [IL-4]}{K_1^{IL-4} + [IL-4]} \tag{26}
\]

\[
k_{TH2} = k_{TH2}^{CD8} \left( 1 + h_{TH2}^{IL-4} \frac{[IL-4]}{K_3^{IL-4}} \right) \frac{k_{IFN\gamma}^{IFN\gamma} + [IFN\gamma]}{K_4^{IFN\gamma} + [IFN\gamma]} \tag{27}
\]

\[
k_{TH17} = k_{TH17}^{CD8} \left( 1 + h_{TH17}^{IFN\gamma} \frac{[IFN\gamma]}{K_5^{IFN\gamma}} \right) \frac{k_{IL-4}^{IL-4} + [IL-4]}{K_6^{IL-4} + [IL-4]} \tag{28}
\]

\[
k_{TH} = k_{TH}^{CD8} \left( 1 + h_{TH}^{IFN\gamma} \frac{[IFN\gamma]}{K_7^{IFN\gamma}} \right) \frac{k_{IL-4}^{IL-4} + [IL-4]}{K_8^{IL-4} + [IL-4]} \tag{29}
\]

\[
k_{Tfh} = k_{Tfh}^{CD4} \left( 1 + h_{Tfh}^{IL-4} \frac{[IL-4]}{K_9^{IL-4}} \right) \frac{k_{IFN\gamma}^{IFN\gamma} + [IFN\gamma]}{K_10^{IFN\gamma} + [IFN\gamma]} \tag{30}
\]

\[
k_{Treg} = k_{Treg}^{CD4} \left( 1 + h_{Treg}^{IL-10} \frac{[IL-10]}{K_11^{IL-10}} \right) \frac{k_{IFN\gamma}^{IFN\gamma} + [IFN\gamma]}{K_12^{IFN\gamma} + [IFN\gamma]} \tag{31}
\]

\[
k_{CTL} = k_{CTL}^{CD8} \left( 1 + h_{CTL}^{IL-2} \frac{[IL-2]}{K_13^{IL-2}} \right) \frac{k_{IFN\gamma}^{IFN\gamma} + [IFN\gamma]}{K_14^{IFN\gamma} + [IFN\gamma]} \tag{32}
\]

Cytokine and antibody dynamics:

\[
\frac{d([IL-2])}{dt} = p_{IL-2} \cdot [CD8^+T_A] + p_{IL-2} \cdot [CD8^+T_A] + p_{IL-2} \cdot [TH1] + p_{IL-2} \cdot [CTL] - c_{IL-2} \cdot [IL-2] \tag{26}
\]

\[
\frac{d([IL-4])}{dt} = p_{IL-4} \cdot [TH2] - c_{IL-4} \cdot [IL-4] \tag{27}
\]

\[
\frac{d([IFN\gamma])}{dt} = p_{IFN\gamma} \cdot [IFN\gamma] + p_{IFN\gamma} \cdot [IFN\gamma] - c_{IFN\gamma} \cdot [IFN\gamma] \tag{28}
\]

\[
\frac{d([IL-10])}{dt} = p_{IL-10} \cdot [TH1] + p_{IL-10} \cdot [TH1] + p_{IL-10} \cdot [TH1] + p_{IL-10} \cdot [TH1] - c_{IL-10} \cdot [IL-10] \tag{29}
\]

\[
\frac{d([TNF\alpha])}{dt} = p_{TNF\alpha} \cdot [TNF\alpha] + p_{TNF\alpha} \cdot [TNF\alpha] + p_{TNF\alpha} \cdot [TNF\alpha] - c_{TNF\alpha} \cdot [TNF\alpha] \tag{30}
\]

\[
\frac{d([IFN\gamma])}{dt} = p_{IFN\gamma} \cdot [IFN\gamma] + p_{IFN\gamma} \cdot [IFN\gamma] - c_{IFN\gamma} \cdot [IFN\gamma] \tag{31}
\]

\[
\frac{d([Ab])}{dt} = (1 + h_{Ab}^{IL-4} \frac{[IL-4]}{K_15^{IL-4}}) \cdot (p_{Ab} \cdot [PB] + p_{Ab} \cdot [BM]) - c_{Ab} \cdot [Ab] \tag{32}
\]
2.5 Derivation of R0 based on next generation matrix

It has been shown that R0 can be derived using next generation matrix. We refer to the readers this note for a brief introduction. Here we elaborate the definition of R0, as well as ε, does not depend on the latent phase of the viral infection.

Consider a system including n infectious variables x₁, ..., xₙ, following a set of ODEs \[ \frac{dx_i}{dt} = \mathcal{F}(x) - \mathcal{V}(x) \], where \( \mathcal{F}(x) \) denotes the introduction of new infections to this group of variables, while \( \mathcal{V}(x) \) denotes the transitions between different infectious states. According to the next generation matrix, the basic reproduction number R0 is the dominant eigenvalue of the matrix \( G = \mathcal{F}\mathcal{V}^{-1} \) where \( \mathcal{F} = [\frac{\partial \mathcal{F}_i}{\partial x_j}] \) and \( \mathcal{V} = [\frac{\partial \mathcal{V}_i}{\partial x_j}] \).

If we consider a model without latent infected cells, as our model used in main text and detailed in section 2.4, we have:

\[
\frac{d[If]}{dt} = k_{infect}[nCoV][H] - \varepsilon_k[If] \\
\frac{d[nCoV]}{dt} = N_1d_{if}[If] - \varepsilon_c[nCoV]
\]

Without loss of generality, we denote \( \varepsilon_x = \varepsilon_v + \varepsilon_c \), where \( \varepsilon_v \) and \( \varepsilon_c \) are defined in the main text. \( F = \begin{bmatrix} 0 & k_{infect}[H] \\ 0 & 0 \end{bmatrix} \) and \( V = \begin{bmatrix} \varepsilon_k & 0 \\ -N_1d_{if} & \varepsilon_c \end{bmatrix} \).

Therefore \( G = \mathcal{F}\mathcal{V}^{-1} = \begin{bmatrix} 0 & k_{infect}[H] \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 1/\varepsilon_k & 0 \\ N_1d_{if}/\varepsilon & 1/\varepsilon_c \end{bmatrix} = \begin{bmatrix} \gamma/\varepsilon & k_{infect}[H]/\varepsilon_c \\ 0 & 0 \end{bmatrix} \),

which gives out dominant eigenvalue of \( R_0 = \frac{k_{infect}N_1d_{if}[H]}{\varepsilon} = \frac{\gamma}{\varepsilon} \), with \( \varepsilon = \varepsilon_k\varepsilon_c \).

Similarly, if we consider a model with one latent stage of infection, denoted as L, we have:

\[
\frac{d[L]}{dt} = k_{infect}[nCoV][H] - (d_L + \varepsilon_L)[L] \\
\frac{d[If]}{dt} = d_L[L] - \varepsilon_k[If] \\
\frac{d[nCoV]}{dt} = N_1d_{if}[If] - \varepsilon_c[nCoV]
\]

Then \( F = \begin{bmatrix} 0 & k_{infect}[H] \\ 0 & 0 \end{bmatrix} \) and \( V = \begin{bmatrix} d_L + \varepsilon_L & 0 & 0 \\ -d_L & \varepsilon_k & 0 \\ 0 & -N_1d_{if} & \varepsilon_c \end{bmatrix} \).
Thus, \( R_0 = \frac{\gamma d_L}{\varepsilon_c e_k (d_L + \varepsilon_L)} \). During the latent period, as long as the latent infected cells are killed comparatively slower than their transformation into productively infected cells, \( d_L \gg \varepsilon_L \), a proper approximation yields \( R_0 = \frac{\gamma}{\varepsilon_c e_k} \).

2.6 Simplified model for limit cases where only one arm of immunity is active

When \( \varepsilon = 0 \), theoretically the viral load will exhibit unbounded growth. To discuss the scenarios when only one arm of immunity is active, we use a simplified model that sets the rates of innate immunity clearing the virus \( (\varepsilon^d_\xi) \) and killing the infection cells \( (\varepsilon^k_\xi) \), humoral immunity clearing the virus \( (\varepsilon^a_\xi) \), and cellular immunity killing the infected cells \( (\varepsilon^a_\kappa) \) to be constant. Other processes and parameters are the same as in the model we used in the main text. In this simple model, the immune efficacy is \( \varepsilon = (\varepsilon^d_\xi + \varepsilon^a_\kappa + d_{If})(\varepsilon^k_\xi + \varepsilon^a_\kappa) \).

Using the model described above, we can simulate the following limit scenarios. 1) If there is only cellular immunity, where we set \( \varepsilon^d_\xi = 0, \varepsilon^a_\xi = 0, \varepsilon^d_\kappa = 0, \varepsilon^a_\kappa = 2 \), we show the results in the upper panels of Figure S1. Even though cellular immunity is
killing infected cells, the viral load will keep increasing due to $\epsilon = 0$. 2) In another limit case where only humoral immunity exists, we set $\epsilon^l_c = 0, \epsilon^u_c = 2, \epsilon^l_k = 0, \epsilon^u_k = 0$. In this case, the viral load reaches a plateau in the end (middle panel of Figure S1). As $d_{lf} \neq 0$, the immune efficacy $\epsilon = \epsilon_k \epsilon_c = (\epsilon^l_k + \epsilon^u_k + d_{lf})(\epsilon^l_c + \epsilon^u_c) = d_{lf} \epsilon_c^u > 0$, thus the viral load is limited in the end. However, we note these two scenarios are unlikely to happen since both cellular and humoral immunity depends on innate immunity’s activation through antigen presentation. 3) If only innate immunity exists, where we set $\epsilon^l_c = 1, \epsilon^u_c = 0, \epsilon^l_k = 1, \epsilon^u_k = 0$, the immune efficacy is also non-zero: $\epsilon = (\epsilon^l_k + d_{lf}) \epsilon^l_c > 0$. (Lower panels of Figure S1)

2.7 Non-cytopathic effect of IFN-γ

The non-cytopathic effects exist extensively among virus infection diseases, which limit the viral production efficiently, especially when chronic infection occurs. To further confirm whether non-cytopathic effects will affect the key conclusions of our model, the direct role of IFN-γ on the viral infection process (transition of healthy cells to infected cell) was considered. We assumed that the infection rate $k^\text{eff}_{inf ect}$ depends on IFN-γ levels (Figure S12A),

$$k^\text{eff}_{inf ect} = k_{inf ect} \left(1 - k_{IFN-\gamma} \frac{[IFN-\gamma]}{[IFN-\gamma]+K_{IFN-\gamma}}\right),$$

where $k_{inf ect}$ is the maximum infection rate, $k_{IFN-\gamma}$ represents the extent of the non-cytopathic effect, and $K_{IFN-\gamma}$ is the Hill constant. Then, the equations of healthy cells (H) and infected cells (If) are written as,

$$\frac{d[If]}{dt} = k^\text{eff}_{inf ect} [nCoV][H] - d_{lf} [If] - \left( f^{APC}_{inf ect} k^{kill}_1 [APC^l] + f^{APC}_{inf ect} k^{kill}_2 [APC^u] + f^{NK}_{inf ect} k^{kill}_3 [NK] \right)$$

$$+ k^{kill}_4 [CTL] + k^{kill}_5 [CD8^+T_M] [If]$$
\[
\frac{d[H]}{dt} = r_H - k_{\text{infect}}^{\text{eff}}[nCoV][H] - d_H[H]
\]

In Figure S12B, to investigate the non-cytopathic effect of IFN-\(\gamma\) on viral infection, we increased \(k_{\text{IFN-}\gamma}\) and simulate different immune response with a Mode 3 parameter set. Simulations with medium level of non-cytopathic effect (\(k_{\text{IFN-}\gamma} = 0.1\)) show slightly lower peaks of viral load and IL-6 than the simulation without such effect (\(k_{\text{IFN-}\gamma} = 0\)). Only when the non-cytopathic effect is dramatically strong (\(k_{\text{IFN-}\gamma} = 0.5\)), i.e., inhibiting half of the healthy-infected cell transition, IL-6 exhibits slight reduction in its peak level. Moreover, after reclassifying sampling results into four Modes (Figure S12C), we found that the number of Mode 1 increases while the numbers of other Modes decrease with elevated \(k_{\text{IFN-}\gamma}\). Accordingly, these results reveal the non-cytopathic effect on reducing inflammation and severity and impairing the infection.

To examine whether the non-cytopathic effect of IFN-\(\gamma\) would change our main result, we computed the averaged trajectories of immune efficacy \(\varepsilon\) and IL-6 for each Mode with different \(k_{\text{IFN-}\gamma}\) (Figure S12D). In simulations of all four Modes, both trajectories of \(\varepsilon\) and IL-6 exhibit little change regardless of the value of \(k_{\text{IFN-}\gamma}\). This confirms the main result that faster and higher immune efficacy leads to lower infection severity. The minor drops of peak \(\varepsilon\) with increased \(k_{\text{IFN-}\gamma}\), are probably caused by reduced \(k_{\text{infect}}^{\text{eff}}\), weaker virulence \(\gamma = N_1 d_f k_{\text{infect}}^{\text{eff}}[H]_0\), and lower requirement for \(\varepsilon\) to control the infection.

3. Parameter Estimation

According to Liao et al\(^{29}\), the 20mL bronchoalveolar lavage fluid (BALF) of healthy people has a total density of 1.17 to 2.1 \(\times 10^4\) cells/mL, with a median proportion of 86.1% alveolar macrophage. This indicates the total alveolar macrophage count washed out is 2.8 \(\times 10^5\). In the meantime, according to Crapo et al\(^{30}\), the normal alveolar macrophage count estimated by morphometric analysis is 23\(\pm\)7 \(\times 10^6\). Due to the incomplete washout as well as the infiltration of the macrophages in the pulmonary
tissue, only a fraction (1.2%) of cells could be obtained via BALF. During the same
BALF procedure, we assume this fraction to be constant over different types of cells
(macrophages, dendritic cells, natural killer cells, T cells and B cells). Based on this
assumption, we can estimate the physiological range of different immune cells in lung
tissue in health control as well as in COVID patients accordingly (Table S1). For
instance, T cells take up 6.3% to 33.9% of BALF cells (1.25×10^5 cells/mL to 2.25×10^6
cells/mL) in severe and critical patients. Therefore, the T cell count in BALF would
be:

\[ N_{T_{BALF}} = 2.25 \times 10^6 \text{ cells/mL} \times 20 \text{ mL} \times 33.9\% = 15.3 \times 10^6 \text{ cells} \]

And the estimated T cell count in pulmonary tissue would be

\[ N_{T_{lung}} = N_{T_{BALF}} / 1.2\% = 1.275 \times 10^9 \text{ cells} \]

Given the total pulmonary tissue volume has been estimated\(^2\) to be 843±110mL,
the estimated T cell density in lung tissue would therefore be

\[ [T] = 1.275 \times 10^9 \text{ cells/mL} / 843\text{mL} = 1.51 \times 10^6 \text{ cells/mL}. \]

Moreover, T cells and B cells also reside in draining lymph nodes near lung area,
where they are activated and actively proliferate. We therefore set the upper
physiological limit for these cells to be higher than the estimation in lung area, of
8×10^6 cells/mL for T cell and 5×10^6 cells/mL for B cell.

We further assume the cytokine level in lung area to be 10-fold of peripheral blood,
and thus estimated the physiological range of the cytokines based on clinical data
(Figure S24).

Given the apoptosis or death rates of the immune cells and decay rates of the
cytokines and antibody, and by further confining the variables within physiological
range, activation/recruitment rates of the immune cells and secretion of cytokines are
estimated (the parameters denoted by \(k\), \(h\), and \(p\)). These estimations are automatically
executed during the sampling method where the parameter sets that produces out-of-
physiology-range dynamics are screened off.
4. Numerical methods

4.1 Sampling method

To understand the population heterogeneity in immune response and clinical conditions during SARS-CoV-2 infection and any other infectious diseases, it is necessary to explore the parameter space of the viral-immune interaction network and identify the plausible patterns immune response. For a system with 32 variables and 160 parameters, it is impossible to exhaust the parameter space. Alternatively, we reduce the dimensionality and size of sampling to increase efficiency. We fix the dissociation constants (Hill constants) of the dynamical terms, apoptosis rates of immune cells, production rates and decay rates of cytokines and virulence-related parameters (infection rate, infected cell dying rate and burst size). Then we sample the kinetic rates of cellular interactions, antigen-presentation-associated Hill constants, CD4+ and CD8+ T cell pool size using Latin Hypercube Sampling\textsuperscript{33} method in the logarithmic space of \( \log_{10}(P) \in [\log_{10}(P_i) - b, \log_{10}(P_i) + b] \). Range for each sampled parameter and values for each fixed parameter can be found in Table S2.

In the sampling process, the initial value (Table S3) of each sample is fixed for ODE integration (python scipy library\textsuperscript{34}, odeint function). The initial value for virus is set at \( 0.01 \times 10^6/\text{mL} \); the initial value for infected cells is set at 0; the initial values of naïve CD4+ and CD8+ T cells are the sampled parameters, \( CD4^+T_N \) and \( CD8^+T_N \); initial values of other variables are set at their steady state solutions.

Due to the complexity of patient’s status as a whole, clinical conditions (mild, moderate, severe, critical and asymptomatic) are diagnosed based mainly on patients’ symptoms. While our model could not accurately reflect patients’ conditions, but we intend to illustrate the relation between immune response and viral infection. We turn to the definition of mode 1 - 4, as to qualitatively reflect patients’ inflammatory response and recovery time. Mode 1 - 4 are defined based on their viral dynamics and maximum IL-6 level, as in Table S4. We assume Mode 1 - 4 patients should experience increasingly extensive inflammation, and Mode 4 patients resemble
immunocompromised patients, therefore taking longer time to recover from COVID-19 (Figure S4A). Despite they are qualitatively similar, we do not intend to make a one-to-one correspondence between the four modes and asymptomatic, mild/moderate, severe, and critical patients, but to reflect the difference in patient’s inflammatory response and recovery time. Our sample results converge when the samples within physiological range are greater than 1500 (Figure S4C, in our simulation, we use a sample size of ~3000).

4.2 Class-based Principal Component Analysis

Principal Component Analysis (PCA) serves as a dimensional reduction method normally used for identification of principal components of a group of unlabeled data and for reduction of data’s dimensionality for further analysis\(^\text{35}\). In Principal Component Analysis (PCA), after standardization, the variance of a set of \(n\)-dimensional data, including \(m\) data points, projected onto the direction \(\mathbf{u}\) is written as:

\[
\frac{1}{m} \sum_{i=1}^{m} (\mathbf{x}^T \mathbf{u})^2 = \mathbf{u}^T \left( \frac{1}{m} \sum_{i=1}^{m} \mathbf{x}^T \mathbf{x} \right) \mathbf{u}
\]

with the \((n \times n)\) matrix in the brackets standing for the covariance matrix of the dataset. The variance takes its maximum when \(\mathbf{u}\) is the eigenvector of the covariance matrix.

Here, to identify the key characteristics in labeled data (e.g., key parameters in the samples of Mode 1~4 patients, and key biomarkers in mild/moderate, severe and critical COVID patients), we propose the Class-Based Principal Component Analysis (CPCA) as a similar linear dimensionality reduction tool targeting at labeled data. Suppose we have a \(n\)-dimensional data set which has already been categorized into \(p\) classes with \(m_j\) points in class \(j\). To best represent the data in \(n^\prime\)-dimensional space, we will need different classes to be separated from each other and the data points in one class to be as much close to each other as possible. We can easily define the divergence of a group of points by the covariance matrix shown above. Thus, we define the matrix \(M\) to be:

\[
M = \frac{1}{p} \sum_{j=1}^{p} \mathbf{x}_{j,COM}^T \mathbf{x}_{j,COM} - \sum_{j=1}^{p} \frac{w_j}{m_j} \sum_{i=1}^{m_j} \mathbf{x}_{j}^T \mathbf{x}_{j}
\]
in which $x_i^{\text{COM}}$ and $w_j$ stand for the center of mass and the total weight of class $j$. We require $u^\top \mu u$ to be maximum to separate different classes while keeping each class compact. Therefore, when reducing the dimensionality to $n'$, we can simply take the first $n'$ eigenvectors with the biggest eigenvalues to be the principal dimensions. We can further look for the best performance we want by adjusting $w_j$.

We performed CPCA on the sampled parameters (Figure S9), to infer the key factors related with the four modes, and clinical data (Figure S25), to find potential biomarkers for patients’ diagnosis.

5. *In silico* Treatment Strategies

Reducing the duration of viral shedding and inhibiting excessive inflammation to avoid exacerbation are the main goals of COVID-19 treatment. To this end, we propose the treatment strategies should come in three-fold, by augmenting patient’s immune efficacy $\epsilon$, reducing virulence $\gamma$ and directly inhibiting inflammatory cytokine secretion. We consider several mostly discussed agents for COVID-19: (1) Antiviral drugs (AntV)\textsuperscript{36}, for their role in inhibiting viral infection or production, thus reducing virulence; (2) IFN-\textsc{i}\textsuperscript{37}, for their role in inhibiting viral infection and increasing innate immune response; (3) Monoclonal antibody (Ab)\textsuperscript{38}, for their effect in binding and neutralizing virion particles; (4) Glucocorticoids (GC)\textsuperscript{39,40}, inhibiting excessive cytokine production.

Based on the dynamic trajectories of *in silico* patients, we put forward corresponding treatments for different modes and plot their dynamic trajectories as in Figure S10. For the clarity of discussion, we divided the course of disease into early stage (0~7 days p.i., p.i. = post infection), middle stage (7~14 days p.i.) and late stage (14+ days p.i.).

Antiviral agents help reduce $\gamma$ without side effects, and are therefore recommended for Mode 2, 3 and 4 patients. For Mode 4 patients, the early use of IFN-I promotes innate immune efficacy and helps contain initial tissue damage, while the use of GC during middle stage can alleviate cytokine storm. For Mode 4 patients, aside from the cytokine storm during the middle stage, persistent infection during the late stage should be dealt
with combination of antiviral agents and monoclonal antibodies, to increase immune efficacy and reduce virulence, thus clear the virus.

To further quantify the efficacy of treatments, we turn to a model-based scoring function $Q$ as an indicator for patients’ status. The $Q$ value is defined by patient’s respiratory capacity (minimum healthy lung epithelial cells $[H]_{\text{min}}$), inflammation level (maximum IL-6 level $[IL-6]_{\text{max}}$), and whether persistent infection happens (final state viral load $[nCoV]_{\text{final}}$). It is formulated as

$$Q \equiv \left(1 + q_1 \frac{[H]_{\text{min}}}{[H]_{\text{c}} + [H]_{\text{min}}} \right) \left(1 + q_2 \frac{[IL-6]_{\text{c}}}{[IL-6]_{\text{c}} + [IL-6]_{\text{max}}} \right) \left(1 + q_3 \frac{[nCoV]_{\text{c}}}{[nCoV]_{\text{c}} + [nCoV]_{\text{final}}} \right),$$

where we set $q_1 = 1$, $q_2 = 2$, $q_3 = 1$, $[H]_{\text{c}} = 30 \times 10^6 / \text{mL}$, $[IL-6]_{\text{c}} = 2000 \text{pg/mL}$ and $[nCoV]_{\text{c}} = 1 \times 10^6 / \text{mL}$. As shown in Figure S14A, $Q$ values for Mode 1, 2, 3 and 4 patients are centered at $Q = 7.8$, 6.6, 4.6 and 1.9, respectively.

The efficacy for different treatments defined as the relative change in $Q$ value, $\Delta Q / Q$. During the procedure, outliers identified by Interquartile Range (IQR) method are excluded. The improvements in Mode 2, 3 and 4 patients for their combinatory treatments are $\Delta Q / Q = 0.08$, 0.1 and 0.4, respectively. Following the same procedure, we give predictions about the efficacy of AntV, IFN-I, Ab and GC. Despite complex situations in clinic that is beyond our model, our predictions align with several clinical trials and case reports, highlighting the significance of early usage of AntV$^{41}$, IFN-I$^{42}$, and Ab$^{43,44}$, for their role in limiting virus invasion and tissue damage, middle-stage usage of GC$^{45}$ for limiting the cytokine storm and middle- and late-stage Ab$^{46}$ for increasing the immune efficacy to clear the virus.

6. Sensitivity Analysis

6.1 Q definition and assessment of drug efficacy

$Q$ function-related parameters, e.g., the $q$ values and Hill constants in the definition of $Q$ and treatment-related parameters, e.g., the effect of antiviral agents $\alpha$ in reducing the production of virions from infected cells, the effect of glucocorticoids in reducing...
inflammatory cytokine secretion $\beta$, are drawn from uniform distribution with the range
of [50%, 150%] and [80%, 120%] of their original value, respectively. Mean and
standard deviation of $\Delta Q/Q$ are shown in Figure S14B.

6.2 Parameter sensitivity and robustness

6.2.1 Time series’ sensitivity

To confirm the reliability of our model and examine the key parameters, we
performed parameter sensitivity analysis as following: by changing one single
parameter by two-fold, we examine the relative change of the sample-averaged
trajectory of the system. We define the distance between two trajectories to be
\[ d = \sum_{i=1}^{32} \int \left\| \frac{r_{\text{ort}}(t)}{\max(r_{\text{ort}}^i)} - \frac{r_{\text{ort}}(t)}{\max(r_{\text{ort}}^i)} \right\|^2 dt \]
as the integration of the Euclidean distance between the two normalized trajectories
(divided by the maximum of the original trajectory) along time. The change of the Mode
1~4 patients’ trajectories are shown in Figure S15. In the figure, the ticks correspond to
the indices of parameters in Table S2.

6.2.2 Sampling robustness against fixed parameters

We further assess the robustness of our sampling method against the choice of fixed
parameters and their values. First, for each fixed parameter, we change it by two-fold
($\times 2$ or $\times 1/2$) and repeat the sampling procedure. By doing so, we examined the sampling
efficiency, distribution of the 4 modes, early-stage immune efficacy ($\epsilon$ at day 7) and
maximum immune efficacy ($\epsilon_{\text{max}}$), and show our results in Figure S16.

Second, we examine the combinatory effects of the parameters if they are randomly
sampled. We also build upon our sampling method, and allow each previously fixed
parameter to be sampled within two-fold of their original value ($P \in [P_0/2, 2P_0]$).
Since for a given virus, virulence $\gamma$ should not change dramatically, we fix the virulence-
related parameters, $k_{\text{infect}}, r_H, d_{H}, d_j$ and $N_1$. As every other parameter being
randomly sampled, we examined the sampling efficiency, distribution of 4 modes,
immune kinetics, and their immune efficacy dynamics in Figure S17. Results show that
the random sampling effects of these previously fixed parameters reduce the sampling
efficiency and mode distribution, yet do not change our main conclusions regarding
immune kinetics and immune efficacy.

7. Immune Memory Protection and Vaccine Efficacy

7.1 Vaccine protection rates in simulation

We use the parameter sets of mode 1~4 (Table S4) to compute the vaccine
protection rates and analyze the impacts of different factors in Figure S21B-C. The
fractions of samples without infection process and whose IL-6 level is below 2000
pg/mL out of 1,000 samples, are defined as the full protection rate and severe prevention
rate, respectively. 1000 samples of initial memory levels (CD8+ Tm and Ab) are
generated following the distribution given in Figure S21B, and the viral load and IL-6
dynamics are used to determine whether one is fully protected or have mild/severe
breakthrough infection. The simulation results (Figure S21C) suggest that both
virulence and initial inoculum of the virus dramatically reduce the effectiveness of
vaccine, as the antibody affinity increases the efficacies.

8. Clinical indicators for immune efficacy

For the convenience of clinical measurement, we propose an alternative for the
immune efficacy which is defined in patient’s lung area, by simple measurements of
patient’s hemogram data. We have the definition of $\varepsilon(t) \equiv \varepsilon_c(t)\varepsilon_k(t)$ in the main text,
where $\varepsilon_k(t) \equiv f_{eff}^{APC} k_1^{kill} [APC^l] + f_{eff}^{APC} k_2^{kill} [APC^u] + f_{eff}^{NK} k_3^{kill} [NK] + k_4^{kill} [CTL] +$
d$_t$ and $\varepsilon_c(t) \equiv f_{eff}^{APC} k_1^{clear} [APC^l] + f_{eff}^{APC} k_2^{clear} [APC^u] + k_3^{clear} [Neut] +$
k_4^{clear} A[lg]$. Here we make weak correspondences between Monocytes and APCs, and
between lymphocytes and NK+CTL.

Firstly, we tried \( E^* \equiv ([Neut] + [Mono]) \times ([Lymph] + [Mono]) \) as the most straightforward way to reflect immune efficacy. We found in Figure S26A (right panel) that \( E^* \) is higher in critical patients compared mild/moderate and severe groups. In critical patients, the course of disease tends to be longer, suggesting weaker immune efficacy. However, due to their elevated neutrophil counts, \( E^* \) turned out to be greater in critical patients, compared to mild/moderate and severe patients. Thus \( E^* \) does not serve as a good indicator for the patients’ immune efficacy.

Next, we defined \( \varepsilon^* \equiv (Neut\% + Mono\%) \times (Lymph\% + Mono\%) \) as the clinical immune efficacy. The results are also in Figure S26A (left panel). This indicator of patient’s immune efficacy can be reformulated in the following two ways: \( \varepsilon^* \approx (Neut\% + Mono\%) \times (1 - Neut\%) \), given that neutrophil count takes up more than 50% of WBC, \( \varepsilon^* \) reflects the negative correlation between inflammation (neutrophil counts) and immune efficacy; \( \varepsilon^* \approx (1 - Lymph\%) \times (Lymph\% + Mono\%) \), similarly, lymphocyte percentage are usually under 50%, therefore decrease in lymphocyte (lymphopenia) corresponds to decrease in immune efficacy. Shown in the distribution in Figure S26B (upper panel), this key indicator distinguishes between the three groups.

Particularly, given the fact that \( Neut\% + Mono\% + Lymph\% \approx 1 \), it can be shown that \( \varepsilon^* \approx Mono\% + Neut\% \times Lymph\% \). As monocytes take up only around 10% of the total peripheral blood WBC, the variation in itself among the patients is rather minor, thus we propose \( \varepsilon^* \equiv Neut\% \times Lymph\% \) also proves to be a good indicator heuristically (Figure S26A middle, S26B middle).
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