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A. Definition of ADRD in EHRs

Accurate ADRD identification in EHRs is difficult because ADRD diagnosis codes can be erroneously reported. EHRs are billing-purpose records, and the ADRD diagnosis codes can be assigned incorrectly, particularly in underrepresented groups. There are several different definitions to detect ADRD onsets: i) having either diagnosis codes (dx) or medications (rx), ii) having both dx and rx, and iii) having both dx and imaging procedure.

**Having either dx or rx.** We used this definition in our analysis. This definition can detect the most ADRD cases but potentially overestimate the ADRD cases. Some identified ADRD cases may in fact not have ADRD.

**Having both dx and rx.** This definition detects ADRD cases by having both medication and diagnosis. However, there are ADRD patients who haven’t started medication regimen yet. Particularly, it has been reported that there is a significant racial disparities in anti-dementia medication use - approximately 30% higher of anti-dementia drugs use among non-Hispanic Caucasians compared to other racial/ethnic groups after adjusting demographics, socioeconomic status, healthcare access and utilization, and comorbidities.¹

**Having both dx and imaging procedures.** Patients who have received an ADRD diagnosis along with imaging tests are highly likely to be correctly assigned to the codes. The imaging tests can be identified by procedure codes such as head CT (procedure ID=12237, 4655, 12249, 12239, 12238,168103), MRI (procedure ID=3960, 12261, 12263,12255), PET (procedure ID=12963). We computed the ADRD prevalence rate for different racial groups (see Table below). The ADRD rate matches the global population in general, and AD+Imaging rate is distorted, potentially due to social determinants. This definition can underestimate the ADRD cases and have bias toward underrepresented minorities.

**Table.** Statistics of 2014 cohort stratified by race in Cerner.

<table>
<thead>
<tr>
<th>Race/ethnicity</th>
<th>Active population</th>
<th>ADRD diagnosis codes</th>
<th>ADRD diagnosis codes (%)</th>
<th>ADRD diagnosis codes and imaging procedures</th>
<th>ADRD diagnosis codes and imaging procedures (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>African American</td>
<td>20,258</td>
<td>3,886</td>
<td>19.18%</td>
<td>312</td>
<td>0.97%</td>
</tr>
</tbody>
</table>
By comparing the three definitions, we chose the definition with the least risk in racial disparity, which is having either dx or rx.

### B. Cohort matching methods

Structural equation to define ADRD risk in EHRs is given as

\[
\text{ADRD} \sim \alpha_0 \cdot \text{race} + \alpha_1 \cdot \text{comorbidities with known risk} + \alpha_2 \cdot \text{comorbidities with unknown risk} + \alpha_3 \cdot \text{age when observation starts} + \alpha_4 \cdot \text{age when observation ends} + \alpha_5 \cdot \text{sex}.
\]

We matched ADRD subjects and non-ADRD subjects based on age and sex for each racial group, thus ADRD$\perp$Age$\perp$Sex or $\alpha_3 = \alpha_4 = \alpha_5 = 0$(Matching 1 in Fig. 1c), where $\perp$ refers to independence. We are interested in ADRD risk given each racial group (refer to condition):

\[
\text{ADRD$\mid$race} \sim \hat{\alpha}_1 \cdot \text{comorbidities with known risk$\mid$race} + \hat{\alpha}_2 \cdot \text{comorbidities with unknown risk$\mid$race}
\]

after omitting the adjusted age and sex given racial group. The comorbidities (with either known or unknown risk) incidence differs by race. Our focus is to identify the effect of comorbidities with unknown risk that disproportionately affects racial groups, because we already know the differential effect of comorbidities with known risk (e.g., hypertension increases ADRD risk more in African Americans compared Caucasians). So, we matched African Americans and Caucasians based on the comorbidities with known risk using propensity scores (Matching 2 in Fig. 1c). That is, we calculated the probability of being African American given the comorbidities using logistic regression and selected pairs of African Americans and Caucasians that had the similar probability. After the matching, we obtained

\[
\text{ADRD$\mid$race} \sim \tilde{\alpha}_1 \cdot \text{comorbidities with known risk}
\]
because the comorbidities with known risk ⊥ Race by matching.

There are several methods to obtain matched cohorts (e.g., stratified matching, nearest neighbor, radius matching, kernel matching, Mahalanobis metric matching). None of the matching methods is superior to others. It is important to select right matching methods based on the variable distribution in the control set. The nearest matching with radius and caliper is a reasonable choice if the control data is large and asymmetrically distributed.\textsuperscript{2,3} To obtain the right radius size, we used the nearest neighbors matching with incremental radius adjustment. That is, we started with a small radius and increased radius size until the difference of estimated probabilities (propensity scores) is within standard mean difference.\textsuperscript{4} We discarded samples whose values are outside of the range defined by the caliper. We used \texttt{pymatch}, a publicly available package for cohort matching.\textsuperscript{5}

C. Disentangle the dependency among comorbidities and ADRD

Causal structure learning is to identify a graph that best describes given data using a graphical model, where nodes represent variables and edges represent conditional dependencies between the nodes.\textsuperscript{6,7} using conditional independent tests.

The causal inference consists of two steps: searching a set of causal graphs (i.e., structure learning) and predicting the effects of a manipulation from the causal models. The causal model search can be very complicated as the number of possible DAGs grows super-exponentially with the number of nodes. A constraint-based search uses conditional independence from data to find $d$-separation, and PC is one of the most popular constraint-based algorithms with moderate accuracy.

Structure learning of a causal graph is to search a DAG that encodes conditional independencies from observational data (Fig. S1). The graph can be interpreted in this way: If two nodes for random variables $x$ and $y$ are $d$-separated by a set of nodes for random variables $S$, then the $x$ and $y$ are conditionally independent given the set of $S$. (i.e., $x \perp y \mid S$). We have to define v-structure as the subgraph $i \rightarrow j \leftarrow k$ on the nodes $i, j$ and $k$ where $i$ and $k$ are not adjacent. There are several approaches to find the causal structure. PC algorithm consists of two phases: i) find (undirected) skeleton and ii) find direction. In skeleton phase, PC starts with a complete undirected graph $G_0$. For all
pairs of nodes $i$ and $j$, if nodes $i$ and $j$ are marginally independent at significance level $\alpha$, the edge between them is deleted and a separation set $\hat{S}[i, j]$ and $\hat{S}[j, i]$ is empty set $\emptyset$. After finishing all marginal independence tests and deleting some edges, the new graph is denoted as $G_1$. Next step is to test conditional independence with adjacent nodes, given any single node in $\text{adj}(G_1, i) \setminus \{j\}$ or $\text{adj}(G_1, j) \setminus \{i\}$, where $\text{adj}(G, i)$ denotes the set of nodes in graph $G$ that are adjacent to node $i$. If there is any node $k$ such that $i \perp j \mid k$, the edge between $i$ and $j$ is removed and node $k$ is saved in separation set $\hat{S}[i, j]$. If all adjacent pairs have been tested given one adjacent node, a new graph is denoted as $G_2$. The algorithm continues in this way by increasing the size of the conditioning set step by step, i.e.,

$i \perp j \mid k_1, ..., k_q$, until all adjacency sets in the current graph are smaller than the size of the $\hat{S}[i, j]$. In orienting direction phase, we find orientation in each unshielded triplet $i \leftarrow k \rightarrow j$ such that the pairs $(i, k)$ and $(j, k)$ are each adjacent in the skeleton but $(i, j)$ are not in the triplet of nodes $(i, j, k)$. The triplet $i \leftarrow k \rightarrow j$ is oriented as $i \rightarrow k \leftarrow j$ if $k$ is not in $\hat{S}[i, j]$.
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**Figure S1.** Finding directed acyclic graph for causal structure learning using PC algorithm. Find skeleton as testing for conditional independence with an increased cardinality of the conditioning set. Then propagate orientation as finding v-structure.
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