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ABSTRACT

Cardiovascular diseases (CVDs) are one of two leading causes of mortality globally, resulting in millions of deaths each year. A major barrier to achieving improved results is the difficulty in detecting these conditions early enough. In response, many researchers and clinicians have adopted machine learning (ML) approaches as a way to support healthcare. Unlike traditional tools, ML can uncover hidden patterns in patient data that might otherwise go unnoticed. This review explores three main categories of machine learning approaches i.e. classical algorithms, deep learning, and hybrid systems. It also highlights commonly used models like Random Forest, Artificial Neural Networks, and boosting approaches that are gaining traction in advanced CVD prediction research. For these systems to work effectively, careful attention must be given to the data used; how it’s processed, which features are selected, and how model performance is measured. While the preliminary results are promising and show real potential in assisting clinicians with diagnosis and early intervention, some challenges persist. Issues such as lack of transparency, uneven data, and privacy concerns keep restricting large-scale ML integration. Nevertheless, with continued refinement and clinical validation, ML could become an important part of the future of cardiovascular prediction and prevention.
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Introduction

Cardiovascular diseases (CVDs) are the reason why millions of lives are lost each year and they continue to be the number one cause of death globally.1 Even after years of progress in both prevention and treatment of CVDs, early detection remains a major challenge. This is specifically evident in cases where symptoms develop silently or overlap with other conditions. These conditions can range from coronary artery disease and heart failure to arrhythmias or stroke. Many traditional diagnostic tools rely on predefined thresholds or expert judgment, which, while useful, can sometimes miss subtle warning signs or produce delayed diagnoses.2 Figure 1 shows that ischemic heart disease and stroke alone accounted for over 15 million deaths in 2019, highlighting the urgent need for more effective strategies in diagnosis and prevention.
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Fig 1 | Global distribution of causes of death, highlighting the high mortality rate from cardiovascular diseases.1


In the last decade, however, a growing number of researchers and clinicians have started adopting machine learning algorithms as a way to improve cardiovascular risk prediction. The ML approach has a unique ability to find patterns in large datasets that may not be obvious even to experienced physicians. ML models can evaluate a wide range of information in context of CVDs. This information includes standard lab results, ECG readings, and even data from wearable health monitors.3 With the help of appropriate data and ML integration, health practitioners can help identify people at elevated risk of cardiovascular issues long before serious symptoms appear.4

One predominant factor driving growing interest in applying machine learning approaches to cardiovascular care is its flexibility in handling different types of patient data. The ML models can sift through lab results, imaging, and clinical records to uncover patterns that help tailor treatment plans. Research comparing algorithms like logistic regression, support vector machines, and deep neural networks shows that they can predict heart disease risk with strong and reliable accuracy.5,6 A recent study involving over 143,000 hypertensive patients found that ensemble models combining Random Forest, XGBoost, and deep learning outperformed traditional logistic regression in predicting cardiovascular risk.7 In many cases, these machine learning methods even exceed traditional statistical tools, particularly when feature selection is done thoughtfully.

However, many prediction models come under scrutiny in terms of model interpretability by clinicians, dealing with incomplete or inconsistent data, and maintaining their effectiveness outside of controlled environments.8 For these advanced tools to facilitate healthcare providers and patients, they must not only be technically sound but also ethically responsible and easy to incorporate into routine clinical workflows.



Background


Overview of Cardiovascular Diseases

Cardiovascular diseases (CVDs) represent a diverse group of heart and blood vessel disorders which are difficult to be detected in early stages because they often progress silently over time. While the symptoms can vary greatly depending on the specific condition, the underlying mechanisms frequently involves long-term damage to the vascular or cardiac system caused by a combination of lifestyle, genetic, and metabolic factors.9

Coronary artery disease (CAD) is the most well-known and widely studied form of CVDs which results from the buildup of plaque in the arteries that supply blood to heart. With time, this buildup can lead to restricted blood flow, angina, or myocardial infarction. Cardiac arrhythmias, such as atrial fibrillation basically accounts for the abnormal electrical activity in heart. They are associated with increased risks of stroke and heart failure. Other major types include congestive heart failure, valvular diseases, congenital heart defects, and peripheral arterial disease, all of which contribute to the broader burden of CVDs across different populations.10 In fact, coronary heart disease alone accounted for 43% of all cardiovascular-related deaths in the U.S. in 2016, making it the most fatal form by far. Stroke followed at 17%, with heart failure and high blood pressure contributing 9% and 10% respectively, while other CVD types made up 21% of cases (See Figure 2).
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Fig 2 | Share of 2016 U.S. Deaths Attributable to Cardiovascular Disease


Cardiovascular disease typically arises from a complex interplay of multiple factors rather than a single cause. While some of these influences can be managed or altered, others are beyond individual control. Behaviors such as poor dietary habits, tobacco use, sedentary lifestyle, hypertension, and high cholesterol significantly increase the risk. Beyond lifestyle influences, certain inherent characteristics, such as one’s genetic makeup, age, and sex also play a critical role in shaping cardiovascular risk.11 In parallel, there is growing recognition of the role that biological processes like chronic inflammation, insulin resistance, and metabolic dysfunction have in initiating and advancing cardiovascular disease.12

Early diagnosis of cardiovascular conditions remains a major clinical challenge. Many forms of heart disease progress silently for years, and when symptoms do arise, they are often vague, overlap with other illnesses, or go unrecognized particularly in women, who may present differently than men. In under-developed countries and regions with scarce healthcare resources, limited access to diagnostic services is the major reason that delays early detection of cardiovascular diseases.13 Cardiovascular diseases are complex and often develop silently due to which conventional screening methods don’t always succeed in identifying them early. That is why more recent approaches like machine learning and artificial intelligence are being explored by researchers to improve how risk is assessed and diagnosis is made. Some studies now focus on methods that combine a broad range of patient information including lab tests, imaging, family history, and lifestyle factors to reveal hidden patterns of risk. Although these strategies are still evolving, they can be considered as a roadway leading towards early detection of heart diseases for enabling timely medical intervention.12



Machine Learning in Healthcare

In recent years, machine learning, a branch of artificial intelligence, has begun carving out a meaningful space in healthcare. What makes it so promising is its ability to make sense of large, often complex datasets that might overwhelm traditional tools. Particularly in the field of cardiovascular care, the growing power of computational systems has helped shape newer and more targeted treatment strategies for conditions ranging from arrhythmias to coronary artery disease.14 Rather than depending solely on fixed equations or assumptions, these models pull from diverse sources, such as electronic health records, lab reports, or even imaging scans, helping clinicians spot issues earlier and with greater accuracy.15 While it has certain limitations, the shift toward data-informed diagnosis is clearly advancing.

Machine learning techniques are further categorized into four classifications; one type is supervised learning where algorithms are given certain inputs and outputs, and the aim is to map an input to output. This includes identification of an image, handwriting recognition, or electrocardiogram interpretation and using the labeled data obtained from them to train the model for making predictions.16 On the other hand, unsupervised learning groups people based on shared features, which is useful for identifying patterns or clusters in patient populations. Furthermore, deep learning is a more advanced method that uses multiple layers of processing, similar to how the brain works. In case of diagnosis, it has been effective for interpreting ECGs, analyzing scans, and reviewing clinical records.17 Lastly, reinforcement learning takes a different approach by learning through feedback as it updates decisions over time and is the subject of ongoing studies for its potential use in long-term treatment planning.

In cardiovascular care, machine learning supports more than just early detection by identifying high-risk individuals even before symptoms appear.18 Table 1 compares the machine learning techniques to summarize their clinical applications.



Table 1 | Key machine learning types and healthcare applications

	Type
	Core Idea
	Data Type
	Use in Healthcare
	Example




	Supervised
	Learns from labeled data
	Labeled (X, Y)
	Diagnosis, prediction
	Heart disease classification


	Unsupervised
	Finds hidden patterns
	Unlabeled
	Clustering, pattern discovery
	Risk-based patient grouping


	Reinforcement
	Learns via feedback
	Reward-based actions
	Treatment optimization
	Drug dosing strategy


	Deep Learning
	Neural networks, complex
	Large/raw structured & unstructured
	Signal & image analysis
	ECG/MRI interpretation









Datasets and Preprocessing for Cardiovascular Disease Prediction

Many ML models for cardiovascular disease prediction depend upon publicly available datasets which offer structured and clinically relevant information. One of the most widely used datasets is the Framingham Heart Study (FHS) dataset. It includes decades of longitudinal data on risk factors such as blood pressure, cholesterol, diabetes, and lifestyle habits. FHS has played a foundational role in predictive modeling for heart disease, especially for estimating 10-year cardiovascular risk.19 Another notable resource is the UCI Heart Disease dataset which contains a relatively small but highly informative sample of patients (e.g. variables like age, sex, chest pain type, and ECG results). Although this dataset has a limited size, it is still frequently used in classification and detection of heart-related issues because of its clean structure and relevance to clinical tasks.20 For more complex and critically ill patient cases, the MIMIC-III dataset offers ICU data from over 40,000 patients, comprising of lab reports, detailed time-series measurements, medications, and diagnostic codes. Hence, the MIMIC-III dataset is well suited for identifying potential complications or estimating mortality risk in patients with severe or rapidly changing conditions.21

Prior to developing a predictive model, the dataset needs careful preparation to avoid bigger issues down the line. The first step is data cleaning which involves checking for consistency, correcting odd outliers, and dealing with any missing values which is followed by choosing the right features.22 By picking only the most relevant inputs, the model avoids unnecessary noise and focuses on valuable information. Then, it’s important to scale or normalize different measurements so that blood pressure, cholesterol, heart rate, and other variables don’t disproportionately influence the model, simply due to their differing scales. Proper feature scaling not only speeds up model training but also helps prevent certain features from dominating the results, hence laying a solid foundation for the predictive model.23 In many heart-related datasets, there’s a bigger problem; only a small number of patients actually experience events like heart attacks or strokes, so the data can be off-balanced. Such issues can be handled by using techniques like SMOTE or under-sampling which help the model learn from both common and rare cases, without leaning too heavily towards one.24




Overview of Applied ML Algorithms


Classical Machine Learning Algorithms

Some classical machine learning algorithms are logistic regression, decision tree, Random Forest, support vector machines, k-nearest neighbors, and naive bayes. These algorithms demonstrate strong potential in cardiovascular disease prediction due to their efficiency and ease of deployment. Literature reveals that one of the most widely used methods is Logistic Regression (LR), suitable for binary classification tasks, such as predicting the presence or absence of cardiovascular diseases. Furthermore, its simplicity and interpretability make LR algorithms an apt choice in clinical environments. B Patil (2020) put forward in a study that logistic regression outperformed other algorithms in terms of predictive accuracy when applied to heart disease datasets, offering a reliable method to detect patients at risk.25 However, its performance may suffer in cases of non-linear relationships among variables.

Decision tree, and their aggregated version Random Forest, are another type of commonly used algorithms. These models are preferred because of their ability to handle both categorical and numerical data. They also provide useful insights into feature importance which is a valuable characteristic for clinicians assessing risk factors. Although decision tree can be prone to overfitting, Random Forest algorithms mitigate this by aggregating predictions from multiple trees. Studies suggest that Random Forest are more accurate than individual decision tree and maintain robustness even with noisy or incomplete data.26 Additionally, Khan et al. estimated the performance of the proposed ML algorithm using numerous conditions to recognize the best suitable machine learning algorithm in the class of models. Their findings revealed that the RF algorithm had the highest accuracy of prediction, sensitivity, and recursive operative characteristic curve of 85.01%, 92.11%, and 87.73%, respectively, for CVD. It also had the least specificity and misclassification errors of 43.48% and 8.70%, respectively, for CVD. These results indicated that the RF algorithm is the most appropriate algorithm for CVD classification and prediction.27

Support Vector Machine (SVM) technique provides an alternative approach through boundary-based classification. SVM performs well in high-dimensional spaces and have been successfully applied in cardiovascular disease prediction, especially when kernel functions are used to manage non-linearly separable data. SVM algorithms are more effective when a clear margin of separation exists between classes. However, they require careful tuning and are demographically intensive with large datasets.26 In a comparative study, Support Vector Machine approach achieved higher accuracy than other prediction algorithms such as Naive Bayes in classifying heart-related outcomes, using the UCI dataset.28

The K-Nearest Neighbors (KNN) algorithm operates on distance metrics to classify new data based on closeness to existing labeled samples. It is a simple algorithm, but performance degrades with large or high-dimensional datasets due to increased computation and sensitivity to irrelevant features. B Patil (2020) observed in his comparative study that KNN models outperformed decision tree and Naive Bayes in cardiovascular disease detection accuracy but fell short compared to neural networks.25

Adding further, Naive Bayes (NB) is a simple algorithm that makes predictions based on probabilities and assumes that each feature works independently from the others. Despite its simplicity, NB can yield strong results, particularly when the independence assumption is valid. It performs well with small datasets and is relatively robust to noisy data. However, it may struggle with continuous variables unless the data is properly preprocessed. In his comparative analysis of classical ML algorithms, B Patil proposed that Gaussian NB achieved an accuracy of 58.3%, which was lower than other models such as neural networks and KNN, but it remained competitive due to its computational efficiency.25 Figure 3 provides a graphical representation of common classical machine learning algorithms used in disease prediction, including both linear and non-linear models, highlighting how each algorithms approaches data classification or clustering.
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Fig 3 | A visual summary of common classical machine learning algorithms




Deep Learning Models

Deep learning approaches have increasingly gained attention among healthcare practitioners, especially when dealing with large datasets and complex patterns. The concept of deep learning was first introduced in 1943, by Walter Pitts and Warren McCullough, which is an advanced form of the neural network method in artificial intelligence. Artificial Neural Networks (ANNs) are commonly used for tabular medical data, comprising of connected units called nodes, that function like brain cells.14 Each node takes in information, processes it, and then passes the results forward. Such ANNs enable the modeling of non-linear relationships that classical machine learning algorithms can’t handle efficiently. A pioneer study conducted by Das et al. (2008) employed neural networks and reported a classification accuracy of 89.01%

when tested on data from the Cleveland Heart Disease database. The findings further revealed that the model achieved a sensitivity of 80.95% and a specificity of 95.91%, indicating strong performance in identifying and diagnosing heart disease.29

On the other hand, Convolutional Neural Networks (CNNs) are particularly effective for analyzing image-based or spatial data and are often referred as a type of ANN approach that learns by different methods such as back propagation.30 In cardiovascular diagnostics, CNNs have been applied to electrocardiogram images to detect anomalies such as arrhythmias or myocardial infarctions. This method outperforms traditional methods in tasks such as ECG classification.31

Furthermore, Recurrent Neural Networks (RNNs) and Long Short-Term Memory networks (LSTMs) are well-suited for time-series data, monitoring continuous heart rate or ECG signals and giving results based on this data. These models are capable of retaining temporal dependencies, which is crucial for understanding trends in patient vitals. Applications of LSTMs in heart disease prediction have shown success in capturing signals that point towards heart-related issues, improving both the precision and recall of prediction systems. The work of Alrashdi and Taloba (2025) introduced a novel approach to predicting heart failure (HF), integrating graph neural networks (GNNs) with long short-term memory (LSTM) networks for better prediction accuracy. This hybrid model, GNN-LSTM, applied the advantages of both networks i.e. the complex interdependencies between clinical variables capture clinical relationships and LSTMs can better manage temporal dependencies. The model was tested on a large, highly representative dataset containing diversified clinical variables from HF patients, with 98.9 % predictive accuracy, which outperforms the single models as well as their respective performances by conventional methods like CNN, SMOTE, LSTM-RNN, CNN-LSTM, CNN-GRU, and traditional GNN approaches.32



Hybrid Models

Hybrid models integrate the strengths of multiple learning algorithms to improve predictive accuracy and robustness. Among these, boosting techniques like XGBoost and AdaBoost have demonstrated an exceptional performance due to their ability to handle imbalanced datasets. These methods focus on correcting the mistakes of weak classifiers by sequentially adjusting weights, resulting in improved accuracy and generalization. A study carried out by Ogunpola et al. (2024) emphasized the effectiveness of meticulously fine-tuning an XGBoost model for cardiovascular diseases by demonstrating that this optimization yields remarkable results with 98.50% accuracy, 99.14% precision, 98.29% recall, and a 98.71% F1 score. The literature findings clearly indicate that this optimization to hybrid approaches significantly enhances the model’s diagnostic accuracy for heart disease.5

Recently many researchers have explored that hybrid models that integrate neural networks with classical algorithms (e.g. ANN + Decision tree or ANN + Naive Bayes) leverage the strengths of both paradigms. A latest finding of Navita et al. showed that a hybrid stacking model combining Random Forest, K-Nearest Neighbors, AdaBoost, and Logistic Regression as a meta-learner outperformed traditional methods in detecting cardiovascular disease. The model proposed by Navita et al. (2025) was evaluated using tenfold cross-validation, and key metrics such as accuracy, sensitivity, specificity, F1 score, and ROC-AUC were reported. Without SMOTE–ENN resampling and Chi-square feature selection, the accuracy was 94.74% but after applying both techniques, it escalated to 97.8%, with 96.15% sensitivity, 96.75% specificity, and a ROC-AUC of 98.6%, highlighting the significant role of hybrid sampling and feature selection in boosting model performance.33

Overall, while classical algorithms remain vital due to their interpretability and efficiency, deep learning and hybrid models result in predictive accuracy, especially for complex and high-dimensional cardiovascular datasets. The efficacy and preference of algorithm should therefore align with data characteristics, clinical requirements, and resource constraints to maximize both performance and trustworthiness.




Evaluation Metrics

Evaluating a machine learning model is mandatory to determine the model’s suitability for practical deployment. It determines how well the model performs not just on training data, but also on new or unseen cases. In healthcare, where decisions impact lives, this evaluation must be thorough and meaningful. A useful starting point is the confusion matrix that breaks predictions into four categories, known as true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). Using these categories, accuracy, which measures the proportion of correct predictions, is calculated. However, in clinical prediction tasks that involve imbalanced data, precision and recall are more commonly used. Precision basically shows how many predicted positives are actually correct. On the other hand, recall tells how well the model identifies real cases. Then comes the F1-score that combines both precision and recall into a single value and is useful when there’s a trade-off between the two. To make the results more reliable, cross-validation is used to test performance across different data splits. To refine model behavior, hyperparameter tuning can be used as an evaluation metric. Together, these metrics offer a balanced and clinically meaningful evaluation framework. The table below shows some common evaluation metrics and how they are calculated.5

Table 2 presents key metrics used to evaluate classification models. Accuracy reflects the overall correctness by measuring the proportion of true predictions (both positive and negative) out of all predictions. Precision shows how many of the predicted positive cases are actually positive, while recall (or sensitivity) measures the model’s ability to correctly identify actual positive cases. The F1-score provides a balanced measure by combining precision and recall. The variables used are: TP, TN, FP, and FN which represent the outcomes of a model’s predictions compared to actual results.



Table 2 | Common evaluation metrics and their formulas

	Metric
	Purpose
	Formula




	Accuracy
	Overall correctness of the model
	(TP + TN) / (TP + FP + TN + FN)


	Precision
	How many predicted positives are truly positive
	TP / (TP + FP)


	Recall (Sensitivity)
	Ability to detect actual positives
	TP / (TP + FN)


	F1-Score
	Balance between precision and recall
	2 × (Precision × Recall) / (Precision + Recall)









Limitations

Although ML models have demonstrated some success in predicting cardiovascular disease, there is still room for improvement and further development is required before they can be applied in clinical setting without any reservations. A major challenge is the lack of consistency in approaches adopted by researchers as there is no agreed method for how to split data, choose features, or tune models, making it hard to compare studies or draw clear conclusions. The inadequate documentation of hyperparameters and other technicalities also leads to inconsistency.34 Furthermore, many models are trained on small or uneven datasets, a problem that is particularly evident in certain patient cohorts, leading to unfair or unreliable predictions. In many cases, important performance measures like balanced accuracy are not mentioned which misleads the readers, resulting in biased or inaccurate predictions. The pooled results across studies could also potentially be biased due to small sample size for CVDs. Overfitting is another undesirable behavior of ML models which limits their reliability. It refers to models that perform great during training, but often struggle with new data. And beyond the technical stuff, there are bigger concerns, such as patient privacy, legal uncertainties, and the risk of bias. These concerns not only raise doubts about the readiness of these tools for predicting cardiovascular diseases, but also challenge the integration of AI into real-world healthcare settings.



Future Recommendations

Application of machine learning in cardiovascular care holds a lot of potential, however ensuring its effectiveness in real-world clinical environment demands careful planning and strategic efforts. A critical focus area is the development of explainable AI tools that clarify how models generate their predictions. When clinicians can comprehend the rationale behind an AI-driven outcome, they are more inclined to trust and incorporate these tools into patient care.35 Scientists are working on the growing use of wearable devices, like smartwatches, which can track heart rate or rhythm in real time, even outside clinical settings. This continuous data collection can give early warnings for potential risks and further developments must be made in its application. Privacy, of course, remains a huge concern, but researchers emphasize integrating multimodal data and federated learning as essential next steps for personalized and secure cardiovascular AI systems.36 Federated learning allows hospitals to train models collaboratively without ever sharing raw patient data, whereas transfer learning is a technique that makes it easier to apply one hospital’s model to another setting without needing to start from scratch. Additionally, integrating various types of data such as genetics, medical scans, and routine lab results, has the potential to significantly enhance the accuracy of predictions and early diagnosis and treatment of CVDs. Researchers, practitioners and healthcare departments must collaborate and adopt strategic approaches to transform these promising ideas into everyday tools that physicians can apply in clinical settings.



Conclusion

While significant developments are still required to overcome the limitations in implementing ML algorithms in clinical practice, their overall performance has demonstrated promising output. Random Forest (RF), Hybrid algorithms, and Artificial Neural Networks (ANNs) are widely used in CVD prediction and have successfully exposed risk patterns that might otherwise go unnoticed by conventional approaches. However, to ensure accurate interpretation within the appropriate clinical context, it is essential to select the most suitable algorithm, comprehensively report evaluation metrics, rigorously validate the models, and compare their performance against that of human experts. Once thoroughly validated, these algorithms can be seamlessly integrated into electronic health record systems and applied in clinical practice, particularly within well-resourced healthcare settings. If implemented responsibly, ML integration could support more personalized and proactive cardiovascular care in the near future.
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