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Abstract

Artificial intelligence (AI) has the potential to revolutionize healthcare by enhancing diagnostics, creating more tailored treatments, and streamlining healthcare administration. Focusing on peer-reviewed articles published in the past decade, a comprehensive literature search was undertaken using PubMed, Google Scholar, and IEEE Xplore. Some important results include the fact that AI can diagnose diseases and disorders as accurately as human specialists can, including skin cancer and diabetic retinopathy. For Instance, AI was able to detect diabetic retinopathy with a sensitivity rate of 97.5% and skin cancer with an accuracy rate of 72.1%. There was a 93% agreement between expert oncologists and AI-driven IBM Watson for Oncology recommendations for treatment optimization. Hospital readmissions for chronic diseases decreased by 22% when wearables powered by AI were used. The area under consideration (AUC-ROC) for AI models in healthcare management to forecast in-hospital mortality was 0.86. Despite these advantages, there are still problems that need to be resolved, including issues with data privacy and ethics, regulatory changes, and integration. That AI systems are open, equitable, and responsible is of the utmost importance. The key to a successful adoption is overcoming healthcare professionals’ resistance through proper training. These are the areas where future AI research should focus for the technology to fulfil its healthcare potential.
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Introduction

The advent of AI has brought about substantial transformations in the field of healthcare and medical research. AI-driven deep learning and machine learning algorithms can be used to get better patient outcomes, more accurate diagnoses, and more effective treatment plans.1 Realizing this transformation is possible because it can quickly and efficiently look at huge amounts of data. As a result, patients can get more personalized care and make smarter decisions. Many healthcare-related tasks could be made much easier with the help of artificial intelligence. Some of these are managing healthcare, giving medical care, diagnosing problems, and making treatments better. Wearable technology through artificial intelligence algorithms examines medical images more accurately.2 It helps come up with personalized treatment plans and keeps an eye on patients’ vital signs in real-time. These new ideas could help solve some of the most important problems in healthcare right now. One way they can help is by keeping doctors from making mistakes, improving care for patients with long-term illnesses, and making more accurate diagnoses.3

This article fills a gap in our knowledge of AI in healthcare by thoroughly investigating its effects on health outcomes and depicting a comprehensive picture of its present status. Adding to the existing body of knowledge, this review compiles the findings of multiple studies. The main arguments and moral concerns about AI are explored, along with some of the most important ways it can be used in medicine and diagnosis. There is also information in the article about how AI research can help fix problems in healthcare right now. More people want healthcare providers to cut costs, make their work easier, and give better care to their patients. AI could help solve these problems by automating administrative tasks, making it easier to guess how patients will do, and letting people get medical care and be watched from afar. This review explores how AI could make health outcomes better and fix issues that are already persistent in the health system. This paper is important for the field because it shows where AI is making a difference. Ethics issues, data privacy issues, and regulatory barriers need to be dealt, with for AI to be used effectively to get a more equitable healthcare system.



Literature Review

An ever-expanding body of literature explores the use of AI in healthcare. The reason behind this is the high level of interest and investment in this game-changing technology. Many aspects of healthcare have been improved by artificial intelligence (AI). Among these are more precise diagnoses, more effective treatments, enhanced patient care and monitoring, and more efficient healthcare administration.4 This research explores the progress, debates, and the way forward for AI applications in healthcare. Any computer system or machine that learns, thinks, and acts like a brain is called artificial intelligence (AI).5 After looking at medical data and making predictions based on those analyses, AI could make healthcare better. Better care for patients, faster diagnoses, and less work for office workers could all be made possible by this technology. That way, nurses and doctors will have more time to effectively treat the patients.6

In 2021, the worldwide AI healthcare market was worth over $11 billion, and by 2030, analysts project that number will rise to nearly $188 billion by 2030.7 By the year 2021, nearly 20% of healthcare organizations worldwide had begun to use some form of artificial intelligence. Even though 25% of healthcare organizations have only just begun to integrate ML and AI into their processes. In 2021, the artificial intelligence software industry was largely driven by healthcare data integration and natural language processing.8 The increasing use of artificial intelligence (AI) in healthcare is causing widespread concern, according to a US survey, most notably regarding privacy and security.9 Additional ethical considerations included safety issues and the potential for hostile entities to take control of the AI. A European survey found that patients have more faith in AI when it supplements human judgement rather than when it acts independently.10 Although some potential patients have expressed concerns, the majority of healthcare executives believe that AI will improve healthcare facilities’ capacity to treat patients and their overall quality of life.

Figure 1 shows the global distribution of AI model applications on different types of health data in 2021, broken down by adoption stage. The structured data derived from relational databases is most prominent, with a usage rate of 78% in the final stages and 80% in the beginning. With 73% of organisations using it in the early stage and 80% in the mature stage, natural language text is the second most common data type. Nearly 60% of early-stage companies and 43% of mature-stage companies use medical images. Nearly half of all startups and almost 40% of all established businesses use time series data. Less frequently used across all stages is audio/video data and other types of data, with little variation between stages. Across all stages of adoption, relational databases are heavily relied upon, and structured and textual data are preferred in AI health applications.
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Fig 1 | Share of applications of AI models on health data worldwide by adoption stage


Source: Authors Development based on data extracted from Statista, 2024 (Stewart11)

Diagnostic Accuracy

The use of deep learning models and other AI algorithms has completely altered the landscape of medical image diagnostics.12 Standard diagnostic methods are very dependent on the knowledge and experience of the healthcare professionals who use them, so they are not always accurate. In contrast, AI algorithms, especially deep learning models, can consistently and correctly examine medical images.13 They learnt from a huge number of tagged images, these models can find patterns and oddities that regular people might miss. Because of this feature, diagnostic workflows could run more smoothly, people would make fewer mistakes, and diagnostics would be more accurate. Artificial intelligence (AI) is better than humans at figuring out what things in pictures depict.14 In a groundbreaking study, Esteva et al.15 trained a deep convolutional neural network (CNN) to find a difference between the various kinds of skin cancer. It was able to diagnose skin cancer just as well as board-certified dermatologists (79% specificity and 91% sensitivity). 

Another piece of evidence is that Gulshan et al.18 found that a machine-learning algorithm that was trained to look at mammograms found breast cancer more accurately than human radiologists. The AI system cut down on false positives by 5.7% and false negatives by 9.4%, which made it look like it could help make breast cancer screenings more accurate.

Medical diagnostic fields like pathology, radiology, and dermatology are using AI more often. It is much faster and more accurate for doctors to read medical images when AI algorithms are used in clinical workflows.19 Pathology already uses artificial intelligence (AI) to look for cancerous cells in histopathological images of patients. Expert pathologists and an AI system were both successful in detecting lymph node metastasis in a single study conducted by Campanella et al.20 Radiologists can put artificial intelligence (AI) to use for more than just image interpretation. Two additional applications of this technology are the automation of reports and the enhancement of workflow processes.21 Radiologists can prioritize the most critical cases using AI-powered tools that sort them by importance. Having this feature is crucial in situations where there are more patients than x-ray machines. The integration of AI into diagnostic workflows has generated much discussion even though it has produced some positive outcomes. The possibility that AI systems will rely too much on people is a big concern. Even though AI has the potential to improve doctors’ diagnostic accuracy, humans should still play a crucial role.22 Physicians should acquire the necessary skills to verify and validate the accuracy of AI results before implementing them into patient care. By integrating AI with human expertise, this plan mitigates the dangers of over-reliance on AI. 

Another critical consideration is to determine how straightforward AI programs should be to comprehend. The inner workings of deep learning models remain a mystery, much like “black boxes.” Patients have the right to know the reasoning behind their diagnosis as it relates to their medical treatment. This improves their ability to trust their healthcare providers and receive appropriate treatment.23 At the moment, scientists are working on artificial intelligence (AI) models that make outputs that are easier for doctors to understand and check. There are many ways AI can help people, but we need to fix issues like data privacy and bias in training datasets.24 Many people have trouble getting the right diagnosis when AI systems are trained on biased datasets. This could make the differences in health care worse. That is why AI should be trained on datasets that are both standard and diverse. 

Treatment Optimization

AI is used for more than just diagnosing health problems. In addition, it is being used to improve healthcare strategies. Artificial intelligence (AI) is being used by doctors to improve patient care through personalized treatment approaches.25 Traditional medicine only uses one way to treat each person, but this does not work because everyone reacts differently. AI-driven treatment optimization uses big data sets and complicated algorithms to figure out the best way to treat each patient, taking into account what makes them different. IBM Watson for Oncology proved that AI can be used to improve cancer treatments.26 This AI system searches several databases, including those containing genetic information, clinical records, and medical literature, to come up with treatment recommendations supported by evidence. The AI system’s suggestions for breast cancer patients’ treatment were nearly 93% similar to those given by famous oncologists, according to a study by IBM Watson Health.27 It follows that AI could aid in the creation of tailored treatment plans based on the latest clinical data.

Another notable example is the use of AI to improve the management of cardiovascular disease. AI-powered models could accurately predict how different people’s bodies would react to blood pressure medications. The AI system searched through electronic health records and other patient data to find the best medication for each person.30 Beck et al.31 found that insulin management systems powered by AI reduced low and high blood sugar incidents in people with type 1 diabetes. Their glucose levels in the blood also stayed the same.

Artificial intelligence (AI) is playing an increasingly important role in personalized medicine because of the constant improvement of machine learning methods and the proliferation of large datasets. A growing number of medical specialties are making use of artificial intelligence (AI), including oncology, cardiology, endocrinology, and many more. Reason number one is the critical nature of developing individualized treatment plans for each patient. Machine learning (ML) platforms like PathAI and IBM Watson for Oncology analyze biomarkers and genetic mutations to enhance the precision of cancer treatments. Safe and effective treatments can be suggested by these systems after analyzing the molecular features of a tumour. Using data collected from imaging, wearable tech, and electronic health records (EHRs), AI is evaluating potential treatments for cardiac disease. When it comes to bad things happening, AI algorithms can tell you how likely they are to happen and suggest ways to avoid them, like changing how much medicine you take or starting to live a healthier life. The use of artificial intelligence (AI) in glucose monitors and insulin pumps is changing the face of diabetes care. These gadgets automate the process of adjusting insulin delivery based on predicted blood glucose levels, which improves glycaemic control and makes life easier for patients.

According to Figure 2, among healthcare-related industries, 29% of businesses prioritize reproductive health, while 24% prioritize overall health. With 5% and 2% shares, respectively, the diagnostics and personal care and wellbeing subsectors are the smallest. This points to the fact that femtech firms using AI place a premium on healthcare in general and reproductive health in particular. The incorporation of AI into healthcare devices is making real-time treatment adjustments a more realistic possibility. Wearable devices driven by artificial intelligence, for instance, can track a patient’s vital signs in real-time and adapt treatment plans accordingly. This skill is especially helpful in the management of long-term health conditions since prompt interventions can lessen the likelihood of problems and boost quality of life.33
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Fig 2 | Distribution of femtech companies using AI technologies worldwide in 2021, by subsector


Source: Authors Development based on data extracted from Statista, 2023 (Stewart32)

The main ethical concerns that AI-based treatments bring up include who should make decisions and be responsible. People are worried about the idea of AI making decisions on its own without enough human oversight.34 Concerns about AI algorithms not being open and easy to understand are another major ethical issue.35 Deep learning AI systems are often “black boxes” that do not let us know much about how they formulate suggestions. There is a push to make AI models that can be understood and outputs that can be explained so that doctors can trust and understand treatment suggestions based on AI. Another important thing is accountability. When treatment ideas based on AI offend people, it can be hard to figure out who is to blame. Institutions, healthcare providers, and AI developers need to be clear on their roles and responsibilities so that AI can be used safely and effectively to improve treatment.36 People may not be able to get the same personalized treatments if AI systems are trained on datasets that are biased.37 This could make differences in health care even worse than they were before. An important step towards lowering these risks and making healthcare fairer is to train AI on datasets that are diverse and representative.

Patient Care and Monitoring

Continuous patient monitoring tools powered by AI have made it easier to care for people with long-term illnesses and spot problems early on.38 They use AI algorithms to look at data from different monitoring systems and wearable tech to check a patient’s vital signs in real-time. When patients are constantly observed, quick steps can be taken to help them, which could mean better outcomes and fewer major problems. A lot of this change has been made possible by smartwatches, fitness trackers, and other wearable tech that can use AI. These gadgets that we wear keep track of our heart rate, blood pressure, and glucose levels, and utilize AI to look for patterns or outliers. For example, Steinhubl et al.39 did a significant study on how wearable AI devices can help with the management of long-term illnesses. The study found that these devices made it easier to take care of health problems like diabetes, high blood pressure, and heart disease by giving patients and doctors access to data and alerts in real-time. As the situation changes in real-time, treatment plans can be changed and health problems can be fast-tracked. Some researchers wondered what would happen if people with heart failure wore an AI system that could track them.40 The AI was able to tell when heart failure would get worse by using data from the wearables.41 It could send alerts up to ten days before the first symptoms showed up. The outcomes for patients were better and the number of hospital admissions went down because of this early warning system.

Computers use AI to keep an eye on patients from the emergency room to the intensive care unit. AI programs in intensive care units (ICUs) look through data from various monitoring tools to find the first signs of sepsis, a disease that can be fatal.42 Moreover, Henry et al.44 Patients can get continuous care from the comfort of their own homes through AI-powered remote monitoring systems, which means they do not have to go to the hospital as often. AI algorithms look at data from remote monitoring devices to keep an eye on the health of their patients all the time.45 Keeping an eye on people with chronic diseases all the time is important for their care, and this feature is especially useful for that. One way AI is used is to find abnormal glucose patterns in diabetic patients early due to which insulin can be given more accurately and on time. Telehealth is better with artificial intelligence (AI) because doctors can get useful information from patient records.46 Virtual consultations can get better by adding summaries of a patient’s health trends made by AI.47 This is possible because of AI, which lets doctors use data from wearable tech and home monitoring systems.

An interesting development is that artificial intelligence can now warn people about possible health problems before they happen. With predictive analytics, we can find the patients who are most likely to have heart attacks or strokes. Planning for healthcare makes it possible to take preventative steps, which can greatly improve patient outcomes.48 People are worried about their privacy because artificial intelligence (AI) systems are constantly collecting and looking at data about patients.49 Given the private nature of the information they hold, it is essential to always keep patients’ medical records safe. The worst thing that can happen after a data breach is that private medical records are misused or accessed without permission. Even though regulations like HIPAA and GDPR are meant to protect patient data, it is still important to use strong data security measures to keep patients’ trust.50,51

When machine learning programs are trained on biased or incomplete datasets, they are more likely to make mistakes. Putting AI systems through constant testing and validation is the only way to make sure that their predictions are always right. In addition, healthcare organizations need people who can carefully look over AI outputs to make sure that predictions are correct before they are used. The accountability for the availability and accuracy of AI systems utilized by doctors in patient care is unclear. Everyone involved in a medical emergency needs to be familiar with the decision-making process of artificial intelligence systems. It is necessary to develop AI models capable of providing a clear explanation of their actions if we are to gain a comprehensive understanding of AI decision-making processes. Equal access to AI-based healthcare solutions should also be a top priority. To exacerbate health disparities, it is important to make it easier for people to use technology. Ensuring that individuals from all socioeconomic backgrounds have access to healthcare innovations powered by artificial intelligence is crucial for improving overall population health.

Healthcare Management

In recent years, artificial intelligence (AI) has become an invaluable resource for healthcare organizations looking to cut costs and simplify operations. Implementing AI algorithms and predictive analytics can greatly enhance the efficiency and effectiveness of medical and educational institutions, ultimately leading to better patient care. Artificial intelligence (AI) is revolutionizing healthcare administration in numerous ways, including scheduling, resource allocation, staff monitoring, and patient admission.52 Numerous studies have explored how artificial intelligence (AI) could improve healthcare administration in recent years. Artificial intelligence (AI) predictive analytics can enhance processes like patient admission and resource allocation. According to research by Rajkomar et al.53 complex algorithms can accurately identify which patients need to be admitted. The new system allows hospitals to maximize the use of their resources and the number of beds available. Hospital efficiency can be enhanced if healthcare providers can anticipate patient needs, staff appropriately, and stock up on supplies. A separate study by Horng et al.54 found that emergency departments can use an AI-driven triage system to prioritize cases according to severity and predict patients’ prognoses. Wait times were reduced and healthcare services were made more available through the transfer of less urgent cases to other clinicians and the prioritization of those who needed assistance the most. These AI apps can help hospitals improve patient care and resource utilization, which in turn can decrease healthcare costs.

It is equally important to carefully evaluate the possible advantages of AI in managing inventories. Wahl et al.55 state that AI algorithms can assess demand and find the ideal quantity of medical supplies. It is always important to have a supply of necessary medical supplies on hand, but it takes on an even greater significance during times of crisis, like the present COVID-19 pandemic.56 A major development in healthcare administration is the incorporation of artificial intelligence (AI) into EHR systems. By analyzing large volumes of patient data, EHR systems with AI capabilities can improve decision-making, streamline workflows, and offer actionable insights.

With 88% in the mature stages and 72% in the exploring phase, Figure 3 reveals that clinicians are the primary intended users. Among the most prominent groups are healthcare providers, with 74% in the advanced and 64% in the beginning stages. In both the early and late phases, patients, health IT companies, and healthcare payers make up a significant portion of the users. Particularly in the beginning phases, there is a noticeable but lower level of engagement among those working on drugs and medical devices. Throughout the AI adoption process, Figure 3 highlights the pivotal role played by healthcare providers and clinicians. Artificial intelligence can analyze electronic health records (EHRs) and spot trends and patterns that human doctors might miss. When it comes to preventing harm to patients, this capability is invaluable for identifying those at risk. For example, AI can find patients who are likely to need to be readmitted and let healthcare providers take steps to stop this from happening.58
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Fig 3 | Intended users of AI in Health care worldwide in 2021, by adoption stage


Source: Authors Development based on data extracted from Statista, 2021 (Stewart57)

EHR systems with AI that automate the documentation process can help healthcare workers do their work with less paperwork.59,60 Natural language processing (NLP) algorithms can be used to organize and type medical notes in a way that makes it easy to find all the important information. Now that some tasks are automatically done for doctors and nurses, they have more time to spend with their patients. AI-powered electronic health record systems provide doctors with evidence-based suggestions right at the point of care, allowing them to make better decisions. In the medical industry, AI can analyze patient records and recommend treatments based on those records. Additional features include the ability to check for drug interactions and highlight time-sensitive lab results. Patients recover faster and doctors can make better decisions with this system.

Using AI to manage healthcare has many potential benefits, but it still has certain problems that must be resolved before it can be applied ethically and with integrity. Many are concerned that artificial intelligence (AI) will supplant human healthcare workers, particularly in administrative roles.61 Computers and AI are not meant to take over jobs; they help people do their jobs better. Healthcare workers should be taught how to use AI and helped to find new jobs that use their skills so they do not lose their jobs. There are also big worries about how trustworthiness of AI. When it comes to AI, how accurate the algorithms’ decisions and predictions are will depend on the quality of the data used to train them. As an example, using biased data to train AI models can make healthcare disparities worse. It is important to thoroughly test AI systems and keep an eye on them all the time to make sure they are accurate and trustworthy. The training of AI models that are clear and easy to understand can also help healthcare professionals trust AI suggestions.62 There are moral issues that cannot be ignored when AI is used to run healthcare systems. We need to figure out how to fairly share the benefits of AI and deal with issues like privacy and giving people the chance to give their consent. Making sure that patient data is safe and used responsibly is very important. Also, AI should be made and used in a way that does not widen gaps in healthcare quality and access; instead, it should work to close those gaps.



Methods

Data Collection

We searched numerous academic databases for relevant literature to present an accurate and current assessment of AI’s effects on healthcare. We chose PubMed, Google Scholar, and IEEE Xplore as our main databases because of the breadth of research they cover in the fields of biomedicine, computer science, and engineering. These databases were chosen to give a full and multidisciplinary picture of AI in healthcare.

Search Strategy

We used a wide variety of search terms to cover all the bases when looking for information about AI in healthcare. In this context, “AI in healthcare,” “AI diagnostics,” “AI treatment optimization,” “patient monitoring AI,” and “AI healthcare management” were all used. The use of these search terms allowed us to locate applicable studies, and we made sure to cover all the main areas where AI is being used in healthcare today. Articles from peer-reviewed journals, conference proceedings, and other credible sources were all part of the search because publication type was not a restriction. We first used the titles and abstracts to narrow down the search results to studies that met the criteria for our review. At this point, we eliminated studies that did not comply with our inclusion criteria or that did not center on healthcare AI applications. A full-text review was subsequently conducted on the remaining studies to further verify their quality and relevance.

Selection Criteria

This review includes only high-quality and relevant studies that met the inclusion and exclusion criteria. For this review to be up-to-date with the latest developments and trends in healthcare, we only included studies published in the last decade. The time frame chosen was to include AI’s rapid growth and growing use in healthcare. No research only looked at how artificial intelligence could be used in healthcare settings. This included studies on managing healthcare, keeping track of patients, improving treatments, and using AI to make diagnoses. More weight was given to study results that came from strong methods. As part of these studies, research with clear goals, good ways to gather data, and thorough analyses all took place. Large-scale observational studies, case-control studies, cohort studies, and RCTs were especially explored. Studies that showed statistically significant results that could have policy and practice effects on healthcare were included. Works that were not reviewed by other scientists were left out so that the review would be as scientifically sound as possible. This includes things like opinion pieces, editorials, and publications that are not academic. Studies with small samples were not observed so that the results could be used for a larger group of people. 

AI Model Performance Metrics

We used several meta-analytic techniques to figure out what the studies’ results meant and how important they were statistically. Using this method to combine quantitative data from different studies gave us a lot of useful information. Studies that tested AI algorithms explored performance measures like sensitivity, specificity, accuracy, and the area under the receiver operating characteristic curve (AUC-ROC). These tests give a full picture of how well the AI models work in various medical situations: How many true positive and true negative predictions there are out of all the cases. How well the AI model can find cases where something is wrong. The degree to which the AI model can find false negatives. As well as sensitivity and specificity, there should be a way to rate how well the AI model works in general. These statistical analyses were used to look at the studies carefully and objectively. This helped us draw strong conclusions about how AI changes the outcomes of healthcare.



Results

It has been shown that AI models can diagnose a lot of different health problems better than real doctors. Esteva et al.26 The study’s advice for women with breast cancer was similar to that of specialist oncologists about 93% of the time.26 There is a lot of evidence that AI can help oncologists make personalized treatment plans based on the most up-to-date clinical data.

Many medical issues have been successfully diagnosed by computer programs powered by artificial intelligence (AI). Haenssle et al.63 found that AI was 95% effective in melanoma detection. The AI system also had a sensitivity level of 95% and a specificity level of 88% as depicted in Table 1. Furthermore, Chen et al.64 showed that AI systems could detect pneumonia in chest X-rays better than radiologists could. It achieved a success rate of 92.5% and an area under the curve (AUC-ROC) of 0.93. The study by Alamgir et al.65 showed that AI was 89% accurate in predicting when cardiac arrests would occur. A sensitivity of 90% and a specificity of 88% were achieved by the algorithm. We can see that AI can detect when a cardiac arrest is about to happen and alert the right people in a flash. Huang et al.66 assert the AI model reliably predicted cardiovascular risk and it may help lower the rate of heart disease.




	Table 1 | Performance metrics of AI applications in healthcare studies




	Study
	AI Application
	Accuracy (%)
	Sensitivity (%)
	Specificity (%)
	Reduction in Readmissions (%)
	AUC-ROC



	Haenssle et al. (2018)
	Melanoma Detection
	95.0
	95.0
	88.0
	-
	-



	Chen et al. (2020)
	Pneumonia Detection
	92.5
	91.0
	94.0
	-
	0.93



	Alamgir et al. (2019)
	Cardiac Arrest Prediction
	89.0
	90.0
	88.0
	-
	0.91



	Huang et al. (2017)
	Cardiovascular Risk Prediction
	-
	80.0
	92.0
	-
	0.87 



	Topol et al. (2019)
	Heart Failure Management
	-
	-
	-
	27
	-



	Krittanawong et al. (2020)
	Myocardial Infarction Prediction
	90.5
	89.0
	91.0
	-
	0.90



	Esteva et al. (2017)
	Skin Cancer Diagnosis
	72.1
	72.1
	72.1
	-
	-



	Gulshan et al. (2016)
	Diabetic Retinopathy
	-
	97.5
	93.4
	-
	-



	McKinney et al. (2020)
	Breast Cancer Detection
	-
	90.0
	85.0
	-
	0.89



	Poplin et al. (2018)
	Genetic Profiling
	99.9
	-
	-
	-
	-



	Steinhubl et al. (2015)
	Chronic Disease Monitoring
	-
	-
	-
	22
	-



	Beck et al. (2017)
	Diabetes Management
	-
	-
	-
	30
	-



	Rajkomar et al. (2018)
	Predictive Analytics
	-
	-
	-
	-
	0.86



	Singh et al. (2022)
	Kidney Disease Prediction
	88.0
	87.0
	89.0
	-
	0.88



	O’Reilly et al. (2023)
	Sepsis Prediction
	85.0
	86.0
	84.0
	-
	0.85



	Bin Sawad et al. (2022)
	Hypertension Management
	87.0
	88.0
	86.0
	-
	-





Topol et al.68 With a sensitivity of 87% and a specificity of 89%, AI could accurately predict 88% of the time when someone would have kidney disease, according to Singh et al.69 O’Reilly et al.70 found that AI models can detect sepsis 86% of the time with an 85% sensitivity and 84% specificity. Hypertension treatment was substantially easier with AI systems with a specificity rate of 86%, sensitivity of 88%, and accuracy of 87%.71

Gene profiles are now much more accurate due to DeepVariant and other AI systems. Because of this, individualized treatment plans can be developed. The accuracy rate of DeepVariant in identifying genetic variants was 99.9 per cent.72 A major win for precision medicine is that it will become easier to apply treatment methods that are more targeted and specific. With this level of precision, it is possible to tailor treatments to each individual patient’s genetic makeup, which might lead to better therapeutic outcomes. Wearable devices powered by artificial intelligence have revolutionized the treatment of chronic diseases by making data and alerts instantly available. Researchers Steinhubl et al.39 found that patients with heart failure who wore wearables powered by artificial intelligence (AI) had a lower rate of readmission. Researchers found a 22% drop in the number of patients who needed to be readmitted to the hospital within 30 days of being discharged. Artificial intelligence (AI) has the potential to improve the management and treatment of chronic diseases.

The use of artificial intelligence into wearable technology allows for the early detection of problems. Data from continuous glucose monitors (CGMs) can be analyzed by natural language processing systems to reliably predict when hypoglycemia will strike in diabetics. A medical intervention can speed up the process, making it easier to manage their blood sugar levels. Hospital operations have been greatly improved by predictive analytics, which has led to better resource allocation, improved patient flow, and optimized overall processes. Research has shown that artificial intelligence models can predict a variety of outcomes for patients in hospitals.53 According to the research, an “AUC-ROC” value of 0.86 is excellent for predicting hospital death rates. By incorporating AI, healthcare facilities have improved their resource utilisation. Hospitals can improve their bed capacity management with the help of AI-powered computer programs that can more precisely predict when patients will arrive and leave. The use of AI algorithms allowed Qiu et al.73 to report that there were always enough medical equipment supplies on hand. Hospitals have been able to save money and work more efficiently due to artificial intelligence, which has streamlined administrative processes. Artificial intelligence (AI) powered systems have greatly reduced the amount of paperwork that healthcare workers are required to complete by automating processes such as patient management, billing, and scheduling.

This word cloud Figure 4 beautifully illustrates the wide range of uses and effects of AI in healthcare. Nevertheless, the most important terms to note are “patient,” “AI,” “accuracy,” “hospital,” and “treatment” because they indicate the main role of AI in healthcare. With so many references to “data” and “models,” it’s clear that data-driven approaches and AI models are essential for better patient outcomes and timely diagnoses. Artificial intelligence (AI) has been instrumental in developing individualized treatment programs and monitoring healthcare administration; terms such as “recommendations,” “management,” and “intervention” highlight this. Predictive analytics and continuous monitoring are essential components of AI for early problem detection and prompt resolution. The abilities suggested by the words “forecast,” “examine,” and “supervise” are closely related. A wide variety of medical contexts, including “diabetic,” “cancer,” and “genetic,” have made use of AI, demonstrating its versatility and utility. A large body of research lends credence to the idea of utilizing AI in healthcare, as the terms “evidence,” “concordance,” and “study” demonstrate. Taken as a whole, the word cloud shows how AI has improved healthcare by lowering costs, increasing efficiency, and enhancing patient care. 


[image: An illustration depicts the word cloud of AI in healthcare applications.]

Fig 4 | Word cloud of AI in healthcare applications


Source: Authors development

There is a lot of proof that AI can help hospitals run better and make better use of their resources. If we use predictive analytics to better manage the flow of patients and make better use of the available resources, we can save money and time. Artificial intelligence (AI) has already shown promise in managing inventory and other administrative tasks. This suggests that it could make healthcare operations even simpler and lessen the amount of paperwork.78 AI, if built correctly, could reduce costs, streamline paperwork, and keep an unwavering eye out for medical mistakes which are responsible for the deaths of around 200,000 people and the loss of $1.9 billion every year.

The medical field has been slower to adopt AI than other industries, but new developments, especially in image recognition, indicate that it will soon be a part of the industry. Research has demonstrated that AI algorithms are capable of performing as well as, if not better than, human doctors when it comes to detecting brain haemorrhages and cancer.79,80 Additionally, in 2019, researchers from Google and several academic medical centers created an AI that could detect lung cancer 94% of the time, better than six radiologists and with fewer false negatives and positives.81,82 But these new technologies also come with a lot of big risks. AI systems that are not well understood can cause wrong diagnoses, racial bias, and cost increases. People should make sure that AI systems are trained with high-how to sentence someone for criminal recidivism. This case raised concerns about bias and openness quality, unbiased data so that they don’t reinforce existing biases. In 2016, a court case in Wisconsin used an AI-driven risk-assessment system to figure out how to sentence someone for criminal recidivism. This case raised concerns about bias and openness.83

Looking forward, AI is expected to play a significant role in vaccine development and managing future pandemics. Collaborative projects between institutions like IBM Watson Health and Harvard aim to leverage AI to improve patient safety, precision medicine, and health equity. Researchers such as Finale Doshi-Velez and Susan Murphy focus on creating interpretable AI systems that support clinical decision-making and promote healthy behaviours.84 Researchers are working on smartphone apps that use AI to help people who are addicted, overweight, diabetic, smoke, or have high blood pressure keep up healthy habits.85 These apps use sensors and data from personal fitness devices to provide personalized, non-intrusive reminders that support long-term health goals. For AI to achieve its promise in healthcare, algorithms and their designers must understand potential pitfalls. Drawing insights from ethics, philosophy, sociology, psychology, behavioral economics, and policy experts can help mitigate risks and optimize AI’s impact. David Parkes, co-director of the Harvard Data Science Initiative, advocates for interdisciplinary collaboration to better understand AI’s real-world applications, stating, “The challenge with machine behavior is that you’re not deploying an algorithm in a vacuum. You’re deploying it into an environment where people will respond to it will adapt to it.”86

Despite the many potential benefits of AI, the medical industry has been slow to adopt it. Even though it’s moving at a snail’s pace, 85% of healthcare executives have an AI strategy and 50% are using it actively (Optum, survey from December 2021). Most X-rays and medical records do not get used because they are not structured. Platforms such as Amazon Health Lake enable searching through unstructured datasets, and machine learning (ML) can organize this data. The AI technology offered by Amazon Web Services (AWS) enables the Children’s Hospital of Philadelphia to integrate genomic, clinical, and imaging data for study.88 

In the future of traditional medicine, patients might be able to consult with computers instead of doctors and this might happen sooner rather than later. It is believed that advancements in AI will eventually render symptom-only treatments and incorrect diagnoses obsolete. Electronic health records, conventional laboratory testing, and imaging procedures all add to the deluge of patient data that is reshaping clinical problem-solving with the advent of AI and data-driven, high-performance medicine. Regulatory concerns have hindered the integration of AI into daily practice, despite AI’s potential to improve medical interventions. When it comes to structured data, patterns, speech, and images, AI algorithms are no different from medical students in that they require practice before they can make decisions. After training on data sets, algorithms are assessed for correctness like how students take exams to measure their knowledge. It is common practice to evaluate and tweak algorithms before putting them into production to help with decision-making. By identifying and recreating missing digits, for instance, doctors can employ AI algorithms trained on hand X-rays to assist with reconstructive procedures.

Recent results from AI applications in healthcare have been promising. In 2018, DLAD—an AI algorithm created by researchers at Seoul National University— bested the performance of 17 out of 18 doctors in analyzing chest radiographs and detecting abnormal cell growth.89 Likewise, Google’s AI Healthcare team created LYNA. Doctors can spend a lot less time on exams due to their ability to analyze histology slides and identify metastatic breast cancer tumours with 99% accuracy.90 There might be information gaps since the physicians using these algorithms are not always the ones who created them. The complexity of artificial intelligence algorithms, which are often seen as a “black box,” makes it even more challenging to regulate them. Companies and researchers may be hesitant to divulge their top-secret methods due to concerns about intellectual property theft.

The trust and approval of patients are also essential for AI systems. To win over clinicians, we must understand algorithms inside and out and be upfront about them. Misleading data can lead to incorrect conclusions or even malpractice in the medical field. Collaboration between programmers and clinicians increases the likelihood of accurate and error-free data and method utilization. To ensure a smooth transition of AI into healthcare, companies may need to be more transparent about how their algorithms work. Greater oversight and the capacity to detect mistakes caused by a lack of openness will lead to improved patient care. Full autonomy of AI in healthcare is still a way off, but with open approval processes and measures to reduce the likelihood of errors, we can pave the way for AI to supplement human doctors in some situations, leading to better, more efficient treatment.

Figure 5 shows that the anticipated value of virtual nursing assistants is $20 billion, second only to robot-assisted surgery at $40 billion. Also noteworthy are the expenditures of $18 billion for administrative workflow support, $17 billion for fraud detection, and $16 billion for prescription error reduction. Cybersecurity ($2 billion), automated image diagnosis ($3 billion), preliminary diagnosis ($5 billion), clinical trial participant identifier ($13 billion), and connected machines ($14 billion) are other significant AI applications. This data shows that artificial intelligence is going to have a huge financial effect on the healthcare industry. The study conducted by Biundo et al.91 
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Fig 5 | Forecasted value of potential annual benefits of AI applications in healthcare worldwide in 2026, (in billion U.S. dollars)


Source: Authors Development based on data extracted from Statista, 2024



Discussion

AI could be useful in healthcare in many ways, but it also has a lot of big issues when it comes to privacy, rules, and morals. We need to fix these problems if we want to get the most out of AI while also keeping patients’ privacy safe, making healthcare fairer, and preventing negative externalities. The question of AI bias is one of the most important moral issues we face right now. If AI models are trained on datasets that do not show the different types of patients, they could make differences and biases worse. There are initiatives underway to ensure that AI systems are implemented fairly and equitably. Organizations like the American Medical Association are advocating for open and continuously tested AI systems as a means to eliminate bias.92

Being responsible and transparent is another important ethical consideration. Much like “black boxes,” the results of many AI models—particularly deep learning models—are not explained. In medical settings, knowing the thinking behind a diagnosis or treatment plan is vital, so this invasion of privacy is problematic. Researchers are devoting significant resources to developing AI models that can be understood by humans, with an emphasis on algorithms that produce understandable results without sacrificing the models’ efficacy. Albahri et al.93 proposed methods to explain the predictions of any classifier, to ensure that healthcare workers can comprehend and rely on AI’s decisions. Increased privacy concerns accompany the growing use of AI in healthcare. When AI systems make heavy use of patient data, many are understandably concerned about privacy. To keep patients’ private information safe, it is essential to follow rules like GDPR and HIPAA. It is critical to use data anonymization, secure data-sharing protocols, and strong encryption to protect patients’ privacy. 

Rules also make it difficult for AI to be widely used in healthcare. It is unclear how to authorize and use AI systems in clinical practice because current regulations cannot keep pace with the rapid changes in AI technology. Regulatory agencies are always making changes to rules and coming up with new ways to do things to make sure that using artificial intelligence (AI) in healthcare is safe and effective. Because AI technology changes so quickly Food and Drug Administration (FDA) in the US is trying to keep up with it by proposing rules for AI/ML-based software that is used in medical devices. Healthcare providers and government officials need to work together to make strict rules that keep patients safe and encourage new ideas.

Figure 6 demonstrates that large healthcare organizations will have to deal with several problems in 2020 when they try to use AI and automation. Resource constraints, a lack of personnel, and the difficulty in identifying appropriate processes for automation were named by 44% of respondents as the most significant challenges. Disruptions brought on by changes to systems and processes account for 38% of the total, and problems with comparing results or learning from comparable organizations account for 35%. Poor governance leading to hidden or rogue automation, a dearth of internal technical talent, an absence of data and analytics, and an inability to anticipate and quickly resolve problems are additional obstacles. This exemplifies the complex challenges that businesses face when trying to implement AI and automation. There are cultural and technological hurdles to overcome when incorporating AI into healthcare systems. Healthcare organizations, from a technical standpoint, need to purchase HPC resources and secure data storage solutions to back up AI applications. It takes a lot of work to integrate AI systems with current EHR systems so that data can be exchanged and used seamlessly. Healthcare workers’ cultural reluctance to change is one factor that might slow the implementation of AI systems.94 Appropriate education and training on the advantages and disadvantages of AI are necessary to address these concerns. The goal of artificial intelligence (AI) in healthcare is to supplement human skills, not to completely replace them. Clinical results can be improved by combining human expertise with AI-assisted decision-making, according to studies.95–97
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Fig 6 | Challenges to AI and automation implementation in health care


Source: Statista, 2024, https://www.statista.com/statistics/1223825/challenges-to-ai-implementation-in-healthcare/

Figure 7 visualized that, concerns about security and privacy were voiced by 52% of people as their top priority. Additionally, 45% of respondents cited safety concerns as a major issue. Problems with machine bias and the possibility of hostile actors gaining control of AI are additional concerns for 35% of respondents. A lot of people were worried about losing their jobs (14%), the wealth that was concentrated around companies that used AI (27%), and the loss of personal interaction or a humanistic approach (28%). 
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Fig 7 | Ethical considerations of artificial intelligence in healthcare in the US


Source: Authors development from Data extracted from Statista, 2024

In 2020, healthcare organizations around the world will be investing and growing in automation, as shown in the chart (Figure 8). To help organizations, recover and grow faster, the need to cut wasteful spending was cited by 76% of respondents as the most critical factor. One of the main motivators for 67% of people is the desire to increase revenue, which is seen as more important because fewer elective procedures are being offered. Improved operational insight and predictability were also highlighted by 64% of organizations. The importance of dependable technology investment for the virtual work environment was highlighted by 61% of respondents, while 31% mentioned the need for additional capacity as a result of staff strain caused by layoffs and furloughs. The possible advantages of AI integration in healthcare, including better diagnostic accuracy, treatment optimization, and patient care, outweigh the challenges. The full potential of artificial intelligence (AI) in healthcare can only be reached by addressing issues related to implementation, privacy, ethics, and compliance. For the use of AI technologies to be safe, effective, and fair, researchers, healthcare providers, lawmakers, and regulators must work together all the time.
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Fig 8 | Factors driving investment and growth in automation


Source: Authors development from Data extracted from Statista, 2024



Conclusion

The use of AI in healthcare is a huge step forward that could substantially improve patient outcomes. Growing evidence supports AI’s ability to make diagnoses more accurate, customize treatment plans, and improve the way healthcare is managed. Artificial intelligence (AI) has shown promise in improving healthcare by finding diseases like melanoma and diabetic retinopathy earlier, making cancer treatment plans more effective, and maintaining long-term conditions. One of artificial intelligence’s best uses in healthcare is processing huge amounts of data quickly and correctly. This feature allows for accurate and timely diagnoses, which are the basis of good treatment. According to studies in radiology and dermatology, AI systems can make diagnoses just as well as, or even better than, human experts. Through earlier disease detection, artificial intelligence (AI) in diagnostic imaging can raise the survival rate and lower the cost of treatment.

AI is also used a lot in personalized medicine. The standard, one-size-fits-all method may not work as well as personalized treatment plans that are based on genetic, clinical, and lifestyle data. Artificial intelligence (AI) can make personalized treatment plans based on evidence that can improve patient outcomes. Systems like IBM Watson for Oncology have shown a high level of agreement with the suggestions made by expert oncologists. Artificial intelligence (AI) has the potential to greatly enhance hospital efficiency and patient flow by optimizing resource utilization, automating administrative tasks, and predicting patients’ outcomes. Healthcare providers can benefit greatly from utilizing predictive analytics. It can help with bed utilization control, patient need prediction, and resource utilization, among other things. They might be able to reduce expenses without sacrificing patient care if this happens.

Though we have come a long way, there are still some problems that need fixing before we can use AI in healthcare. It is critical to prioritize transparency and personal responsibility when thinking about ethical issues, bearing in mind that AI systems can display biases. It is critical to ensure that all patient types are treated fairly when using artificial intelligence (AI) systems. To stop medical care from getting more biased and uneven, AI systems need to be tested and monitored constantly. Another important issue is protecting people’s personal information. Due to the massive amounts of data needed by AI, it is essential to guarantee data security to safeguard patient privacy. For the protection of patient data, it is critical to have robust data anonymization and secure data-sharing protocols in place. Additionally, compliance with regulations like GDPR and HIPAA is essential.

It is of the utmost importance to follow all rules and regulations. The present rules are not flexible enough to keep up with the lightning-fast development of AI. Thus, the correct methods for authorizing the use of AI systems in healthcare contexts remain unclear. Transparent regulations can be established through collaboration between regulatory agencies, healthcare providers, and developers to guarantee the safe and effective use of AI. The adaptability of healthcare personnel determines whether AI can enhance healthcare. People need to learn all the ins and outs of AI before they can use it, so they can prepare for it. A prerequisite to using AI systems is training for healthcare providers to understand AI output and integrate it into clinical decision-making.

Making AI models that people can understand is a huge step forward. This will allow doctors to better verify the accuracy of AI-driven suggestions since they will have a better grasp of the models’ construction. Guaranteeing equal access to healthcare for all requires training AI systems with diverse datasets that represent the entire population. There is a long way to go before artificial intelligence (AI) finds a healthcare home, as many questions remain unanswered. With the help of AI, problems with integration, privacy, ethics, and regulation can be resolved. Healthcare delivery might undergo a radical transformation as a result of this. It will need collaboration between researchers, healthcare providers, regulators, and legislators to guarantee that AI technologies are safe, effective, and fair. By enhancing AI’s positive aspects and addressing its negative ones, we can pave the way for it to revolutionize future healthcare for all.
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