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(a) ad hoc map UI on a transportation card (b) levels of detail w.r.t. distance (c) function change by flipping the card

(d) live transcription UI on an open palm (e) switch to translation mode w.r.t. pose (f) finger tap to remap UI functionality

Fig. 1. Examples using the Ad hoc UI toolkit and its interactive techniques: (a) shows amapwidget on a transportation card triggered
by voice command. (b) shows the level of detail change with respect to distance. (c) shows a wallet interface after the user flips the
card. (d) shows a live transcription UI on an open palm. (e) shows mode change from transcription to translation after the user
changes the pose. (f) shows remapping the UI functionally with voice command and tapping gestures.

Real-time environmental tracking has become a fundamental capability in modern mobile phones and AR/VR devices. However, it
only allows user interfaces to be anchored at a static location. Although fiducial and natural-feature tracking overlays interfaces
with specific visual features, they typically require developers to define the pattern before deployment. In this paper, we introduce
opportunistic interfaces to grant users complete freedom to summon virtual interfaces on everyday objects via voice commands or
tapping gestures. We present the workflow and technical details of Ad hoc UI (AhUI), a prototyping toolkit to empower users to turn
everyday objects into opportunistic interfaces on the fly. We showcase a set of demos with real-time tracking, voice activation, 6DoF
interactions, and mid-air gestures and prospect the future of opportunistic interfaces.

CCS Concepts: • Human-centered computing → Mixed / augmented reality; • Computing methodologies → Mixed / aug-

mented reality.
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1 INTRODUCTION

Recent advances in augmented reality (AR) have promoted the interests of both customers and enterprises to use 3D
user interfaces in their everyday lives. Toolkits for augmented reality on mobile devices (e.g., ARCore1, ARKit2) and
head-worn displays (e.g., Microsoft HoloLens3, MagicLeap4) empower users to anchor virtual interfaces to a specific
location, so that they appear to be an integral part of the real world. Users may utilize a dedicated 6DoF controller or
hand tracking on powerful headset devices to manipulate and directly interact with spatial interfaces or AR content [15,
16]. However, mobile phones and lightweight AR glasses lack rich spatial input mechanisms due to their portability
and power consumption requirements, while only providing a limited sense of physicality to users [1].

Another way to interact with virtual interfaces is to track the real-world object to which we anchor content. Exten-
sive research on tangible user interfaces (TUIs) has demonstrated the benefits of physicality, resulting in enhanced
effectiveness [11], reduced cognitive load [17] and improved collaboration [8]. Nevertheless, transforming every-
day objects into tangible user interfaces is under-explored in the current generation of spatial tracking technologies.
While tracking of fiducials and natural features has been successfully demonstrated in prior art (e.g., ARToolKit [13],
ARTag [5], ArUco [10], and GOTURN [6]), it is typically required that developers or content creators prepare and
predefine object tracking patterns in advance.

In this work, our goal is to allow users to instantly transform arbitrary everyday objects into TUIs without relying
on a fixed set of physical objects that developers have predefined. Moreover, we aim to enrich tangible interaction by
providing built-in support for multimodal interaction through voice and gesture.

To achieve this goal, we extend the concept of opportunistic controls [7] where semantically matching virtual content
is associated with physical objects. Our opportunistic interfaces expand on this concept by enabling users to directly
associate, activate and interact with widgets on everyday objects without contextual limitations. As a proof-of-concept,
we have developed Ad hoc UI (AhUI), a prototype toolkit to empower users to turn everyday objects into opportunistic
interfaces on the fly. Using AhUI, we demonstrate summoning the desired UI via voice activation, anchoring UIs to
textured objects while tracking their 6DoF poses, and interacting with UIs via a set of tangible interactions. We couple
our visual output with real-time tracking technologies to build user interfaces with multi-modal interaction.

2 USER JOURNEY OF OPPORTUNISTIC INTERFACES

We present the workflow of the proposed opportunistic interfaces by demonstrating an example user journey in Ad
hoc UI. Figure 2 shows: a first-time user picks up a transportation card and says: “Show me today’s weather on the

card.”. The system learns the card’s visual features, starts tracking its pattern, computes the 6DoF pose, and associates
the card with the weather widget. When the user moves the card, the system responds to its static and dynamic 6DoF
poses. In this case, the rendered “weather” widget changes its level of detail depending on how far away the card is
1ARCore: https://arvr.google.com/arcore
2ARKit: https://developer.apple.com/augmented-reality
3Microsoft HoloLens: https://microsoft.com/hololens
4MagicLeap: https://www.magicleap.com
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