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ABSTRACT

Interpreting and describing mobile applications’ privacy behaviors to ensure creating consistent and accurate privacy notices is a challenging task for developers. Traditional approaches to creating privacy notices are based on predefined templates or questionnaires and do not rely on any traceable behaviors in code which may result in inconsistent and inaccurate notices. In this paper, we present an automated approach to detect privacy behaviors in code of Android applications. We develop Privacy Action Taxonomy (PAcT), which includes labels for Practice (i.e., how applications use personal information) and Purpose (i.e., why). We annotate ∼5,200 code segments based on the labels and create a multi-label multi-class dataset with ∼14,000 labels. We develop and train deep learning models to classify code segments. We achieve the highest F-1 scores across all label types of 79.62% and 79.02% for Practice and Purpose.

CCS CONCEPTS

• Security and privacy → Privacy protections; • Computing methodologies → Natural language processing.
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1 INTRODUCTION

A “privacy notice” is an application’s artifact that describes how and why that application uses personal information, such as for providing services or monetization [34]. Regulations, such as General Data Protection Regulation (GDPR) [7] and California’s Consumer Privacy Act (CCPA) [9] require applications to provide users with privacy notices [1]. However, developers face several barriers in creating high-quality privacy notices. First, developers often do not comprehend concepts of privacy well [10] and therefore, use privacy policy generators [47] that incorrectly capture privacy behaviors of their application. Second, they often use default configurations for third-party libraries without understanding their privacy behaviors and how it affects privacy of their applications [27]. Third, developers often do not consider privacy notices as software engineering artifacts and thus, they do not update them with source code [48]. Lastly, developers are not always included in the process of creating privacy notices; instead companies hire legal experts to ensure compliance which may result in mismatches between the application and its privacy notice [40]. These problems may result in creation of inconsistent privacy notices, which may lead to privacy harms for both users and developers.

Some work focus on resolving the above challenges by creating privacy notices using questionnaires or predefined templates [24, 37, 38, 45, 48]. While these approaches are promising, they generate generic notices without making them traceable to source code or matching them with applications’ privacy behaviors. Without traceability, privacy notices become inconsistent when source code changes. In our previous work [15], we proposed a framework called PriGen, which identifies and extracts code segments that access personal information and then, uses a deep learning model to directly translate them into short descriptive privacy sentences called privacy captions. PriGen introduces traceability and achieves good accuracy for very short code segments (∼4-5 LOC), but the accuracy decreases significantly when code segments become larger. Additionally, training a deep learning model for caption generation requires a large high-quality dataset (∼20,000 samples), which is laborious and expensive to create manually. Furthermore, privacy is subjective; therefore, creating semantically similar privacy captions for the same source code is challenging, especially when there are multiple annotators.

In this paper, we develop an automated approach that can detect privacy behaviors of applications’ source code which can later be
used as input to PriGen to create the privacy captions dataset. First, we formally define categories of privacy behaviors in source code and develop Privacy Action Taxonomy (PAcT). PAcT consists of two categories of labels: Practice and Purpose. The Practice category focuses on understanding how a code segment uses personal information? and Purpose category helps understand why? This approach aids us in two ways: (i) defining privacy behavior categories alleviates any privacy subjectivity of annotators and makes labeling source code a structured process. It also enables us to create a dataset with consistent labels. (ii) labeling code segments is a much simpler and cost-efficient task than writing privacy captions. Hence, we can manually create large datasets of code segments and their privacy behaviors. Second, we use PAcT and its guidelines to label privacy behaviors of ~5,200 code segments and create a large multi-label multi-class dataset with ~14,000 labels. For this labeling task, we developed a custom built open-source annotation tool, Codr. Finally, we develop and train a simple Recurrent Neural Network (RNN) model to classify privacy behaviors of Android applications. We conduct 32 experiments to examine how the unique characteristics of various Practice and Purpose labels as well as the amount of data extracted from source code can impact the model’s performance. Our model achieves the highest F-1 scores of 79.62% and 79.02% across the label types for Practice and Purpose respectively (see Tables 2 and 3), which demonstrates the feasibility of classifying privacy behaviors in source code. While source code classification tasks were previously done for malware detection and other similar tasks showing very high performance, there is no prior work that detects Practice and Purpose from source code. Our work is the first to conduct such comprehensive analysis. Hence, our experimentation establishes the first baseline.

Our approach to detect privacy behaviors helps resolve the shortcomings of creating consistent privacy notices in the following ways: first, our trained models provide simple labels which help developers better understand privacy actions of their applications. For instance, a code segment accessing location and tagged with Collecting Practice and Functionality Purpose indicates that their application ‘collects location data to provide Functionality’. In cases that developers create privacy policies via policy generators, they can use the predicted labels as an input to modify relevant sections of the generated policy to ensure the policy matches with the application’s privacy behaviors. Additionally, since we create labels for all source code that access personal information, we mitigate the problem of missing privacy statements in policies [49]. Second, developers can use the generated labels to create intermediate notices. These intermediate notices can then be provided to legal experts writing privacy policies to help reduce the number of mismatches between application’s privacy behaviors and notices. Appendix A - Figure A.1 presents a few more examples about how to create privacy notices using the generated labels. Lastly, since the labels are generated directly from source code, they can be traced as part of software engineering artifacts. Hence, any time the code gets updated, a new set of labels will be generated which can result in updated or new intermediate privacy notices. This way the privacy notices will remain consistent with applications throughout their life cycle.

The main contributions of this work are as follows: (i) PAcT - a unique taxonomy to help detect privacy behavior of applications’ source code. To the best of our knowledge, this is the first work to create such a taxonomy. PAcT bridges the linguistic gap between applications’ source code and their respective privacy notices by creating a common vocabulary. This common vocabulary can then be used to describe privacy behavior of source code, and can later simplify the process of creating accurate and consistent privacy notices. (ii) Annotated Dataset of Privacy Actions (ADPAc) and Models - a dataset of ~5,200 code segments annotated with Practice and Purpose labels along with trained RNN models to classify them1. (iii) Codr - our open-source annotation tool to facilitate the creation of ADPAc dataset. Codr can be used by the research community to annotate code and other text for various tasks.

2 RELATED WORK

Figure 1 illustrates trends in the prior work. In recent years, much work have been done to help generate concise privacy notices for mobile applications by considering a set of questions or predefined templates [22, 37, 38, 45–47]. The first attempts, such as PAGE [38] and AppProfiler [37], concentrated on generating privacy policies from a set of questions, similar to most privacy generator tools. In the next attempt, some work focused on developing automated approaches or predefined templates to help write the rationales behind the required permissions, or create privacy notices or descriptions by analyzing sensitive APIs [45–47] and mapping them to natural language text. AutoPPG [45], PrivacyFlash Pro [47], and Honeysuckle [22] are all closely related to our work, and aim at creating privacy notices by analyzing code. AutoPPG uses a pre-defined subject form object [condition] format to create privacy statements, which results in generic statements that do not provide Purpose of privacy behavior. Both PrivacyFlash Pro and Honeysuckle provide rationales for using personal information, however, they both rely on developers to provide them. Our work differs from these approaches in that we classify privacy actions of source code and provide Practice and Purpose labels without using specific formats or relying on developers to annotate their code.

While these approaches attempt to generate privacy notices, they still lack traceability between the code and privacy notices which may result in inconsistencies between the applications’ privacy policies/notices and code, especially when the code evolves. As such, some research focus primarily on evaluating the extent of such inconsistencies [36, 39, 40]. Some of these work analyze the discrepancies between applications’ API calls and their privacy policies [11, 12, 23, 26, 28, 32, 39, 40, 43, 49], or with their applications’ descriptions [8, 33, 35]. The main goal of these approaches is to identify violations and not to mitigate and resolve them. In contrast, our work supports traceability and helps resolve inconsistencies, since Practice and Purpose classifications in code can be directly translated to privacy notices.

Source code summarization is the task of automatically generating natural language descriptions of source code which ranges from creating commit messages and descriptions of source code changes [16, 25], predicting a method’s name using a code snippet [2], to creating descriptions of a code segment [4, 13, 42]. The primary focus of most code summarization approaches is on writing high-level descriptions suitable for general-purpose programming
As mentioned in Section 1, our goal is to detect and classify privacy behaviors of applications’ source code. However, this is a challenging task for two reasons. First, we need to define the scope of relevant code segments in applications that access or use personal information. Second, we need to alleviate privacy subjectivity of annotators to identify privacy behaviors of these code segments. Each application’s source code consists of several different files, which contain different classes and methods, and potentially any of these methods can use personal information to implement some functionality. Moreover, a single method can use personal information in multiple ways. For example, a method in a ride-sharing application can use location to find near-by rides and to share it with a third-party advertisement library. Consistently detecting all privacy behaviors in such methods becomes difficult due to the privacy subjectivity of annotators [44].

The complexity increases when we define a relevant code segment that is larger than a single method. To mitigate the complexity of consistently detecting the same privacy behaviors among multiple annotators, we need to create a taxonomy. Nickerson et al. [30] define a taxonomy for classifying objects as a set of dimensions (or categories) where each dimension has a set of characteristics (or labels) such that each object has one label under each category. We relax this definition for PACT to include more than one label for each category. We provide the rationale for this modification with an example, later in this section.

Before explaining the details of PACT, we describe the structure of the code segments we use to detect privacy behavior. In Android applications, the personal information (PI) can be accessed in two ways: System APIs and User Interface (UI) [5, 14, 29]. In this paper, we focus on the usage of System APIs and leave the process of accessing the PI through UI for future. To access PI with system APIs, developers are required to declare necessary permissions in AndroidManifest.xml. In [15], we define the code segments that call system APIs as Permission-Requiring Code Segments (PRCS). A PRCS may consist of multiple methods that are linked via call graph. This is because a method that calls an Android’s permission-requiring system API to access personal information can use and further share the information with other methods. Since the PI can “hop” between methods in a PRCS, each method is referred to as a hop. In a PRCS, the “first hop” refers to the method that calls the permission-requiring API and each subsequent Nth hop refers to the method that is called by the (N − 1)th hop. Each PRCS has at least one hop, i.e. the first hop. We use PDroid [15] to extract PRCS for 109 permission-requiring APIs (an additional 40 APIs than in [15]) from 12 different permission groups. We extract up to 3 hops for each PRCS (an additional 2 hops in comparison to [15]). We stop at 3 hops instead of tracing the complete flow of information from source to sink for the following reasons: (1) research suggests that 2-3 hops from a call graph provide sufficient information and anything beyond the 3 hops either becomes superfluous or challenging to handle [21]; (2) in our preliminary analysis, we found that in ~80% of the cases, the information returned by permission-requiring APIs is used within the first three hops; and (3) prior research has shown that the model’s F-1 score decreases when we increase the number of lines of code [4, 15].

To develop PACT, we follow the guidelines suggested by Nickerson et al. [30]. As mentioned in Section 1, we attempt to answer two questions regarding privacy actions of each PRCS: how does a PRCS use personal information? and why?. The answers to these two questions correspond to two categories of Practice and Purpose in our taxonomy, respectively. For each category, we create an initial set of labels: for Practice category, we follow the terminologies defined by GDPR [7] and CCPA [9]; whereas for Purpose, we use Apple’s Privacy Nutrition Labels3 as an initial guideline. Other works [6, 44] also introduce data practice labels. However, Wilson et al. [44] focus on web privacy policies pre-GDPR and CCPA, and Kumar et al. [6] focus only on Opt-in/Out-opt-out choices in policies. The initial set of labels for Practice category include: Processing, Collecting, and Sharing. We formally define them as follows:

- **Processing**: When code uses a sensitive information for functionalities related to a first-party or a third-party library. It may include several operations - not limited to - retrieval, consultation, use, adaptation, or alteration.
- **Sharing**: When a first-party code shares a sensitive information with third-party code or if a third-party method calls a permission-requiring API.

---

3https://developer.android.com/reference/
• **Collecting**: When sensitive information is either explicitly saved in a persistent location off-device or implicitly saved in JSON objects or Maps, or returned beyond the last hop that indicates further use of information without calling permission-requiring API again.

The initial set of **Purpose** labels are **Functionality**, **Advertisement**, and **Analytics**. We formally define each label as follows:

- **Functionality**: When code executes a core functionality either in first-party or third-party library. (E.g. a messaging application accessing SMS messages).
- **Advertisement**: When code accesses PI for advertisement purposes, or an advertisement library accesses PI.
- **Analytics**: When code accesses PI for analyzing application’s behaviors, or for analyzing/tracking user’s behaviors.

We then expand these initial sets of labels using a conceptual-to-empirical approach [30]. In this step, we annotate PRCS over multiple iterations. In each iteration, the first two authors annotate each PRCS with the existing **Practice** and **Purpose** labels, and then analyze and discuss the annotations together to decide upon adding or removing labels from the existing label sets. If both agree that a label describes the privacy action of a PRCS, we keep that label and evaluate the ending conditions as shown in Appendix A - Figure A.2. If they do not agree or if ending conditions are not met, they conduct another round of iteration, else they finish the label expansion process. Figures A.4 and A.3, in Appendix A, show our final set of labels and their sub-labels for each category of PAcT. We describe how our initial set of **Practice** and **Purpose** labels evolved across iterations. In each iteration, we extract mutually exclusive PRCS.

- **Iteration 1**: We first randomly selected ~160 PRCS to annotate. We observed that several PRCS use third-party libraries to implement a core functionality, such as authentication and payment services which provides additional information about the nature of Functionality label. Hence, we decided to add sub-labels when necessary. In Iteration 1, we added two sub-labels, **Payment** and **Authentication**, under the **Functionality** label. We also discovered third-party libraries for measuring user-engagement and thus, added a sub-label, **User Experience**, under the **Analytics** label. Because of the additional sub-labels, we needed to go through another round of iteration.

- **Iteration 2**: We annotated a different set of randomly selected ~150 PRCS, and found two additional sub-labels, **Location and Marketing**, for **Functionality** and **Advertisement** respectively. We also identified **Crash** sub-label, for **Analytics** and created an **Other label for Practice** and **Purpose** categories to label one-off PRCS cases. Thus, we conducted another iteration.

- **Iteration 3**: We annotated another set of randomly selected ~140 PRCS, but we did not find any additional labels or sub-labels to add. Hence, we ended our iterative process and concluded that our taxonomy is complete.

As mentioned above, we omit a requirement proposed by Nickerson et al. [30] where each object must have one label under each category. This is because privacy practices are interrelated and it may be inaccurate to assign a single characteristic to each dimension. For example, if an application collects user id and email, it may use both to authenticate the user and to analyze the user’s experience via a third-party library. Therefore, **Practices** for this application are

4 DATASET PREPARATION

In this section, we discuss the process of preparing a dataset of annotated PRCS with their privacy actions’ labels (defined in Section 3) to use for training and classification tasks. Since currently such publicly available dataset does not exist, we manually annotated and created the Annotated Dataset of Privacy Actions (ADPAc).

We downloaded 15,000 APK files from the curated PlayDrone dataset as part of AndroZoo Collection [3] and extracted ~180,000 PRCS using PDroid [15]. From this set, we randomly selected ~5,200 PRCS to create ADPAc and another 100 PRCS to compute inter-annotator agreement between the two expert annotators (i.e. the first two authors). Note that, these PRCS are in addition to the ~450 PRCS we extracted to identify the labels of PAcT (i.e. Section 3). We used 2 expert annotators to balance the trade-off between a larger number of annotators and poor label quality. Research suggests that expert annotators are better than a larger number of annotators for tasks where subject expertise is required [31]. We computed the inter-annotator agreement to alleviate the subjectivity of the annotations to the extent possible. To help the annotation process, we also extracted some metadata about each code segment and provided them as comments in source code. The metadata includes the name of the APK file from which the PRCS is extracted, the class name, the method name, the list of permission-requiring APIs called in the first hop, and their descriptions. Finally, we developed a set of guidelines and an annotation tool Codr4 to help annotators with labeling PRCS.

**Annotation Guidelines.** In addition to the definitions of the labels in PAcT, we developed a set of instructions to guide the annotators in detecting and annotating **Practice** and **Purpose** labels in PRCS. To help better understand these guidelines, we will explain a few annotated PRCS examples shared in Figure 2. In each sub-figure, we show a different PRCS sample with its labels and highlight aspects that annotators require for annotation. We highlight the method name in blue, permission-requiring APIs in red, and important variables and objects in green boxes. We also provide APK and class names in black boxes. We anonymize the APK, class, and certain object names to not draw attention to individual APKs or third-party libraries. The annotation instructions are as follows:

1. In each hop, analyze the following information:

   - **Name of the method**: In most cases, the method name describes its behaviors which makes it easier to identify its **Practice** label. For example, `sendLocationInfo` in Figure 2(a) suggests that the method is sending location information [off-device] which indicates **Collecting Practice**.

   - **Name of the APK and class**: Class and APK names help identify **Sharing Practice**. Class name of an application is derived from its package name. If this class name matches the APK name then it indicates that the code segment belongs to the APK file and is first-party code; otherwise, the code

4https://github.com/PERC-Lab/Codr
Figure 2: Example PRCS with Metadata and their Practice and Purpose Labels to Demonstrate the Usage of Guidelines.

A segment is third-party code. Information accessed by third-party code suggests Sharing. For example, if the APK name of an application is "MyApp" and the class name of a PRCS is com.DemoLibrary.DemoClass, it indicates that DemoClass class is not part of "MyApp" application, and thus it is third-party code (similar to Figure 2(b) which we label as Sharing). On the contrary, in Figure 2(a), the APK and class name match and indicate first-party code. Therefore, it is not a Sharing practice.

- **Permission-Requiring API(s) called:** Each PRCS calls these APIs to access or use sensitive information, which serve as good starting points inside a method to detect its Practice. In Figure 2(b), getConnectionInfo API returns Wifi information. The method then extracts IP and MAC addresses and stores them in WifiInfo objects which are returned by the method. This also indicates Sharing Practice labels, since the method returns information beyond the current hop (as defined in Section 3).

- **Android Developer Documentation:** This documentation describes API usage of all system APIs in Android. In Figure 2(b) the method calls getSystemService before calling getConnectionInfo. The documentation explains that when getSystemService is called with "wifi" parameter, it returns WifiManager which is then used to get connection info. This corresponds to Processing.

- **Names and types of variables:** Variable names often describe purpose, especially variable(s) that store values returned by permission-requiring API(s). Analyzing how values stored in them are accessed or changed helps detecting Practice labels. In Figure 2(c), variable mCurrentBestLocation stores the location information returned by getLastKnownLocation. The name distinctly indicates that it is used to store the current best location. If variable names are obfuscated, we analyze the variable type to infer its purpose. In Figure 2(a), the variable v3 is a Location object, thus, it must be used to store location information.

2. Analyze the above information for each PRCS to understand how a PRCS uses personal information. Then, trace the flow of information between hops to check if they return sensitive information directly, after processing it, or do not return it at all. Based on the definitions, identify its Practice. For example, in Figure 2(b), the method returns WifiInfo. If the PRCS has a second or third hop, we trace how Wifi information is further used to identify the labels.

3. If the class name does not match with the APK name, then search for the class name on the web to identify if the third-party code belongs to an advertisement or analytics library. For example, in Figure 2(b) the name of the APK file and class name do not match. Searching for "adLibrary" class on the web indicates that it is an advertisement library. Therefore, the purpose here is Advertisement. Hence, the purpose here is Advertisement.

4. In case Practice or Purpose of a method does not match with definitions of any label and is unique, annotate that sample as Other.

**Annotating PRCS using Codr:** We developed a web-based annotation tool called Codr to annotate PRCS with Practice and Purpose. There are several annotation tools available for various annotation tasks [18, 41]. However, none of them allow source code formatting, which is a fundamental requirement to create ADPAc, since without any formatting annotators would find it difficult to read and comprehend the source code. Codr also supports other features such as: (i) having multiple annotators for each annotation project, (ii) creating individual annotator roles and granting permissions, (iii) being hosted on a private server to ensure better privacy, and (iv) having features such as classification, highlighting, and annotation of text either in source code or in natural language. Figure 3 shows the interface of Codr. In Codr, an annotator can view all the three hops of a PRCS and the guidelines for the annotation task. The tool also includes two drop-down menus that consist of sub-labels of Purpose and Practice. Codr has a text field, where annotators can suggest additional labels as well. We used Codr to...
annotate ~5,200 PRCS. Since, each PRCS can have multiple Practice and Purpose labels, we ended up with a multi-label multi-class dataset. Table 1 shows the distribution and percentage of samples annotated for each label. For example, there are 3,407 PRCS (~66%) in the ADPAc annotated with Processing and 28% with Other in Practice category. This number is the sum of all segments annotated using the Other label with (807 PRCS (16%)) or without (632 PRCS (12%)) other types of Practices. Similarly, the counts for segments annotated using the Other label with and without other Purposes are 378 (7%) and 273 (5%), respectively. This shows that we can identify 88% and 95% of PRCS with Practice and Purpose labels, with at least one label different from the Other label. However, using the “Other” label in privacy notices may result in vagueness. To resolve this, we plan to evaluate the code segments labeled as Other with respect to regulations and best practices to identify new labels that could better describe the privacy behavior.

Table 1: Distribution of Labels in our Annotated Dataset.

<table>
<thead>
<tr>
<th>Label</th>
<th>Count</th>
<th>Label</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing</td>
<td>3,407 (66%)</td>
<td>Functionality</td>
<td>3,606 (69%)</td>
</tr>
<tr>
<td>Sharing</td>
<td>2,425 (47%)</td>
<td>Analytics</td>
<td>1,204 (23%)</td>
</tr>
<tr>
<td>Collecting</td>
<td>970 (19%)</td>
<td>Advertisement</td>
<td>979 (19%)</td>
</tr>
<tr>
<td>Other (Practice)</td>
<td>1,439 (28%)</td>
<td>Other (Purpose)</td>
<td>651 (13%)</td>
</tr>
</tbody>
</table>

**Inter-Annotation Agreement:** To ensure that the annotators label PRCS reliably, we compute inter-annotator agreement scores using Fleiss’ Kappa. The annotators labeled the randomly selected 100 PRCS with Practice and Purpose. As mentioned in Section 3, a PRCS may contain more than one label for Practice or Purpose. For instance, Annotator 1 may label a PRCS as Sharing and Processing whereas Annotator 2 may label the same PRCS as only Sharing. Hence, we consider a range of agreement. For the lower bound, if the two annotators do not annotate a PRCS with the exact same labels, we consider this as a disagreement. For instance, we regarded the annotations in the previous example as a disagreement. To compute the upper bound, we consider the two annotations as an agreement, if there is at least one common label. Therefore, in the previous example, the two annotations are regarded as an agreement since they have a common label, Sharing. The range of agreement for Practice label is 0.20 - 0.70. The 0.7 value for Kappa entails a substantial agreement between the annotators for at least one common Practice label. The lower bound score of 0.2 entails a “slight” agreement. We manually inspected annotations to better understand this score range, and found that there is a complete agreement between the annotators in 29 cases and a disagreement in 71 cases out of 100 PRCS annotations. However, in 54 out of the 71 disagreement cases, annotations differed only by a single label. For example, for a particular PRCS, Annotator 1 labeled it as Sharing, Collecting, and Processing whereas Annotator 2 labeled it as Sharing and Collecting. This implies that the annotators either had a complete agreement or a disagreement for a single label in 83 out of 100 annotations which indicates a high agreement. Fleiss’ kappa for Purpose label is 0.65 which means a substantial agreement between the annotators for Purpose label. We achieved the same score for both lower and upper bounds for Purpose labels. This agreement metrics demonstrate the efficacy of creating a dataset of PRCS and their privacy behavior with multiple annotators.

5 EXPERIMENT DESIGN

In this section, we describe the experiments we conducted with the ADPAc dataset to detect Practices and Purposes of PRCS.

5.1 Research Questions

Our research questions, in this paper, are as follows:

**RQ1. What is the baseline accuracy to identify individual Practice and Purpose labels?** Our goal is to establish performance baselines in detecting these labels from PRCS, using standard ML performance metrics which serves as a base for evaluating future improvements.

**RQ2. Does increasing the number of hops impact the performance of models?** In this work, a PRCS may include up to 3 hops and each hop provides additional information about processing of personal information, which may or may not be useful to identify Practice or Purpose. We assess how each additional hop impacts the model’s performance for each label to help understand if we need to extract the complete information flow.

5.2 Methodology

To conduct the experiments, we will (1) prepare datasets for each research question, (2) create an embedding model to use in each experiment, (3) create AST path representations of PRCS, and (4) develop and train a simple Neural Network model.

**Generating Training Data:** As mentioned in Section 4, our dataset is a multi-label multi-class dataset (ADPAc), i.e. each PRCS is annotated with multiple labels of Practice and Purpose. However, in this paper, we formulate the label identification as a binary classification task i.e., a separate model to identify each of the Practice or Purpose labels. This is to analyze and determine if different labels require different configurations (such as number of hops) for accurate classification. This analysis provides us with insights about how each data practice is implemented in source code and across different hops. Furthermore, a binary classification task facilitates creating a performance baseline that needs to be met when creating a unified multi-label multi-class model.

We, first, converted ADPAc to 8 individual binary class datasets corresponding to the 8 labels of Practice and Purpose. In each dataset, we ensure that there is an equal number of positive and negative
samples. Positive samples are the PRCS that are annotated with one label, for example, Collecting in Practice category, and negative samples are PRCS annotated with all the other labels except Collecting. In case a code segment contains two PaCT labels, we created two copies of the sample and ensured that the same sample is not repeated in both the positive and negative entries in the respective binary datasets. To address RQ1, for each sample in each binary dataset, we only extracted the code of the first hop, even if the sample contained more than one hop. For RQ2, we first filtered the 8 binary datasets to only include samples that contain 3 hops and then balanced the datasets. Next, we created three derived datasets for each label from the label’s binary dataset, where each of the three derived datasets contained the exact same samples but varied in the number of hops. For example, we created 3 datasets for Sharing – Sharing1Hop, Sharing2Hop, and Sharing3Hop. All three contain the same samples, with Sharing1Hop containing only the first hop; Sharing2Hop containing the first and second hops; and, Sharing3Hop containing all the 3 hops. Since, there are 8 labels, we ended up with 24 datasets in total (3 datasets for each of the 8 labels). Note that, the dataset of RQ2 with only 1 hop is different than the dataset of RQ1 – while RQ1 contains the 1st hop information from all samples, RQ2 contains only the 1st hop information for samples with 3 hops.

After creating RQ1 and RQ2 datasets, we used a tool called asătmăiner [19] to extract the Abstract Syntax Tree (AST) paths from the source code. We used AST paths instead of source code as input, since the paths contain more structural information about the code than the source code text. AST paths are also the standard in code summarization work [4, 20]. To understand more about AST paths, please refer to the Appendix Section A.3.

Creating Embedding: Next, we created an embedding model to generate token representations. For this, we downloaded another ~10,000 APK files from Androzoo collection [3], extracted ~100,000 PRCS using Pdroid [15] (different from the ~5,200 PRCS we annotated earlier), and used asătmăiner to extract the AST paths of all the code samples. We then used Gensim\(^{8}\) to create a skip-gram embedding model of the extracted AST paths. For this model, window size and embedding dimension are the hyperparameters, and we chose them as 3 and 100 respectively based on the results of our pilot studies.

AST Path Representations: As described in Appendix Section A.3, each AST path contains 3 tokens where the second token is a sequence of non-terminal nodes. We do not split the second token into individual non-terminal nodes, but instead consider it as a single token – since the influence of individual non-terminal nodes in comparison to the sequence is uncertain. In each PRCS P, each AST path p is represented as \( p = \{t_s; t_n; t_e\} \) where \( t_s \) and \( t_e \) are start and end terminal nodes and \( t_n \) is a sequence of non-terminal nodes. Each sample \( P \) consists of several paths \( p_i \) depending on the length of the source code. Since a model requires a fixed input length, we only select \( num\_paths \) number of paths for each sample. If a sample contains more than \( num\_paths \) paths, we consider the first set of paths and remove the rest. On the other hand, we pad the sample with zeros if there are fewer than \( num\_paths \) paths. Therefore \( P = \{p_1; p_2; \ldots; p_{num\_paths}\} \) where each \( p_i \) is an individual path.

\(^{8}\)https://radimrehurek.com/gensim/

Model Architecture: We base our binary classification model on Code2Seq [4] but we modify it in two ways: (i) we do not use an attention layer. For translation tasks, an attention layer is added to the encoder-decoder models to identify relevant tokens in input and help decoder generate output. For a binary classification task, an attention layer increases the model’s complexity since it increases the number of parameters to train, even for a small dataset such as ours. Hence, we omit the attention layer. (ii) we replace the decoder with fully-connected layers, since we perform a classification task. Decoder generates sequences from hidden states provided by the encoder. In our work, we do not need to generate any sequences.

Figure 4: The Architecture of our RNN Model.

Figure 4 shows our model architecture. The first part is the embedding layer, where we load our trained embedding model \( E \) and extract embedding for each token in an AST path. After embedding, each AST path \( \{t_s; t_n; t_e\} \) becomes \( embedded\_path = [E_{t_s}; E_{t_n}; E_{t_e}] \). For an embedding dimension of \( embed\_dim \), each \( embedded\_path \) becomes a \( 3 \times embed\_dim \) matrix. There are \( num\_paths \) paths in a PRCS sample \( P \), therefore, each \( P \) is \( num\_paths \times 3 \times embed\_dim \) tensor. To represent each \( embedded\_path \), we concatenate the tokens to form a single vector of size \( 3 \times embed\_dim \) and then apply a fully-connected layer to reduce the dimension to \( embed\_dim \), since in our earlier experiments, we found that using a smaller representation for a path is very effective given our dataset size and the model architecture. Thus, the output of the fully-connected layer is a \( num\_paths \times embed\_dim \) matrix. We then encode this output with 2 LSTM layers and apply a recurrent dropout of 0.5. We use the final hidden state of LSTM layers as an input to a fully connected layer with 100 units and then apply a Sigmoid non-linearity. We conducted preliminary experiments and found the following model hyperparameters are the most optimal for RQ1 and RQ2 tasks: we use binary cross-entropy loss and Adam optimizer [17] with a learning rate of 1e-5 for 50 epochs; chosen batch size is 8 and clip size is 5; number of AST paths is 100; and as mentioned earlier, embedding dimension is 100.

For both RQ1 and RQ2, we use 80:10:10 split ratio of samples for training, validation, and test set, respectively. After 50 epochs, we load the model with the highest validation accuracy and report the model’s accuracy and F1 scores on the test set. We also show the test set confusion matrices to draw additional insights. The only difference between the experimental setup of RQ1 and RQ2 is that in RQ1, we select the first 100 paths from a sample while in RQ2, we randomly select these 100 paths. This is because when we extract AST paths from a sample that contains three hops, the extracted paths include first hop paths, followed by the second and third hop paths. Since in RQ2, we aim to analyze how each additional hop impacts the models’ performance, we randomly select the paths to ensure having enough representation from all the three hops. We
use PyTorch 1.8.1 in Python 3.7 to train and test the models on a workstation with a Xeon CPU, 54 GB RAM, and a Tesla T4 GPU.

6 EXPERIMENT RESULTS

Tables 2 and 3 show the scores for RQ1 and Figure 6 shows the scores for RQ2 experiments. We also analyze confusion matrices for a better interpretability of models’ performances (i.e. Figure 5 and Figures 7 - 14 for RQ1 and RQ2 confusion matrices, respectively). In each confusion matrix, 0 denotes the positive label and 1 denotes the negative label of the dataset and the horizontal axis is for the predicted label and the vertical is for the true label.

6.1 RQ1: What is the baseline accuracy to identify each Practice and Purpose labels?

Remember from Section 5.2 that the data for RQ1 contains 8 balanced datasets, with one hop for each sample. Out of all Practice labels, our model identifies Collecting with the highest accuracy of 77.84% and F-1 score of 79.62%. The confusion matrix for Collecting shows larger counts for true positives and true negatives resulting in a true positive rate of 0.84 and a true negative rate of 0.71 which demonstrates that the model is not biased towards either the positive or the negative label. While we do not weigh false positives and false negatives differently in our current model, we prefer to have higher recall than precision because we want to maximize the coverage of detecting a particular privacy action. Since a developer will consume the results of our model to write privacy notices, having a false positive is not as harmful compared to missing out detecting a particular behavior. This is because, in case the model predicts a false positive label, say Collecting, developers can verify the prediction and not include the Practice in their notice. On the other hand, if the model does not detect Collecting Practice when it is present, developers will not create such a notice making it inconsistent with the application’s privacy behavior. Our model achieves the next best scores for identifying Sharing and Other Practices with F-1 scores of 69.89% and 70.68%, respectively. For both of these Practices, we observe a similar pattern in the confusion matrices – a high recall value and low precision. For instance, for Sharing, we see a precision of 55% and a recall of 97%. This shows that the model is not able to identify Sharing or Other with only one hop and requires multiple hops to classify them (as discussed in the next sub-section).

Table 2: Metric Scores for Identifying Practices in PRCS.

<table>
<thead>
<tr>
<th>Practice</th>
<th>Accuracy</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing</td>
<td>56.18%</td>
<td>39.18%</td>
</tr>
<tr>
<td>Sharing</td>
<td>58.54%</td>
<td>69.89%</td>
</tr>
<tr>
<td>Collecting</td>
<td>77.84%</td>
<td>79.62%</td>
</tr>
<tr>
<td>Other (Practice)</td>
<td>62.85%</td>
<td>70.68%</td>
</tr>
</tbody>
</table>

Table 3: Metric Scores for Identifying Purposes in PRCS.

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Accuracy</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functionality</td>
<td>78.57%</td>
<td>79.02%</td>
</tr>
<tr>
<td>Advertisement</td>
<td>61.98%</td>
<td>68.67%</td>
</tr>
<tr>
<td>Analytics</td>
<td>56.67%</td>
<td>66.88%</td>
</tr>
<tr>
<td>Other (Purpose)</td>
<td>64.84%</td>
<td>45.78%</td>
</tr>
</tbody>
</table>

Our model achieves the lowest scores for detecting Processing Practice. Based on the confusion matrix in Figure 5(a), our model predicts the negative label more often. This is in contrast with all the other confusion matrices of Practices labels, where the true positive rates are higher, because Processing is a more complex Practice and encompasses different operations – such as, using location to calculate distance, checking the network connection type, or retrieving available accounts. Thus, Practice cannot be identified by the presence of an API call, an information type, or a single hop. On the other hand, it is easier to identify when a PRCS is not Processing, and as a result, the count for predicted negatives is higher. We also observe from the confusion matrices for all Practices, with the exception of Processing, that the count for false negative is much lower than the count for false positive. This demonstrates that our model is most likely to detect a Practice, correctly or incorrectly, than miss a Practice that is present. However, to improve our model’s performance, we need to include more paths from the second or third hops (which we discuss in the next sub-section).

Our model identifies Functionality Purpose with the highest accuracy and F-1 scores of 78.57% and 79.02%. This is because code segments written for Functionality are often first-party code composed of one or two methods that access personal information. The sufficiency of one hop is also evident from the confusion matrix in Figure 5(e), where we observe a low count of false negatives and false positives. For Advertisement and Analytics Purposes, our model achieves low accuracy (61.98% and 56.67%) and F-1 (68.67% and 66.88%). The confusion matrices in Figure 5(f) and (g) show that the recall is high while precision is low, a pattern we observed.
for Sharing Practice as well. Sharing is generally correlated with Advertisement and Analytics Purposes, since they all involve third-party libraries (as defined in Section 3). Both labels have low false negative counts which demonstrate our model’s efficacy.

Lastly, for Other Purpose, our model achieves an accuracy and F-1 scores of 64.84% and 45.78%. Detecting Other is also a difficult task since it does not have a specific feature to help identify them. On the contrary, it is easier to identify not Other labels, which consist of Functionality, Advertisement, and Analytics labels. Thus, as shown in Figure 5(h), the model predicts negative label more often than positive label resulting in more false negatives. We suggest that increasing the number of hops could help improve the performance. Overall, we observe that our model’s performance differs based on the types of Practice and Purpose labels.

6.2 RQ2: Does increasing the number of hops impact the performance of the model?

As described in Section 5.2, data for RQ2 contains 24 balanced datasets, with 3 datasets containing different number of hops for each label. Before evaluating the impact of increasing the number of hops, we compare the effect of using randomized paths. For example, if a model can detect a label from five AST paths out of 100 then randomly selecting these paths could adversely affect the model’s accuracy since these relevant paths may not be selected each time. On the other hand, if the model can identify a label from 30 paths, then the model has a higher probability of correctly detecting the label each time. As described in Section 5, a key difference between the RQ1 and RQ2 experiments is that in RQ1, we select the first 100 paths while in RQ2, we randomly select 100 paths from each sample. When we compare the scores for 1 hop of RQ2 in Figure 6 with the scores from RQ1 in Tables 2 and 3, we observe noticeable differences between the two sets of metrics. In some cases, the performance of the model decreased while in others it increased. For example, our model’s accuracy for classifying Collecting is ~78% in RQ1 whereas it is ~70% for 1 hop in RQ2. On the other hand, the accuracy for Functionality increased from 79% in RQ1 to 86% in RQ2. This inconsistency between the two quantitative results is related to random path selection as well as the proportion of relevant paths in a sample, which can affect the model’s performance. A sample with a higher proportion of relevant paths is impacted differently (and probably less) due to random path selection compared to the one with fewer relevant paths. This inconsistency in the model’s performance further demonstrates the complexity and challenges to detect privacy behavior in a code segment.

Figure 6(a),(b) and Figures 7 - 10 show the quantitative scores and confusion matrices for identifying Practice labels for RQ2. In summary, we notice the largest gain in accuracy by 6 points between 1 and 2 hops when classifying Processing and similar gain between 1 and 3 hops for Sharing. We also observe a large gain of almost 9 points in F-1 score between 1 and 2 hops for Processing. The F-1 scores also improve by 8 and 14 points, for Sharing and Other.

As shown in Figure 6, although the performance of our model in detecting Processing label increases when adding a second hop, any additional hop (i.e. adding the third hop) does not impact the performance of the model. Similarly, the confusion matrices in Figure 7 do not show any noticeable difference between the second and third hops. The main reason is that most often code segments Process personal information within the first two hops. Therefore, adding a third hop does not affect the performance. Improvement beyond the 64.75% accuracy is hard due to the complexity of Processing label as discussed in RQ1.

Our model’s performance increases with every hop while detecting Sharing label. Adding the second hop increases the accuracy by 2 points and F-1 score by 3 points, while including the third hop improves the accuracy and F-1 score by another 4 points each. As stated in RQ1, Sharing often occurs in the second or third hop, which is the reason that the model’s performance increases with more hops. The confusion matrices in Figure 8 illustrate the increase in the count of true positive predictions from 155 in Figure 8(a) to 192 in (c). The count of false negative decreases with each subsequent hop, as well.

The model’s accuracy and F-1 score improves for Other Practice when we add more hops. We notice a consistent performance for Collecting, with a small dip when we add the second hop information. This is because the model could be over indexing on the personal information being returned by the first hop, without analyzing how it is used in the second or third hops. The confusion matrices in Figure 9 also show that adding each additional hop marginally helps the model identify not Collecting Practices. Overall, adding multiple hops does not impact the performance for this task. It impacts the count for false negative with additional hops but the increase in the count is small.

Figure 6(e), (d) and Figures 11 - 14 show the quantitative scores and confusion matrices for identifying Purposes labels. We observe overall increases in performance scores for Advertisement and Analytics. The accuracy and F-1 scores increase with each additional hop for both labels. Their confusion matrices in Figures 12 and 13 illustrate that the count for true positives relatively stays
the same across all three hops, while the count for true negative increases. This is because the model is learning to differentiate between false negatives and true negatives, thereby improving the performance for both labels. We do not notice a significant difference in the performance when classifying Functionality since the first hop itself determines if an application uses personal information for Functionality. Adding additional hops includes paths from other hops and may add noise. The confusion matrices in Figure 11 also confirm that additional hops do not improve the performance. Similarly, the performance does not improve for Other, which indicates that the model does not require additional hops to identify this label, as well. The count for false negative is constant for almost all labels with each additional hops which is promising. Overall, when identifying Purposes, including more hops helps the model differentiate between true negative and false negative samples; thus, improves the performance for some labels.

7 CONCLUSION AND FUTURE WORK

In this paper, we developed an automated approach to help detect privacy behavior of Android code segments which access or use personal information. These labels can help developers modify relevant sections of their generated privacy policy or provide intermediate notices to legal experts writing privacy policies, thereby reducing the number of inconsistencies between applications’ code and privacy notices. We defined privacy behaviors in terms of Practice and Purpose categories, and developed a Privacy Action Taxonomy (PACT) to identify various labels within these categories. We manually created ADPAC, a dataset of \( \sim 5,200 \) code segments annotated with Practice and Purpose labels and then developed a simple RNN model to conduct binary classifications in two sets of experiments: one to establish the baseline accuracy for classifying each individual label, and second to measure the impact of including multiple hops for the same task. We achieved the highest F-1 scores of 79.62% and 79.02% across the label types for Practice and Purpose, respectively. These results demonstrate the efficacy of our approach in detecting privacy behavior in source code.

We focused on binary classification in this paper to analyze if different labels require different configurations, and to gather insights about how each data practice is implemented in source code and across different hops. In future, we plan to include UI code segments in our analysis. We will also conduct multi-label multi-class classification experiments by developing more complex models, such as Convolutional Graph Neural Networks (ConvGNN) [21], and train them to identify all Practice and Purpose labels for each code segment. We will use attention layers to analyze which code segment features the models rely on to determine Practice or Purpose labels.


A APPENDIX

A.1 Examples of Privacy Notices

<table>
<thead>
<tr>
<th>Information Type</th>
<th>Practice Label</th>
<th>Purpose Label</th>
<th>Sample Privacy Notice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Collecting, Processing</td>
<td>Functionality</td>
<td>We will be <strong>collecting</strong> and <strong>processing</strong> your <strong>location</strong> information for <strong>functionality</strong> purposes.</td>
</tr>
<tr>
<td>WiFi Information</td>
<td>Sharing, Processing</td>
<td>Advertisement</td>
<td>We will be <strong>sharing</strong> and <strong>processing</strong> your <strong>wifi</strong> information for <strong>advertisement</strong> purposes.</td>
</tr>
<tr>
<td>WiFi Information</td>
<td>Collecting, Processing, Sharing</td>
<td>Advertisement</td>
<td>We will be <strong>collecting</strong>, <strong>processing</strong> and <strong>sharing</strong> your <strong>wifi</strong> information for <strong>advertisement</strong> purposes.</td>
</tr>
<tr>
<td>Account Information</td>
<td>Processing</td>
<td>Other</td>
<td>We will be <strong>processing</strong> your <strong>account</strong> information for <strong>other</strong> purposes.</td>
</tr>
</tbody>
</table>

Figure A.1: Example of Sample Privacy Notices that Can be Generated with the Help of Labels Identified by PAcT.

A.2 PAcT Process and its Labels

<table>
<thead>
<tr>
<th>Objective End Conditions</th>
<th>Subjective End Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>No dimension is duplicated.</td>
<td>They are concise.</td>
</tr>
<tr>
<td>At least one PRCS is classified under every characteristics of every dimension.</td>
<td>They are robust.</td>
</tr>
<tr>
<td>No new dimension was added in the last iteration.</td>
<td>They are comprehensive.</td>
</tr>
<tr>
<td>Every dimension is unique and not repeated.</td>
<td>They are extensible.</td>
</tr>
<tr>
<td>Each combination of characteristics is unique.</td>
<td>They are explanatory.</td>
</tr>
</tbody>
</table>

Figure A.2: Objective and Subjective End Conditions of Our Taxonomy Development Process [30]

Figure A.3: Hierarchical Breakdown of PAcT.
A.3 AST Paths

Figure A.5 which shows a PRCS in (a), part of its AST in (b), and selective extracted AST paths in (c). In the tree, (Figure A.5(b)), the terminal nodes are shown in rectangular boxes whereas non-terminal nodes are shown in oval. We also highlight two AST paths in the tree, that are also shown in Figure A.5(c), with blue and red nodes. Each AST path consists of nodes that occur when traversing from one terminal node to another. For example, the first AST path (highlighted in blue in the tree), starts from the terminal node boolean, followed by PrimitiveType, MethodDeclaration, and SimpleName non-terminal nodes, and ends at gpsEnabled terminal node. In Figure A.5(c), each path is separated by a comma and consists of 3 tokens separated by a space, where each token represents one of the terminal nodes or a concatenation of the non-terminal nodes in the path.
### A.4 Overview of Privacy Behavior Detection Approach

Figure A.6: An overview of steps for detecting privacy behavior in code segments: (i) develop PAcT, (ii) develop ADPAc, (iii) create PRCs path embedding, and (iv) conduct experiments.