
“The less I type, the better”: How AI Language Models can
Enhance or Impede Communication for AAC Users

Stephanie Valencia
Carnegie Mellon University,

Google Research
Pittsburgh, PA, United States
svalenci@andrew.cmu.edu

Richard Cave
UCL Department of Language and

Cognition
London, United Kingdom

Krystal Kallarackal
Google Research

Cambridge, MA, United States

Katie Seaver
MGH Institute of Health Professions

Boston, MA, United States

Michael Terry
Google Research

Cambridge, MA, United States

Shaun K. Kane
Google Research

Boulder, CO, United States
shaunkane@google.com

ABSTRACT
Users of augmentative and alternative communication (AAC) de-
vices sometimes find it difficult to communicate in real time with
others due to the time it takes to composemessages. AI technologies
such as large language models (LLMs) provide an opportunity to
support AAC users by improving the quality and variety of text sug-
gestions. However, these technologies may fundamentally change
how users interact with AAC devices as users transition from typing
their own phrases to prompting and selecting AI-generated phrases.
We conducted a study in which 12 AAC users tested live sugges-
tions from a languagemodel across three usage scenarios: extending
short replies, answering biographical questions, and requesting as-
sistance. Our study participants believed that AI-generated phrases
could save time, physical and cognitive effort when communicating,
but felt it was important that these phrases reflect their own commu-
nication style and preferences. This work identifies opportunities
and challenges for future AI-enhanced AAC devices.
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1 INTRODUCTION
Individuals who are unable to speak using their voice, or who have
difficulty speaking, often rely on an augmentative and alternative
communication (AAC) device to assist with communication. People
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with a wide variety of abilities and disabilities may use AAC devices
to assist with communication. Given the variety of AAC users, AAC
devices themselves often vary in their use: users may interact with
the device through gaze, touch, or with a physical switch; users
may select words through menus, by typing them with a keyboard,
or with some combination of the two; AAC output may be read
aloud, shared as text, or stored for later use [2].

While AAC users and devices may vary, there are some general
challenges that affect many AAC users. For example, AAC users
often communicate more slowly than non-AAC users [30]. As a
result, they may feel pressure to respond in time or struggle to
participate in a conversation. Some AAC users report that using
an AAC device requires high physical and cognitive effort, which
impacts AAC users’ ability to effectively express themselves [16, 20].
Much research around AAC focuses on the goals of reducing the
effort of AAC input and increasing the speed of AAC composition.

A primary strategy for improving AAC performance is to predict
what the user intends to type and offer it as a suggestion [34]. These
predictions can come from many sources, including static language
models [34], photographs [12, 13], or contextual information about
the user [18, 19]. AAC users themselves may attempt to predict
what they will discuss in the future and pre-write messages that
they can later retrieve via their AAC device [20].

Recently, advances in large, neural language models (LLMs) such
as GPT-3 [6] and BERT [10] have created new opportunities for
improving the usability and efficiency of AAC devices. Current
LLMs are able to generate text that is indistinguishable from text
written by a human [8], potentially enabling AAC users to gener-
ate human-level speech with minimal effort. Preliminary research
with simulated user data has shown that LLMs can retrieve contex-
tually relevant sentences [31] and expand user abbreviations [7],
theoretically reducing an AAC user’s keystrokes by up to 75%.

While these potential gains are encouraging (and in fact will
likely continue to improve), it is important that AAC users be in-
volved in the process of combining LLMs with AAC devices. This
involvement helps ensure that LLM output meets the users’ expec-
tations, and that interactions between LLMs and AAC users support
the users’ communication preferences, all while maintaining pri-
vacy, autonomy, and control.

In this paper, we present a study with 12 adult AAC users in
which participants generated speech suggestions from an LLM and

https://doi.org/10.1145/3544548.3581560
https://doi.org/10.1145/3544548.3581560


CHI ’23, April 23–28, 2023, Hamburg, Germany Valencia, Cave, Kallarackal, Seaver, Terry, and Kane

provided feedback about those suggestions. Our participants had
a variety of disabilities that affected their speech production but
not their language use or understanding. To support participants’
experimentation with the LLM, we introduce the concept of speech
macros: LLM prompts that transform abbreviated user input into
full sentences, with a focus on achieving conversational goals such
as requesting help with something or answering a biographical
question. Participants tested each of these macros over a remote
video call, trying various inputs and commenting on the outputs,
and later provided feedback about their experience via an online
questionnaire. Our study was guided by the following research
questions:

• RQ1. What are the benefits for AAC users, if any, of directly
interacting with large language models (LLMs)?

• RQ2. How do AAC users evaluate communication sugges-
tions made by an existing LLM?

• RQ3.What concerns do AAC users have about integrating
LLMs into their own AAC devices?

Overall, our participants were excited about the possibility of
using AI-generated suggestions in their AAC device, but articulated
some requirements for these suggestions to be usable. Specifically
they requested that these suggestions are contextually appropriate,
match the user’s personal conversation style, and provide the ability
to customize, edit, and remove suggestions.

This paper makes several contributions toward the goal of en-
abling AAC users to benefit from the capabilities of LLMs. First,
we present a study in which AAC users interacted with an LLM in
real time and provided feedback about the suitability of the LLM’s
output for their own communication needs. Second, we introduce
the concept of speech macros as a way to leverage the generative
capabilities of LLMs to support the specific communication needs
of AAC users. Finally, we identify opportunities and challenges to
creating AI-powered AAC systems.

2 RELATEDWORK
Our work builds on prior research on the use of context to improve
AAC systems, the exploration of AI as a design material, and the use
of large language models (LLMs) and natural language prompting.

2.1 AAC and Social Interaction
When communicating using an AAC device, people with speech
disabilities have to first compose a message by typing out individual
characters or selecting predicted words or icons before they share
their thoughts. Speaking using an AAC device usually takes longer
due to message composition delays that lead to speaking rates of
3 to 20 words per minute (WPM) while non-AAC users communi-
cate at higher rates (100-140 WPM) [30]. This time asymmetry can
cause some social interaction challenges between augmented and
non-augmented communicators. For example, augmented commu-
nicators (ACs) have reported feeling pressure to respond in time
and having others not wait long for their answers [35]. AAC users
who lost their ability to speak later in life have reported loosing
a lot of their expressivity like their ability to joke or express sar-
casm once they became AAC users [20]. AAC users often have to
decide how much they want to say and consider both the physical
effort and the amount of time they will require before they decide

if they want to compose their message [20]. It is then often the
case that AAC users participate much less than their non-AAC user
counterparts in conversation, are left behind in group conversation,
or struggle to demonstrate the relevance of their comment that is
shared some minutes delayed after their topic they are addressing
has passed [29, 30, 35].

2.2 Improving AAC Performance
As noted above, a significant challenge experienced by many AAC
users is a much slower rate of communication. Several approaches
have been explored for improving the text entry rate for keyboard-
based AAC. Most commonly, these systems adopt a linguistic model
to predict the next word or words that the user intends to type.
In ideal cases, word prediction has been shown to improve typing
speed by more than 50 percent [34]. A second approach is to adapt
user input methods to support more efficient input, such as by
dynamically adjusting the dwell time needed to select keys using
eye gaze [27] or supporting dwell-free, gesture-based typing [22].
Both word prediction (including user-specific word and phrases)
and dwell-free typing are available in commercial AAC devices,
such as the Tobii Dynavox Communicator 51.

These methods assume that users will type out their intended
message letter by letter, selecting word suggestions when possible.
AAC researchers have also explored alternative methods for com-
posing messages, such as typing in the initial letter of each word [7]
or by using a phoneme-based keyboard [33]. These systems assume
that users will compose their messages and then convert them into
an abbreviated form; in contrast, our system explores how users
can provide input suggestions that are expanded into phrases by
the AI language model.

2.3 Context Awareness in AAC
In addition to improving performance using linguistic predictions,
context-aware AAC solutions have been proposed to leverage con-
text sources such as location [18], conversation partner word com-
pletions [11], and more recently the use of large-language models
that utilize additional context such as a user’s persona, keywords,
and conversational context to suggest relevant content to an AAC
user [31]. Using general dialogue data, some studies have shown
substantial improvements in word prediction when language mod-
els consider the partner’s speech in their prediction [31, 36]. Recent
advances in large language models point to a great opportunity
to leverage LLMs to support AAC communication. Nonetheless,
we do not know how, in practice, AAC users could benefit from
these enhanced uses of language models and how they would like
to interact with the models (give information, make selections in an
interface) and how they would use them. In this study, we showed
design concepts that showcased a system using partner speech to
have conversations with participants about this idea, its usefulness
and concerns around it.

2.4 Interacting with Large Language Models
Large Language Models (LLMs) are machine learning algorithms
that can recognize, generate, and transform human languages by
having learned patterns from large text-based data sets. Recent
1https://us.tobiidynavox.com/pages/communicator-5-ap
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LLMs such as GPT-3 [5] have proven to learn from examples or text-
based instructions known as prompts [17] to generate language in
context. By carefully crafting the inputs given to the model people
can directly influence the output of a LLM by defining a desired task.
LLMs have previously been used to support accessibility use cases
including generating speech for AAC users [7, 31], and providing
writing support for people with dyslexia [14].

This capability of understanding language to produce language
makes LLMs a great resource that could enable AAC users to pro-
duce responses that are detailed and grammatically correct by only
inputting a few words. Given a specific text-based instruction or
example also known as prompt, LLMs can return plausible con-
tinuation or response to the given prompt. For example, prompt:
give me some fruits that start with “A”, model: Apple, Apricots,
Ananas. There are many advantages to using prompts to retrieve
customized output from a language model. Prompting does not re-
quire pre-training or fine-tuning of a model which can be expensive
and require access to large amounts of data, which is a limitation in
the AAC research field. Utilizing prompts as a prototyping tool can
enable quick explorations on the types of input and outputs needed
for the model to be most useful [17]. In this work, we explore how
prompting could support AAC users in their communication by
presenting them with different pre-made prompts that can be con-
figured at different levels: the type of context it uses, the type of
input it requires from the user, and the task at hand (e.g., add details
to a reply, share background information, turn words into requests).

2.5 Designing with AI
Designing with technologies that add an intelligence layer to prod-
ucts or systems is a non-trivial task [39]. Traditional user-centered
methods as paper prototyping may fall short to communicate to
users what functionalities and errors are possible when interact-
ing with the system. At the same time it is important to show
design concepts to users that are feasible and realizable to elicit
feedback and encourage discussion and reflection that can uncover
design opportunities as well as ethical risks and concerns. One
approach to communicating technology capabilities and limitations
to users, designers, and technologists has been the use of bound-
ary objects [40], representations of abstract ideas in the form of
interactive prototypes or other artifacts that facilitate communi-
cation among different stakeholders [23]. For example, boundary
objects in the form of interactive notebooks have been used to dis-
cuss how language intelligence could support creative writers [38].
Other approaches have developed open-ended working prototypes
to explore what tasks an AI system can and cannot do for specific
users [26, 28]. In this work we developed interactive prototypes
that served as boundary objects to communicate LLMs functionali-
ties to AAC users and encourage discussion and reflection about
integrating LLMs into AAC.

3 INTEGRATING LLMS INTO AACWITH
SPEECH MACROS

In considering how LLMs can provide useful suggestions to AAC
users, we landed upon the concept of speech macros as a way to
explore scenarios in which LLMs generate content for AAC users.
Our approach is similar to KwickChat’s bag-of-keywordsmodel [31],

in that an AAC user provides one or few input words that are then
converted into a complete sentence. However, in contrast to prior
work, our speech macros go beyond sentence expansion to support
a variety of connections between input and output.

3.1 Design Process
We began this project with an exploration of how LLMs could
support use cases common to AAC users, and how we might ex-
plore those benefits in the context of a user study. We conducted
several brainstorming and sketching sessions within our research
team, which contains HCI/accessibility researchers, researchers
with experience related to LLMs, and speech language pathologists.

Through this process, we identified a set of potential benefits
that LLMs can provide to AAC users, including some that have
been explored in prior work:

(1) ability to create full sentences from abbreviated input (as
explored in [7, 31]);

(2) ability to draw from conversational or user context (also
explored in [7, 31]);

(3) ability to generate grammatically correct sentences in re-
sponse to a question;

(4) ability to customize the tone and content of output.
While our prototype includes elements of all of these benefits,

we ultimately decided to focus on how LLMs can be instructed to
perform a variety of tasks using natural language prompts. For ex-
ample, prompts provided to a general purpose LLM can be used to
quickly prototype French-to-English translation [17]. Prior research
about AAC users has often identified challenges with specific forms
of communication, such as when talking to a physician or telling a
long story [18], and that AAC users often conduct extensive work
before a meeting to prepare what they wish to communicate [20].
Thus, we chose to explore how specific conversational tasks, such
as requesting help with a particular object, or answering questions
about one’s background, could be supported by prompting an LLM.
This approach is complementary to work that is focused on improv-
ing AAC expansions in everyday conversation [7, 31].

3.2 Speech Macros
We created Speech Macros to act as boundary objects and design
probes to exemplify LLMs’ capabilities and to demonstrate real-
time output based on different conversational situations and user
inputs.

Speech Macros were designed to be purpose-driven shortcuts
that can generate complete sentences from a brief input, such as
a single word. Informed by prior work that uncovered challenges
in AAC-based social interactions [16, 20, 35], we created multiple
prompts using the transformer-based large language model LaMDA
developed for dialogue applications [32]. This model’s output can
be customized through zero and few-shot prompts. In our tests,
we found we could provide 1-3 examples and a description of the
desired output to produce reasonable results (see the Appendix
for the prompts we used). The model produced a variable number
of responses, which varied in length from a few words to several
sentences. However, since the multiple sentences generated by the
model often contained unrelated "hallucinations", we delimited each
response to include only the first sentence generated. We restricted
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our macros to showing the first four responses generated by the
model so that they fit on the screen without requiring the user to
scroll, and to provide a manageable number of suggestions to read
and evaluate, comparable to the number of suggestions provided
by existing AAC systems.

After testing different prompts through word choice and exam-
ple iterations, we generated three Speech Macros that produced
phrase suggestions for users based on different available contexts,
underlying task instructions, and user inputs. We selected Speech
Macros that performed well under different conversational situa-
tions, and with different types of user inputs. We then created a
web-based prototype for each macro (Figure 1).

3.2.1 Extend Reply. Phrases produced by LLMs can leverage spe-
cific conversational context, like the ongoing dialogue, to provide
specific responses that can help reduce misunderstandings among
conversation partners while helping the AAC user be more specific
about what they want to say. Motivated by the known problem that
current AAC input methods may limit how detailed an AAC user’s
response can be (as more detail means more effort), the first Speech
Macro, Extend Reply, extends a user’s short input with more details
that fit an ongoing conversation. To demonstrate this LLM function-
ality and to support users in sharing more detailed responses with
less effort, the Extend Reply prototype has three main features: (1)
a place where we represented the model knew what a conversation
partner had just said (the current conversational context), (2) a
place for user input to respond to the current conversation, and (3)
suggested phrases by the model generated based on the instruction
to extend the user input into a contextually relevant sentence that
could be used in conversation.

3.2.2 Reply with Background Information. In addition to support-
ing user input during a conversation, we explored the possibility
of allowing users to fill out information ahead of time and use that
stored information to generate suggestions in a later conversation.
During the study, we asked AAC users how an LLM could reduce
their effort, and several participants mentioned that they often get
asked the same questions repeatedly throughout the day, and prior
work has shown that AAC users often write out things that they
might want to say before a meeting so that it can be quickly re-
trieved during the conversation [20]. The Reply with Background
Information Speech Macro accepts a paragraph of text in which the
user includes information that they might wish to retrieve later.
When they are asked a question, the AAC user can generate re-
sponses based on the previously supplied information. To maintain
our interaction model of combining a conversation partner’s ques-
tion with user input to generate a response, the user does not enter
additional text in this example, but instead presses the button to au-
tomatically generate potential responses, although future versions
could certainly combine stored content with live input.

One feature of this Macro is that the system can automatically
generate responses that match the phrasing of a specific question,
regardless of how they originally wrote the information. For exam-
ple, an AAC user might include a declarative statement in their bio
such as “I have a cat named Kevin.” If the conversation partner asks
“Do you have any pets?” the system would reply with “Yes, I have a
cat named Kevin.”, while if the conversation partner asked “What is

Figure 1: Prototype of speech macros used in the study. Each
screen includes the name of the current macro, the conver-
sation partner’s question context, space for the user’s input,
and a ‘variability’ slider to adjust the temperature of the
model, and thus the diversity of the responses generated.
Output from the LLM is presented on the right side of the
screen.

your cat’s name?” the system would respond with “My cat’s name
is Kevin.”

3.2.3 Turn Words into Requests. Another important key function-
ality of LLMs is that they can be prompted to complete specific
tasks such as turning a word into a help request. We wanted to
communicate this functionality to AAC users so we developed the
Turn Words into Requests Speech Macro. We imagine AAC users
could create their own instructions or prompts in the future to
retrieve outputs from a model that fit their needs. The Turn Words
into Requests Macro prototype consisted of only two components:
(1) a place where the user could input a word they wanted to ask
help with and (2) a space to see generated help request suggestions.

3.3 Prototype User Interface
Even if an LLM can be trained to provide high quality suggestions,
there remains the challenge of integrating LLM feedback into the
AAC user interface. At the same time, conducting early stage design
studies requires communicating a lot of information to the user
under significant time constraints.

For this study, we chose to sidestep any detailed questions about
the user interface, and instead focus on a prototype that enabled
AAC users to test the model and evaluate its output. Our proto-
type features a minimal user interface that highlights three main
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components: a question from a conversation partner, user input,
and suggested phrases from the LLM (Figure 1). The user is able to
change either of the inputs and regenerate the suggestions; thus
they can explore how different inputs lead to different suggestions,
or how a particular input would function in response to different
questions. For our study, the input fields were pre-populated with
example text so that participants could immediately test the system
and see live output from the model. Additionally, our prototypes
included a variability slider that helped modify the model’s output
during the study in cases where the model produced the same text
suggestions repeatedly. A higher variability value creates more
random output. We explained the variability value to users and set
it to an approximate mid-point of 0.6 and only changed it when
the model did not suggest sufficient phrases or suggested repeated
phrases. Our choice of 0.6 was based on multiple testing of our
prompts and variability combinations that produced varied phrase
suggestions.

4 EVALUATION STUDY
Knowing that LLMs can generate diverse outputs from one short set
of inputs, we wanted to understand what type of prompts would be
most useful to AAC users, what types of inputs they could provide,
and what types of outputs were the most useful to support their
communication.We designed a user study that would first introduce
participants to LLM capabilities, focusing on three main abilities we
thought could be the most relevant for AAC users: how a model can
(1) suggest words based on conversational context, (2) draw from
general world knowledge and (3) learn from examples and specific
instructions (prompts). During the user study, participants also
experienced the three speech macro design concepts and provided
feedback during the study and in a post-study survey.

4.1 Participants
We recruited 12 adult expert augmented communicators, who use
a variety of AAC devices, to test all three Speech Macro concepts.
Our 12 participants (Table 1) included two eye gaze AAC users,
four switch users and six AAC users who used direct selection to
interact with their communication devices. Our participants used
AAC solutions for multiple reasons including degenerative chronic
illnesses, apraxia, cerebral palsy, autism, and also a combination
of all these factors. None of our participants had aphasia or any
disabilities affecting language use, only verbal speech production.
Participants resided in the United States, the United Kingdom, or
Canada.

In preparation for the study session we asked participants if
they wanted to join the call with a person that could support their
participation. We also asked about preferred communication styles
and broadly about how we could make the study accessible specif-
ically to them. Some participants joined the study session with a
support person that helped them connect to the video call or com-
municate. Support persons were often family members or speech
and language therapists. We did not consider support persons to
be active study participants, but in some cases they did provide
comments during the study, and we include those in the paper
when appropriate.

Figure 2: Storyboard exemplifying a sample interaction with
the Extend Reply Speech Macro.

4.2 Procedure
We gathered participants’ feedback through a 90 minute remote
video call and a post-study survey. We divided the remote study
session in three main parts: (1) introducing language technologies,
what they are and how they appear in some products (10 minutes),
(2) testing the three speech macros to evaluate their usefulness
and their outputs (60 minutes), and (3) reflecting on other uses
for speech macros (10 minutes). We also offered participants an
optional 5 minute break (or more time if needed) that could be
taken at any point during the study.

4.2.1 Introduction to LLMs. To introduce participants to LLMs, we
presented different examples of AI-based language technologies
that use LLMs, such as word prediction and word completion key-
boards, auto-complete, and translation software. We explained that
the LLM they would interact with during the study had learned
patterns about vast amounts of text-based data from the internet.
We noted that this made it a useful tool to support conversations
since it could “understand” dialogue and suggest possible responses
given a specific task or instruction. We introduced participants to
Speech Macros as a way to define tasks the model could perform
to assist in communication.

4.2.2 Trying out the Speech Macros. We then introduced partici-
pants to each Speech Macro by first illustrating a scenario using a
Storyboard to illustrate specific use cases (Figure 2) and then shared
the interactive prototypes via screen-sharing. All participants were
introduced to the three Speech Macros in the same order: Extend
Reply, Reply with Background Information, and Turn Words into Re-
quests. We first explained each prototype and how these were just
examples to test the model’s functionality, rather than finalized
communication device concepts.

For the Extend Reply Speech Macro, participants were presented
with two example conversation scenarios. For the first, we said to
imagine a conversation partner asked: “What did you do today?”
and they, the AAC user, used a short word (i.e., “work”) to get
extended replies from the system. For the second example, we
explained that the system could adapt to different situations, such
as the conversation partner asking, “Do you want to get pizza?” and
then providing the same user input of “work”. After each example,
we asked participants what they thought about the suggestions, and
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Table 1: Our 12 study participants (3 females, 2 non-binary (NB)) used a diverse set of AAC devices and techniques and had
different levels of speech use.

ID Age
group Gender AAC Device

Years
using
AAC

Access Method Non-verbal?

P1 45-54 M Tobii Dynavox 1 Eye gaze Fully
P2 45-54 M Tobii Dynavox 4 Eye gaze Often
P3 65-74 F Proloquo4Text App on iPad 9+ Direct: mouse/joystick Fully
P4 65-74 M Grid 3 3 Direct: keyboard Fully
P5 45-54 M iPad with Predictable App 16 Direct: touch Often
P6 25-34 F Type on phone and Google docs 8 Head movement and switch Sometimes
P7 25-34 NB Dynavox maestro 23 Switch Scanning Fully
P8 35-44 F iPhone and Android phone 5+ Direct: touch Sometimes
P9 25-34 M Tobii Dynavox I-15 series 32 Switch Scanning Fully
P10 55-64 M Speech Assistant app on Galaxy S20+ 9 Switch Scanning Fully

P11 25-34 NB Android tablet with Predictable,
Coughdrop, and Speech Assistant Apps 8+ Direct: touch Often

P12 45-54 M iPad Pro with Proloquo4Text App 40+ Direct: toes Often

whether they would accept any of the suggested phrases2. After
reviewing the examples, we asked participants if they would like to
try a user input to reply to either conversational scenario. If time
allowed, participants could try more than one user input to reply
to a conversation situation or to suggest a question they often get
asked. At the end of the macro, participants were asked to rate how
useful the functionality of having the system extend their reply
would be to them and to comment on their rating using a scale
ranging from “Not at all useful” to “Extremely useful”.

For the Reply with Background Information Speech Macro, partici-
pants were first presented with a fictional sample biography: “I am
from Argentina. I really like dancing, horseback-riding and being
outdoors. I do not like insects. I love to eat ceviche, arepas, and
tacos. I have a cat named Stella”. The test conversational scenario
was the question: “Do you like animals?” After discussing how
the macro worked and rating the output for the example scenario,
participants were invited to add their own biographical details to
the existing text so that the model could use their own background
information. Participants shared information about their favorite
animals, favorite sports teams, hobbies, or country of origin.

For Turn words into Requests, participants were directly asked
to think about any items or actions they would like to ask help
with and suggest them to try as user inputs. After trying each sug-
gested input, participants were asked to rate the generated phrase
suggestions. After trying various inputs participants were asked to
rate how useful was the Turn words into Requests functionality by
using a scale ranging from “Not at all useful” to “Extremely useful”.

2We originally asked participants to rate each output on a scale. However, participants
were frequently unable to choose a rating for a single phrase set, so we omit these
individual ratings from analysis and instead focus on the comments they provided
after each phrase set, as well as the ratings and comments about each speech macro.

4.2.3 Post-study survey. A post-study survey was sent to partici-
pants to capture any additional open-ended feedback they did not
get a chance to share during the study session. The post-study sur-
vey contained both multiple choice and open questions and was
organized in sections: (1) feedback about specific Speech Macros
and ideas for additional speech macro functionalities not covered,
(2) feedback about the concept of Speech Macros (where they would
be useful and where they would not be, what were some benefits,
what were some concerns), (3) Priorities for future versions of
speech Macros (important and less important use cases); (4) Using
personal data in AAC (concerns about personal data use and in-
formation they would feel comfortable sharing), and (5) General
feedback (Any other things you wish an AI-based communication
system could do for you? Any additional feedback you would like
to share?).

4.3 Data Collection and Analysis
Study sessions were video and audio recorded; audio recordings
were transcribed using automatic speech recognition and corrected
manually by the research team. Transcripts of the session were
combined with a log of the session’s text chat and researcher notes
into a single document. Participant responses to the post-study
survey were stored in a separate document.

Two members of the research team analyzed the data; both have
several years experience in human-computer interaction and acces-
sibility research. Both researchers had prior experience in conduct-
ing participatory design research with AAC users. One researcher
had experience using accessible technology in their everyday life.
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We performed qualitative data analysis to organize the findings
and identify common themes [4]. First, the two researchers inde-
pendently read through the 12 transcripts and post-study surveys,
selecting quotes and observations and copying them onto separate
notes, which were organized through several rounds of affinity
diagramming [25]. We identified four categories of data: feature
suggestions, potential use cases, comments about the quality of
suggested phrases, and observations about using AI-enabled AAC
in daily life. Feature suggestions and use cases were organized
by which macro they related to, and are mostly presented in Sec-
tions 5.1 and 5.2. The remaining data were analyzed through several
iterations of discussion, note-taking, and affinity diagramming, be-
ginning with identifying the most common high-level themes in the
data (characteristics of good/bad sentence suggestions, AAC use as
self-expression, how AAC influences perceptions of its users, and
concerns about AI) and grouping data into subcategories within
them. These themes are largely discussed in Sections 5.3 and 5.4.

5 FINDINGS
We first report on participants’ experience using Speech Macros,
the inputs they tried for each macro, and the suggestions partici-
pants provided. We then report on participants’ feedback about the
model’s output, and lastly on key user concerns to consider when
integrating AI-based language technologies into communication
devices.

As our participants had different speaking rates, we tried to
spend an equal amount of time discussing each Speech Macro with
each participant (around 20 minutes per Speech Macro). Some par-
ticipants with faster speaking rates provided more user inputs of
their own, while others provided at least one user input or conver-
sational scenario suggestion. The statistical Median of interactions
with the Extend Reply macro was three, and two for the Reply with
Background Information and Turn Words into Requests macro.

All participants completed the post-study survey and provided
extended written replies and thoughts (Median: 376.5 words, Max:
1023 words, Min: 43 words). Only three responses were less than
100 words while all the others were above 250 words.

5.1 Benefits and Uses of Speech Macros
Participants found the conversational tasks that the speech macros
supported to be in general very useful to them (Figure 3). From all
three speech macros, the “Turn words into Requests” was rated
more often to be either extremely or very useful followed by “Reply
with background information” and then “Extend Reply.”

5.1.1 Extend Reply. Participants liked only having to input a few
words to get phrases extended by a macro since it could help reduce
typing effort and fatigue.“[the extend reply macro] would enable me
socialize and network more because I would be able to type faster and
would require less time effort and energy and also lessen frustration,
sometimes I just don’t initiate conversations because I don’t have the
energy to type a lot and I can’t answer quickly enough” (P6). P11 also
shared that phrase suggestions could help them alleviate cognitive
effort in trying to remember what to say that could appropriately
fit the social situation. “That sounds super helpful for knowing what
words to use that are socially acceptable rather than getting stuck and

trying to remember and at the same time trying to go through the
physical actions of using AAC.”

The Extend Reply macro generated alternative responses to the
same question, for example “I’m hungry” or “I’m not hungry”, to
reply to “do you want to get pizza?” (Table 2). P6 really liked hav-
ing options as it would allow her to choose different suggestions
depending on her mood, the circumstance, and the person she is
addressing.

Given that macros were created using few-shot prompts that
were straightforward expansions of an input (see Appendix for
prompts), some phrase suggestions seemed too cold-cut for social
conversation. When asked to rate how appropriate the model’s
suggestions were, participants brought up needing more informa-
tion about the scenario: would they be using the extend macro
on a mobile phone or a computer? (P5) who are they address-
ing?(P2,P3,P6,P10) what is their mood?(P6,P11). For scenarios in
which they imagined talking to their friends, participants preferred
phrase suggestions that were casual and friendly instead of more
straightforward options (Table 2).

5.1.2 Reply with Background Information. One strength of LLMs is
that they can draw general information about the world into their
generated responses. This ability seemed to be very useful when
the participants tested how the model suggested phrases for them
in the “Reply with Background” macro. The ability to guess and
imply information from a short biography provided by participants
seemed helpful when it related to factual knowledge about the
world. For example, when telling the model that she was from Sri
Lanka originally, the model made suggestions like “I love to go to
the beach” when replying to the question "what do you like to do
for fun?"

“those activities are things that I would do back home. It
knew somehow that because I am from Sri Lanka, that
is something important to me, so I love that it took that
piece of information and took it as my background. I
think that is important.” - P8

In another case, P9 mentioned his favorite soccer team, the
Chivas, and was pleased when the system was able to identify
the location of the team, as it suggested the phrase “my favorite
team is Chivas de Guadalajara”. While P9 was impressed by the
system’s knowledge, he ultimately chose a different response that
better conveyed his lifelong enthusiasm for the team: “My favorite
soccer team is Chivas, I have supported them since I was ten”.

On the other hand, the language model often guessed and made
up information to fill in the details that seemed random and unreal-
istic or “wrong funny” as expressed by P11. The model guessed that
P11’s dog was “a cute little dog” based on its name “Pippin,” which
P11 provided in their background information. In reality, Pippin is
a 100 pound German Shepherd. “The false assumptions would make
me want to go add bio information later but not right then.” - P11.

Participants shared examples of meaningful context they would
want the system to draw from to make more useful suggestions.
Participants wanted the model to know medical information about
them so that they could have informed conversations with their
medical doctors (P10, P11). Participants also wanted the model to
automatically draw information about the time of day and their
location (P7, P10, P12). Some AAC users wanted the device to know
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Table 2: Extend Reply Speech Macro inputs given by our study participants, the suggestions returned by the speech macro,
their preferred option (shown in bold), and their rating of how appropriate that suggestion would be for the question asked
and their personal communication style.

Question ID Input Suggestions Rating

Do you want
to get pizza?

P6 Later

1. I’m feeling pizza later, are you?
Extremely
appropriate

2. What time do you want to get pizza?
3. Sure, let’s get pizza
4. Ok, where do you want to go?

P1 Eat

1. I’m always up for pizza
Very
appropriate

2. I’m sorry, I’m not hungry right now
3. I’m not hungry
4. I’m hungry

P3 Work

1. I’m sorry, I can’t go out this afternoon
Not at all
appropriate

2. I’m already at work
3. I’m busy with work today
4. I’m working today

about their favorite topic, like their favorite soccer teams (P5 and
P9), and even be aware about common topics shared with specific
conversation partners (e.g., co-workers, friends):

“I think background information could encompass a
great deal beyond demographics. For example, being in
IT includes a kind of sub-vocabulary relevant to speak-
ing with colleagues, as a chess player there exists a
sub-vocabulary, and the roles of husband, father, grand-
father, church brother, and more could each have iden-
tifiable “background information” that could influence
phrase generation.” - P10

5.1.3 Turn Words into Requests. The “Turn Words into Requests”
macro worked well when requesting help with inputs about com-
mon tasks (i.e., tea and biscuits, bathroom, sleep), and was described
positively by participants indicating that it could be useful to them
(Figure 3). Nonetheless, when receiving input like “smoke”, in a
case where the user wanted to try to request his caregiver to take
him out for a smoke, the model steered the user from this specific
activity. During the study, we tried different input including smoke
and cigarette and for both tries the model suggested phrases such
as: “no smoking in the house”, “I do not want to smoke”, “please
don’t smoke a cigarette”. We speculate this subject was caught by a
safety or policy layer intended to avoid promotion of this specific
activity.

We found the system was not able to suggest relevant requests
related to access or health needs. For example, when P3 tried the
word “transfer” to see if the model could suggest requests related to
needing help transferring from her chair to the bed using her home-
installed lift, the model only suggested phrases related to transfer-
ring money (i.e.,“transfer money to my bank account”). Other user
inputs related to medical and health requests also did not work well.
Both P1 and P10, who have a tracheostomy and often need suction
to clear their breathing pathway, tried using “suction” to generate a
request but the model suggested something unrelated like, “I have
a suction cup that needs to go on the wall”. Many help requests
that users wanted to generate were high stakes and needed to be

specific. So when users tried inputs as “meds” or “itch”, the model
suggested very generic help requests that participants tended to
evaluate as less useful and less appropriate.

5.1.4 Additional Conversational Tasks. Participants also shared
different ideas about how they would use speech macros. Several
participants said they would program them to make specific help
requests to their voice assistants (P1, P6). Others would like to have
speech macros help with routine tasks like asking for help with
self-care tasks (P7) and ordering at a restaurant (P4, P12) or at a
coffee shop (P10), as the model could draw information about what
type of food the restaurant sells or what type of coffee order the
user always asks for. Some participants also shared that they would
not mind using the "Expand Reply Macro" to get suggestions on
how to answer common questions like “How are you doing?” which
can be frustrating to answer again and again (P1). Speech macros
that could draw from background information could be used to
plan conversations with doctors (P11) if the medical data given to
the system was guaranteed to be secured and private (P10, P11).

5.2 Learning Input Mappings
While the macros were able to suggest reasonable phrases that
matched the questions asked, participants expressed uncertainty
on how the system used the input it was given. In other instances,
AAC users proposed use of short-hand as input in order to have
more control over the generated output.

Participants suggested using specific notation like adding sym-
bols to their inputs to overcome not knowing what implicit tone
the model would decide to go with when suggesting responses. P10
suggested using symbols that could hint the model towards having
a more positive phrasing: “typing ‘word +’ would lead to positive
responses.”. Overall, participants expressed a preference for reliable
and short inputs. P4 explained he had a macro programmed in his
device that expanded “1y” to yes and automatically played it out
loud saving him time. P8 used “WON1” to say wonderful when
others asked how she was doing. P2 used “SYS” as a shorthand that
expanded into “see you when I see you”.
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Figure 3: Most participants found speech macros to be either
very or extremely useful. Turning words into requests was
considered very and extremely useful by most participants.
Participants identified they could use the turn words into
requests macro to help them daily to create requests for
routine, self-care and accessibility related tasks.

An unexpected LLM behavior resulted from having phrase sug-
gestions insert non-factual information, a certain tone, or prefer-
ence that was not specified by the user. The “Extend Reply” macro
would sometimes suggest arbitrary responses that seemed too spe-
cific like “I worked from 8am to 6pm" as a response to the question
“what did you do today?”. P11 was interested in knowing where
the suggestion came from: “it goes into assumptions of how long
you worked. Is that something it learns? That you have patterns?”
Participants were also curious about how to control the variability
of the options as sometime the macro repeated phrase suggestions
at the testing variability value we tried (0.6).

P10 also noted that some of the phrases suggestions carried
an implicit “negative tone” that he would not necessarily intend
if he typed the input “work” as a reply to the situation “Do you
want to get pizza?” In another case, P3 tried to retrieve neutral
answers to the question “how is it going?” by using the phrase
“it’s going” as input. The Extend macro did not catch that the user
wanted to express a neutral response and instead suggested phrases
that complemented the users input: “it’s going pretty good”. P3
understood that the underlying speech macro task did not catch
her meaning and added: “if things weren’t going well, I would learn
to not confuse the program. and use a different input. [I would use]
“not great” for instance.”

5.3 Evaluating Suggested Phrases
While our speech macros performed in an expected way and sug-
gested phrases that were mostly relevant within the conversation
scenarios tested, LLM output was insufficient in supporting AAC
users in adding their personal tone and style and representing their
personality and identity. Participants also shared concerns about
how the LLM-generated output could affect their social relation-
ships by being too abrupt or just by the fact that others could know
they were automated responses.

Many phrases were either considered as very appropriate or
were phrases that were close to something the participant would
say but that needed a little more editing to get it right. Participants
suggested ways in which they would use the model’s generated
output as a starting point to build on top of it during a real-time
conversation. “"the first phrases will be like i almost want to answer
this it gives me an idea of what i want to say, sometimes but it
doesn’t necessarily fit exactly with what i want to say... i might end
up using a predicted phrase and then delete the last word and write
my own” (P11).

5.3.1 Tone and Style. When discussing the different outputs gener-
ated through the three speech macros, participants’ most common
critique was that the phrases did not reflect their personal style and
the image of themselves they wanted to portray. Nonetheless, the
way each participant described what qualities of their background
mattered to them and what they wished the model knew about
them varied. Some participants talked about their personality and
how they aim to convey it through their words. Other participants
shared the importance of their culture, including their country of
origin and their faith and how that impacts the way they talk. Lastly,
participants talked about the impressions they wanted to leave on
others and how they were concerned the generated phrases could
affect their relationships.

5.3.2 Communicating personality, style, and identity. While AAC
users found value in being able to get phrase suggestions by typing
less, they indicated they would not necessarily use these phrases as
they lacked their personal style and did not reflect personality. In
many cases, users found phrase suggestions to be “too bland” and
impersonal while their personality was “witty” (P2) or “positive”
(P8). When sentences lacked a way to convey an important part
of the participant’s personality and their values, participants said
they would not use them. P8 and P10 talked about their faith and
personal belief and how that influenced the way they talked to
others. “For me I would add something positive...because I think that
positivity in the world is lacking these days so I add positivity into my
answers” (P8). Participants also expressed that they did not wish
to sound too scripted. P9 was concerned about sounding “robotic”
and P12 raised an important future risk: “If the system is being used
in the future, are all AAC users going to talk the same way? That’s
something we need to think about.”

5.3.3 Maintaining social standing. Participants expressed concerns
related to how the generated phrases could impact their personal re-
lationships. Some participants commonly found generated phrases
to be too abrupt (P6, P8, P9, P10, P12) when suggesting possible
replies to social questions like “do you want to get pizza?” in the
Extend Reply macro scenario, and said that the phrase suggestions
were not appropriate for this reason. Participants more commonly
preferred phrases that were more socially correct like, "I am sorry, I
can’t go out this afternoon" rather than the more abrupt ones: “I’m
already at work” (Table 2). P12 explained why abrupt responses,
even though they matched the question, were not appropriate: “it’s
not very appropriate because if someone asked me that question and I
typed in work, I want phrases like, what time do you want to go? Or
I’m working, could we reschedule or give me a minute and I will get
back to you about lunch?"
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Table 3: Participants suggested different items to be turned
into help requests. Items spanned threemain categories:med-
ical, accessibility related, and daily tasks.

User input Participants

Daily living

TV P2
Outside P2
Sleep P2
Bed P2
Bathroom P2, P6, P12
Window P3
Service P4
Cigarette / Smoke / I want to smoke P5
Tea and Biscuits P5
Drink P6
Book / Book pages P8
Starbucks P10
Water P12

Accessibility Access P7
Transfer P3

Medical

Suction P1, P10
Itch P1
Meds P11
Pain P3

Participants also had concerns about the system suggesting the
wrong thing and making the participants look bad. P4 worried the
system would suggest phrases that would reveal information about
how he truly felt about someone, or if he had talked badly about
someone with somebody and the potential for the system to reveal
that fact, embarrassing him. P2 and his wife also had concerns about
inputting sensitive words to the system and then having it show
unwanted output. P2 wanted to use “bed” to have the model make
requests related to helping him prepare for bed. P2’s caregiver was
concerned about what the system would say and so did not want
him to use that word so they decided to try the word “sleep” as
input instead: “He usually says I’d like to get ready for bed and I
didn’t want to use bed because I didn’t want to see what would come
up...”

P2 and his caregiver also shared that for more personal requests
like going to the bathroom, they might not want to use the word
“bathroom” as a user input but instead a euphemism. “He would
probably use other words at home, and say other words in public to
keep it private.” P2 shared he would say: “I have to powder my nose.”

5.4 Concerns About Using AI Suggestions
5.4.1 Privacy and data concerns.

“ I would love a local version of this [reply with back-
ground information macro] which i don’t worry about
privacy that i could put medical history information
into and it could help me make sure i actually give doc-
tors details when i am in a high stress situation and
everything is going so fast i can’t keep up” - P11

Sharing background information with a system was consid-
ered extremely useful by most participants. Participants said they
wanted to use this feature but would be concerned about other peo-
ple using their data without their consent, identity theft and data
breaches, having other humans reading their personal or medical
background information, and on-cloud data processing. Partici-
pants asked whether there was a way for them to confirm their
data was encrypted and how they could turn off the system from
hearing the conversations all the time, as it would need to do this to
catch the current dialogue. Participants understood their data and
conversation data would improve the model and that the speech
macros would indeed be very useful but if there were no privacy in
place or clear transparency about how it would work, they would
absolutely not use it.

5.4.2 AI suggestions could undermine autonomy. Selecting a gen-
erated phrase from the system could have social consequences
beyond what the content of that phrase is and how it is interpreted.
Participants reflected on how selecting an automated phrase, even
a pre-stored phrase they had created beforehand, made others be-
lieve the system did all the work for them. P8 shared a story where
using her AAC device for a job interview allowed her to get the job
because people understood that she had prepared answers to the
interview questions beforehand using her device and attributed her
with being responsible and well prepared. Unfortunately in another
occasion, people thought the opposite: “I pressed a button for a cus-
tomized answer and someone said ‘oh, the device did that for you’.
That was insulting to get that answer. They thought I was an idiot
because I had these customized phrases pre-installed. I was saddened.
I had to stand up for myself, so I said I had made the preparation for
the meeting.”

P10 shared that he only allows very few intimate people to watch
him type as he communicated and he feels that if they see him select
an automatically generated phrase instead of typing his own that
could have a negative consequence or change the meaning of that
intimate communication.

“... AI generated responses may become the answer for
the types of communication that are centered around
content and timing. But there are more intimate forms
of communication where AI might get in the way of
personal expression. I have found with my wife, daugh-
ter, and a few close friends that sitting beside me and
watching me type the reply to their comment (clearing
my response without speaking it) is a secure form of
communication for them with me. I would go so far as
to say, if the exact expression desired popped up on the
list, choosing it would mean something different to an
observing intimate friend than if I were to type it.” - P10

Similarly, P8 shared she would not use speech macros with peo-
ple close to her: “[I would not use this] with my family and friends
who knowme personally. I think sometimes the human feelings cannot
be translated by devices.”

6 DISCUSSION
In this work, we presented AAC users with an interactive proto-
type in which they could evaluate text suggestions produced by
a large language model. Based on this work, we reflect on how
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language models may be integrated into AAC devices and about
our experiences integrating AAC users into the research process.

6.1 Can Speech Macros Improve AAC Use?
Overall, our participants were excited about the possibility of using
AI to improve their AAC systems. Participants were clear about
the amount of effort they expended when communicating, and the
value in reducing some of that effort. At the same time, participants
already had ideas about how to improve output from the system,
to more clearly reflect their own preferences and communication
styles. They also presented some concerns about sharing data, and
about the potential loss of control.

One question that we considered throughout the work is whether
it is useful to focus on specific use cases, as we have done here,
as opposed to a more general system that predicts phrases across
all conversation contexts, as in some related projects [7, 31]. As
a research tool, we found that this approach was successful in
introducing participants to the relevant concepts, and providing
specific contexts in which to test and evaluate LLM output. Par-
ticipants also gravitated toward specific macros (especially “Turn
Words into Requests”), which may help to prioritize future work.
However, whether speech macros should be introduced into AAC
devices remains an open question. Existing AAC devices often have
multiple modes, such as a mode to replay stored phrases, and it
is possible that specific speech macros could similarly be incorpo-
rated into current AAC user interfaces. Alternatively, it may make
sense to provide AAC users with the ability to create and customize
their own prompts to the LLM, enabling them to customize output
through prompt programming.

6.2 Design Challenges and Trade-offs
While our prototype provided an intentionally simplified interface,
creating and testing the prototype revealed tensions between the
potential benefits of integrating AI and potential negative effects
which we summarize here.

6.2.1 Reducing e�ort vs. maintaining control. As noted by the ma-
jority of our participants, communicating using their current AAC
devices can sometimes be both frustrating and ineffective. AI gener-
ated suggestions offer the possibility to reduce the amount of effort.
However, participants were often unsatisfied with the output from
the system, finding it had the wrong tone or was simply incorrect.
Participants noted that in some cases they could edit the response to
get the result they wanted, but in others they would need to rewrite
the entire response. In either case, editing or rewriting an input is
counterproductive to the goal of reducing keystrokes. Nonetheless,
while our participants wanted to type less to save physical and
cognitive effort when responding to routine questions, participants
were concerned about how automatic phrase generation could im-
pact their relationships. Participants shared how putting effort into
their communication by preparing long messages demonstrated to
others that they cared, about a job interview (P8) or about a close
family member (P10). These findings align with prior work high-
lighting how effort invested in computer-mediated communication
can be a symbol for caring [21]. While keystroke savings can reduce
time and effort, future explorations with AI should consider how

views on authorship and effort may impact relationships among
AAC and non-AAC users.

When encountering low quality suggestions, participants some-
times tried to enter longer queries, or invented new input conven-
tions, such as entering a plus after their input to retrieve positive
responses. Providing more robust input options could provide users
with more control. Similarly, showing users potential predictions
as they type could help users make decisions about when to try
predictions vs. typing out messages themselves.

6.2.2 Composing in real time vs. using stored content. AAC users
optimize and plan for their communication and social interactions.
A lot of preparation happens, they create and store phrases that
anticipate potential questions or any high pressure situations they
may encounter. While this study does not engage with situations
in which AAC users could use the technology to plan content for
future encounters, participants gave clear feedback of how the
output could be better and even how they wanted to combine
phrases created by them with the ones generated by the system.

It is important not to ignore all the work and setup AAC users
have already established that work for them, like the shortcuts they
already have in place (i.e, 1y for yes, WON1 for wonderful, etc). If
AI will be used within an AAC device, it should be flexible so that it
does not impose a scheme but learns from and is customized by the
user who has already developed a system for their communication.

6.2.3 Achieving functional communication goals vs. expressing one-
self. Prior work has reported that the way people communicate
changes once they start using AAC systems [20, 24]. Individuals
who acquire speech disabilities later in life often lose the ability to
express sarcasm, humor, and nuance. The social timing pressures
that exist for AAC device users make it hard to add nuance and talk
about other things beyond requests or short utterances [18]. This is
why sometimes there are large efforts into enabling basic communi-
cation with AAC devices, and even though there has started to be a
shift into how AAC devices could also play a role to maintain social
relationships [9], we did not know what qualities of generative
output could be important to know about for future systems. Our
study revealed that AAC users want more from LLMs in addition
to keystroke savings and achieving that model-generated golden
reply that is reasonable within context. Users want to be able to cus-
tomize output to their needs (and this is different for each person);
this is the key to unlocking the potential of LLMs. Moving away
from scriptedness and transactional conversation support towards
customized use of these systems.

While prior work established that computer-mediated commu-
nication (CMC) grants greater control over the impressions people
convey to others as people can edit and plan their messages before
sending them [15, 37], AAC communication is a unique type of
CMC where responses are expected sooner, and the time window
to achieve self-representation is shorter. Perhaps by enabling post-
processing of LLM suggestions or co-authoring of a response we
might support AAC users in personalizing their responses on the
go.

Additionally, our study revealed the importance of customized
user information to better tailor LLM-generated output to. Prior
work created simulated personas mostly comprised a one to two
sentence description of a person’s hobbies or personal preferences
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to generate conversational phrases [31]. Through our study we
gathered other important information about what AAC users would
like a model to know about them: medical details, details about their
relationship with conversation partners (co-worker, family), details
about their work and context information about their location or
time of day.

6.3 Conducting Human-Centered AI Research
with AAC Users

Conducting participatory and open-ended research with AAC users
can be challenging as new methods are always needed to elicit real-
time feedback in a way that aims to maximize participation and
reduce user burden [1, 3]. These challenges are amplified by the
need to conduct studies remotely during the COVID-19 pandemic.
Despite these challenges, participation from AAC users is necessary
to ensure that technology accurately meets their needs. A primary
goal of this research was to enable AAC users to interact with,
and provide feedback about, a real AI model. All AAC users were
able to successfully suggest inputs and provide feedback about
generated outputs. Additionally, the use of a post-study survey
was successful in allowing participants to share more extended
thoughts, anecdotes, and feedback.

We conducted each of our 12 interviews remotely, and encoun-
tered some anticipated and unanticipated challenges while doing so.
First, we knew that the pace of interaction during the study might
be slow, and that the technologies we wished to discuss might be
unfamiliar to our users. Second, we expected that some participants
would be limited in their ability to give feedback during the session.
Third, because most participants would be using their devices for
communication, we could not install software on their devices.

Generally, we were able to adapt our study protocol to these cir-
cumstances. First, we designed our three speechmacros to be simple
and easy to understand. We designed our prototype to quickly show
the language model by allowing the user to change the contextual
information or the prompt and quickly see the results. Through
building in a variability slider we were able to run the model at
other randomness values if needed. By using screen sharing, we
were able to accept spoken or typed user input through chat and
input it to the prototype. Finally, as in previous studies [20], we
combined our in person interview with a follow-up questionnaire
so that participants could compose longer responses. Our study
allowed us to explore potential uses of AI for AAC by enabling users
to directly interact with a language model via digital prototypes.
While our speech macro concepts served us to communicate LLM’s
capabilities and usage scenarios, co-designing future speech macros
or prompts with AAC users may enable us to understand how AAC
users create mental models and expectations for LLMs.

Overall, the design of our prototype and study protocol enabled
our participants to see the LLM in action, test it with several queries,
and provide feedback during and after the study session. While
this configuration worked well for this study, conducting longer
deployments of this technology would require an alternative setup.

6.4 Limitations and Future Work
Whilewe designed our prototype and study tomaximize the amount
of interaction participants would have with the language model,

they were still limited to completing 5-10 inputs in the study ses-
sion. As a result, participants gave feedback based on this limited
experience only. Future studies could feature a longer deployment,
so that participants could input more prompts and gain a better
sense of the strengths and weaknesses of this approach.

The language model used in the study was designed for generic
dialog-based applications; each speech macro was a prompt written
for that specified activity. We did not customize speech macros
with any data about specific users. While the speech macros proved
effective for collecting user feedback, this study does not provide a
clear picture of how well current language models could perform
for AAC suggestions, and it is likely that tuning the speech macro
prompts or adding user-specific data to the prompts would improve
suggestion quality. Furthermore, participants provided suggestions
for new macros; providing end users with the ability to edit and
customize their own macros could further improve results.

We designed our speechmacros prototypewith the goal of quickly
introducing users to the concept and enabling them to try out sev-
eral macros during the study session. By design, the prototype does
not include details of user interaction, such as whether suggestions
should be added to an on-screen keyboard or placed in a menu,
or what actions are needed to generate suggestions. During our
study, participants emphasized the importance of having control
over predictions and the usefulness of composing messages ahead
of time. Participants were also aware that the system might not
produce the output they intended, and that they might need to fall
back to typing a message themselves. Future work could explore
the design of appropriate user interfaces that combine contextual
information, saved settings, and live input, and allow users to cor-
rect or override the system if it fails to produce usable output in a
particular situation. There may also be ways to provide users with
more control without requiring more typing, such as by allowing
users to specifically request a positive or negative response, or to
request short or long responses.

For this study, we recruited participants who used AAC due to
motor difficulties; our participants had typical language skills and
did not have conditions such as aphasia that would impair their
understanding of spoken or written messages. We were thus able to
assume that participants were able to understand the purpose of the
macro and its expected input, correctly format their input messages,
and choose from the suggested phrases without difficulty.We expect
that this approach could be made useful to those with aphasia and
other language disorders by designing appropriate interfaces to
detect and highlight potential issues related to comprehension, or
by personalizing user models that accept input and generate output
in a format more appropriate for that individual user.

7 CONCLUSION
We conducted an early stage evaluation of large language models
as a tool to support AAC users in generating phrases, introduc-
ing speech macros as a method for AAC users to benefit from the
generative capabilities of these models. Our study found that AAC
users were enthusiastic about the potential of language models to
support their communication, provided that they maintain control
of their personal expression. The potential of LLMs for different
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types of AAC use should be explored through future design work
and experiments.
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Appendix A LARGE LANGUAGE MODEL
PROMPTS

This section contains the prompts used in the study, which were
passed to the large language model using an interface similar to
[17]. Variables are marked with [square brackets].

A.1 Extend Reply
Q: Do you want to go to the movies?
Input: no
A: No thanks, I'm busy this afternoon.
Q: How are you?
Input: good
A: I'm pretty good. How are you?
Q: [question]
Input: [user input]
A:

A.2 Reply with Background Information
Consider this background information about myself: [user input]
Q: Where are you from?
A: I am from Argentina, it is the southernest country of south america.
Q: Do you have any hobbies?
A: I love going on hikes and going horseback riding.
Q: [question]
A:

A.3 Turn Words into Requests
Help: fruit
Phrase: I'd like to have some fruit please
Help: bed
Phrase Can you help me get to bed?
Help: Shoes
Phrase: can you help me put on these shoes?
Help: [user input]
Phrase:
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