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ABSTRACT
Semantic text matching is one of the most important research problems in many domains, including, but not limited to, information retrieval, question answering, and recommendation. Among the different types of semantic text matching, long-document-to-long-document text matching has many applications, but has rarely been studied. Most existing approaches for semantic text matching have limited success in this setting, due to their inability to capture and distill the main ideas and topics from long-form text.

In this paper, we propose a novel Siamese multi-depth attention-based hierarchical recurrent neural network (SMASH RNN) that learns the long-form semantics, and enables long-form document based semantic text matching. In addition to word information, SMASH RNN is using the document structure to improve the representation of long-form documents. Specifically, SMASH RNN synthesizes information from different document structure levels, including paragraphs, sentences, and words. An attention-based hierarchical RNN derives a representation for each document structure level. Then, the representations learned from the different levels are aggregated to learn a more comprehensive semantic representation of the entire document. For semantic text matching, a Siamese structure couples the representations of a pair of documents, and infers a probabilistic score as their similarity.

We conduct an extensive empirical evaluation of SMASH RNN with three practical applications, including email attachment suggestion, related article recommendation, and citation recommendation. Experimental results on public data sets demonstrate that SMASH RNN significantly outperforms competitive baseline methods across various classification and ranking scenarios in the context of semantic matching of long-form documents.

CCS CONCEPTS
• Information systems → Document representation: Document structure; • Computing methodologies → Information extraction;
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1 INTRODUCTION
Semantic text matching estimates semantic similarity between a source and a target text pieces (e.g., query-to-document match, question-to-paragraph match, etc.). Correctly modeling semantics in text matching has long been the "holy grail" of textual information retrieval. The difficulties of semantic matching are two-fold: first, semantics of words and phrases can be ambiguous; second, when the text is long, semantics of individual words, phrases and sentences can be buried in complex document structures. While the prior research mainly focuses on the first set of difficulties, in this paper we tackle the second challenge; namely that of dealing with complex long-form documents.

To better understand the effects of document length in semantic text matching, in Figure 1 we show applications of semantic text matching across the length spectrum of source and target texts. As shown on the upper left of this figure, ad-hoc retrieval tasks
like web search [7] use short source queries while targeting long-
form documents; on the lower left, short text retrieval tasks like
Twitter search [9, 41] use short source queries and target short
documents; on the lower right, the tasks of document classification
like sentiment analysis aim to categorize long-form documents into
a limited set of classes [25, 30]. Interestingly, the upper right part
of the figure is relatively less explored in the semantic text match-
ning setting, and, as we empirically demonstrate, many of the previously
proposed semantic matching methods deteriorate when source and
target documents become longer. This poses an important research
challenge, since semantic text matching for long-form documents
can benefit a myriad of applications, such as related article recom-

One of the most conventional approaches to semantic text match-
ing is to compute a vector as the representation for each document,
such as bag-of-words and latent Dirichlet allocation models [5, 18],
and then apply typical similarity metrics to compute the matching
scores. Unfortunately, the performance of traditional approaches is
unsatisfactory, as they often fail to capture the semantic doc-
ument structure. The advances in deep learning in recent years
provide the opportunity to understand complex natural language
and to learn better long-form document representations. For in-
stance, recurrent neural networks (RNNs) treat a document as a
sequence of words and derive a document representation based on
the information along the sequence [32, 33]; convolutional neural
networks (CNNs) obtain document representations by preserving
local patterns [23, 38, 54].

However, although existing deep learning approaches signifi-
cantly advanced the field of semantic text matching, they mainly
focus on short documents and have apparent drawbacks when deal-
ing with long-form documents. First, the core topic or idea can be
hard to identify and extract from a complex narrative of a long-
form document. Some of the previous studies [10, 52, 54] exploit
attention mechanism [29] to distill important words from sentences,
but valuable information can still be diluted within a large number
of sentences and paragraphs in long-form documents. Second, the
complex structural information of long-form documents have not
yet been taken into account. Most of the existing approaches rely
on word-level knowledge to compute text similarity. Structural
information like relations among sentences and paragraphs is often
disregarded. Third, the semantics of a document can drift over the
course of a long narrative. For example, it is not uncommon to find
documents in which the writer moves across a spectrum of subjects
in the span of several passages. Neither RNN or CNN can naturally
capture or follow semantic drifts like this. RNN-based approaches
can attain confusing document representations by sequentially pro-
cessing sentences with different semantics. CNN-based approaches
can deteriorate when trying to pool and filter different semantics.

Natural language documents generally follow hierarchical struc-
tures [35] to help people read and understand them. Therefore, it is
vital to utilize these structures in order to train machine learning
models which can fully capture the semantics of long-form docu-
ments. Most generally, a document can be represented as a hierarchy
of paragraph, sentence and word sequences. Different paragraphs
and sentences in a document can have different semantic meaning
and importance. The most similar research to this work is to use
sentence-level information for document classification [10, 52]. As
we will show in the experimental section, for long-form documents,
sentence-level based document representations are still unsatis-
factory because sentences in the same document may be associated
with different importance and diverse semantics. On the contrary,
a deep understanding of document structure can effectively boost
semantic text matching.

In this paper, we propose Siamese multi-depth attention-based
hierarchical RNN (SMASH RNN) to address the problem of long-
form document semantic matching. Under the two-tower structure
of Siamese network [32], each tower of the proposed model is a
multi-depth attention-based hierarchical RNN (MASH RNN). MASH
RNN, as the major component of our model, can derive compre-
hensive document representations from multiple levels of docu-
ment structure. For example, word-, sentence-, and paragraph-level
knowledge of a document can be derived by three attention-based
hierarchical RNNs with different depths. To generate compre-
hensive document presentations, MASH RNN concatenates representa-
tions from all of these document levels, aiming to capture both
concrete low-level observations and abstract high-level insights.

Combining the document representations for both source and tar-
get documents from MASH RNN, SMASH RNN estimates semantic
matching scores based on the representations of the source and the
target documents, and an extra fully connected layer.

Our contributions can be summarized as follows:
• To the best of our knowledge, this paper is the first work to
  extensively exploit document structure for better document rep-
  resentations, in the context of improving the state-of-the-art
  performance of the long-form document semantic text matching
  models.
• We propose the SMASH RNN framework for long-form document
  semantic text matching. MASH RNN, the major component of
  SMASH RNN, learns document representations from multiple
  abstraction levels of the document structure.
• Experiments were conducted on publicly available datasets for
  three different applications: email attachment suggestion, related
  article recommendation, and citation recommendation. Experi-
  ment results demonstrate the effectiveness of SMASH RNN. We
  also provide an in-depth experiment analysis to prove the robust-
  ness of our proposed framework.

The rest of the paper is organized as follows. First, we present
related work in Section 2. Then, the problem statement and SMASH
RNN are described in Section 3. We show experiment results and
provide an in-depth analysis in Section 4. Finally, some conclusions
are given in Section 5.

2 RELATED WORK

In this section, we first give the background of semantic text match-
ing and indicate the difference between our approach and previous
studies. Deep document classification is then introduced as a related
task. Last but not least, we discuss the attention mechanism in deep
learning, which plays an important role in SMASH RNN.

2.1 Semantic Text Matching

To measure the similarity between documents, it is intuitive for
traditional approaches to compare the words in the documents.
For example, Mihalcea et al. [31] compute the word-to-word similarity while Wu et al. [49] exploit the vector space model with the term frequency-inverse document frequency (TF-IDF). However, words in the documents are extremely sparse. In addition, the semantics between individual words also cannot be captured, so these approaches usually obtain unsatisfactory results. Although some works attempt to leverage the semantics in external resources such as knowledge bases [42] or alleviate the data sparseness by Latent Semantic Analysis (LSA) [53], traditional approaches are still limited by discrete words.

The recent development of deep learning in natural language processing provides a new opportunity for semantic text matching. After using deep learning models to encode the documents in distributed representations, the Siamese structure [8] for metric learning is usually applied to learn the similarity information. There is a plethora of deep learning models for encoding documents. For instance, some studies [2, 27, 32, 33, 45, 46] exploit RNNs to model the sequential information of documents while other work [19, 38, 45, 54] applies CNNs to capture the important local messages in documents for semantic text matching.

However, most of the previous studies are not designed for long-form documents. For example, RNNs can lose important messages while passing information along a very long sequence of words. The local features learned by CNNs can be inadequate to represent the complex semantics of long-form documents.

Another line of work maps the term positions of the source and the target texts to create a matching matrix [27, 45, 46, 50, 54] or computes local interactions with the target text for each word in the source text [16]. This works well for scenarios like ad-hoc retrieval, where the source queries are short. For a scenario where both the source and the target are long documents, a matching matrix would be time-consuming to compute, and is too large to fit in memory.

In addition, the document structures that could be much beneficial are generally ignored by most of the previous semantic text matching approaches. Note that although Liu et al. [27] mention the term “hierarchical structure,” they focus on the structures in sentences so that long-form documents still cannot be handled. In other words, their proposed methods are incapable to deal with long-form documents. Our approach differs from this work in that the hierarchical document structures with different depths are explicitly considered in the model, thereby directly benefiting the model to learn the semantics of different levels in the document structure.

### 2.2 Deep Document Classification

Instead of simultaneously modeling two documents, deep document classification that considers a single document at a time with deep learning models can be considered as a related task. Similar to semantic text matching, deep learning models can also be utilized to encode documents into distributed representations for document classification. For example, both CNNs [13, 25, 39] and RNNs [10, 28, 52] can do document classification for many applications such as sentiment analysis. Devlin et al. [12] propose bidirectional encoder representations from transformers (BERT).

However, all of these works focus on short text classification, especially for sentences and documents with few sentences. Even though BERT quickly became the state-of-the-art for many NLP tasks, its multi-head attention component requires an unrealistically enormous amount of both memory and computation time for long-form documents. Moreover, most of their approaches only take word-level information into account and ignore the structure of long-form documents. HAN [52] and NSC [10] with the exactly same architecture are the only two studies using a two-layer RNN with attention to consider sentence-level information for document classification. On one hand, a document narrative can contain a large sequence of loosely related sentences. Grouping of those sentences into paragraphs or sections is not handled by these models. On the other hand, these models only consider the sentence-level knowledge, but the word-level information that would be diluted in the two-layer model structure can be also important. Therefore, existing approaches of deep document classification cannot appropriately capture the semantics of long-form documents.

### 2.3 Attention Mechanism in Deep Learning

The attention mechanism [4, 29] has already become one of the most important techniques in deep learning since its huge success in machine translation [44]. Given an input sequence, the attention mechanism infers the importance of each position with a learnable context vector. Besides machine translation, the attention mechanism benefits many applications, such as caption generation [51], document classification [10, 52], and question answering [40]. In this paper, the attention mechanism is exploited to extract the important knowledge in each individual branch of the hierarchical structure for a long-form document.

### 3 Semantic Text Matching for Long-Form Documents with SMASH RNN

In this section, we first formally define the objective of this paper, and then present the proposed framework, Siamese multi-depth attention-based hierarchical RNN (SMASH RNN), to address the problem of long-form document semantic text matching.

#### 3.1 Problem Statement

In this paper, we focus on long-form documents that can be represented as a hierarchical compositions of word. Note that hierarchy depths for documents can be vary, depending on the highest level of abstraction for a document structure. To facilitate readability, we assume that there are three levels in hierarchy – paragraphs, sentences and words. However, it is important to note that our proposed method is general enough to handle variable depths of hierarchies. Figure 2 gives an illustration of hierarchical structures with different depths for a document \( d \). Words in the \( d \) can be fitted into three hierarchical structures, i.e., \( W_p \), \( W_s \), and \( W_w \), with depth 3 (paragraph-level), depth 2 (sentence-level), and depth 1 (word-level) respectively. More precisely, \( W_p (k,j,i) \) is the \( i \)-th word in the \( j \)-th sentence of the \( k \)-th paragraph given a paragraph-level hierarchy; \( W_s (j,i) \) is the \( i \)-th word in the \( j \)-th sentence given a sentence-level hierarchy; \( W_w (i) \) is the \( i \)-th word for the word-level hierarchy with a depth of 1, which is just a long sequence. Note that the bottom level words in the three different hierarchies are exactly...
identical while their annotations vary according to hierarchy depth and document structure.

Given a source document \( d_s \) and a set of candidate documents \( D_c \), our goal is to estimate semantic similarity \( \hat{y} = \text{Sim}(d_s, d_c) \) between the source document \( d_s \) and every candidate document \( d_c \in D_c \) so that the target documents semantically matched to the source document have higher semantic similarity scores.

### 3.2 Framework Overview

Figure 3 and 4 illustrate the framework of our proposed Siamese multi-depth attention-based hierarchical RNN (SMASH RNN). Under the Siamese structure [32], each SMASH RNN has two multi-depth attention-based hierarchical RNN (MASH RNN) towers. For each document, MASH RNN derives an informative representation based on the knowledge from different levels of document structure. For each level, an attention-based hierarchical RNN (with corresponding level depth) is constructed as an encoder to generate representations for that level. For example, the paragraph-level encoder produces paragraph-level representations with a depth-3 encoder while the sentence-level encoder produces sentence-level representations with a depth-2 encoder. The final document representation is then acquired by concatenating the representations of different levels, comprehensively covering the knowledge in all document structure levels. To estimate semantic similarity for semantic text matching, SMASH RNN adopts the Siamese structure with two MASH RNN towers. Given representations generated by MASH RNN for both the source and target documents, a fully-connected layer with nonlinearity infers a probabilistic score to examine the semantic relation between two documents with a sigmoid function [34].

In Section 3.3, we formally define MASH RNN. In Section 3.4, we put two MASH RNN towers together to define SMASH RNN.

### 3.3 MASH RNN for Document Representation

Most of the previous studies only exploit word-level information to represent documents [25, 32, 38, 54]. To investigate deeper structures, some work [10, 52] uses sentence-level information to represent documents. However, only using sentence-level information could lead to a loss of word level information. More than that, a long-form document usually contains quite a number of sentences, and its structure is usually deeper than sentence level. The deeper document structure was not modeled in previous studies for semantic text matching.

In this paper, we propose to model documents with information from different document structure levels. To ease the discussion, we focus on three levels of document structure – paragraph, sentence, and word-level, as mentioned in Section 3.1.

The computation of encoders in MASH RNN follows a bottom-up principle with bidirectional recurrent neural networks (Bi-RNNs) with attention. Take the paragraph-level encoder as an example. Given the \( j \)-th sentence in the \( k \)-th paragraph in the paragraph-level hierarchy \( W^p \), we first embed words in sentence to vectors through a word embedding layer as follows:

\[
x_{k,j,i}^p = \text{emb}(W^p(k, j, i)), 1 \leq i \leq L_{k,j}^p
\]

where \( L_{k,j}^p \) is the length of the sentence, and the word embedding layer \( \text{emb}(\cdot) \) embeds the words into vectors with an embedding matrix. To encode the sentence, a Bi-RNN reads the sequence of embedding vectors during both the forward pass and the backward pass. In the forward pass, the Bi-RNN creates a sequence of forward hidden states

\[
h_{k,j}^p = \left[ h_{k,j,1}^p, h_{k,j,2}^p, \ldots, h_{k,j,L_{k,j}^p}^p \right]
\]

where \( h_{k,j,1}^p = \text{RNN}(h_{k,j,1+i}^p, x_{k,j,i}^p) \) is generated by a dynamic function such as LSTM [21] or GRU [11]. Here we use GRU instead of LSTM because it requires fewer parameters [24]. The backward pass processes the input sequence in reverse order and generates the backward hidden states as

\[
h_{k,j}^p = \left[ h_{k,j,1}^p, h_{k,j,2}^p, \ldots, h_{k,j,L_{k,j}^p}^p \right]
\]

where \( h_{k,j,1}^p = \text{RNN}(h_{k,j,1+i}^p, x_{k,j,i}^p) \). The forward and backward hidden states are concatenated as a hidden representation for words in the sentence

\[
h_{k,j}^p = \left[ h_{k,j,1}^p, h_{k,j,2}^p, \ldots, h_{k,j,L_{k,j}^p}^p \right]
\]

Since each word can have unequal importance in the sentence, the attention mechanism [4] is applied to extract and aggregate hidden representations that are more important. More precisely,
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Figure 3: The schema of multi-depth attention-based hierarchical RNN (MASH RNN).

Figure 4: The architecture of Siamese multi-depth attention-based hierarchical RNN (SMASH RNN).

can be considered as a sequence of sentences. Given the representations of sentences in the $k$-th paragraph $s^p_{k,j}$, a Bi-RNN generates the forward and backward hidden states of sentences as follows:

$$\overrightarrow{h^p_k} = \left[\overrightarrow{h^p_{k,1}}, \overrightarrow{h^p_{k,2}}, \ldots, \overrightarrow{h^p_{k,L^p_k}}\right], \overleftarrow{h^p_k} = \left[\overleftarrow{h^p_{k,1}}, \overleftarrow{h^p_{k,2}}, \ldots, \overleftarrow{h^p_{k,L^p_k}}\right],$$

where $L^p_k$ is the number of sentences in the $k$-th paragraph; $\overrightarrow{h^p_{k,j}} = \text{RNN}(\overrightarrow{h^p_{k,j-1}}, s^p_{k,j})$; $\overleftarrow{h^p_{k,j}} = \text{RNN}(\overleftarrow{h^p_{k,j+1}}, s^p_{k,j})$. The hidden representations for the sentences in the paragraph can then be represented as

$$h^p_k = \left[\overrightarrow{h^p_{k,1}}, \overrightarrow{h^p_{k,2}}, \ldots, \overrightarrow{h^p_{k,L^p_k}}\right],$$

where $h^p_{k,j} = \left[\overrightarrow{h^p_{k,j}}, \overleftarrow{h^p_{k,j}}\right].$ With the attention mechanism, the importance of each sentence can be measured as follows:

$$\alpha^p_{k,j} = \frac{\exp(u^p_{k,j} \cdot u^p_{w})}{\sum_{j'} \exp(u^p_{k,j'} \cdot u^p_{w})},$$

where $u^p_{k,j} = \tanh(\mathcal{F}^p_u(h^p_{k,j}))$; $\mathcal{F}^p_u(\cdot)$ is a fully-connected layer; tanh is the activation for the convenience of similarity computation; $u^p_{w}$ is a vector to measure the word importance. The normalized importance $\alpha^p_{k,j}$ can be further obtained through a softmax function. Finally, the representation of the $j$-th sentence in the $k$-th paragraph can be represented as the weighted sum of the hidden representations as follows:

$$s^p_{k,j} = \sum_{i} \alpha^p_{k,j,i} \overrightarrow{h^p_{k,j,i}}.$$

With the representations of sentences, the Bi-RNN is applied again to learn the paragraph representations because a paragraph
where \( L \) is the number of paragraphs in the document; \( h^p_k = \text{RNN}(h^p_{k-1}, p^p_k) \). The hidden representations for the paragraphs can be represented as

\[
\text{h}^p = \left[h^1, h^2, \ldots, h^{L_p}\right],
\]

where \( h^p_k = [w^p_{k-1}, h^p_k] \). The importance of each paragraph can then be measured with the attention mechanism as follows:

\[
\alpha^p_k = \frac{\exp(u^p_k \cdot u^p_k)}{\sum_{k'} \exp(u^p_{k'} \cdot u^p_k)},
\]

in which \( u^p_k = \tanh(f^p_k(h^p_k)) \); \( f^p(\cdot) \) and \( u^p_k \) are the fully-connected layer and the vector for the importance measurement. The paragraph-level document representation can finally be represented as the output of the paragraph-level encoder as follows:

\[
d^p = \sum_k \alpha^p_k h^p_k.
\]

Besides the paragraph-level encoder and paragraph-level representation \( d^p \), with shallower depths of hierarchy \( W^s \) and \( W^w \), we create sentence-level and word-level encoders and generate sentence-level and word-level representations \( d^s \) and \( d^w \).

In order to capture both concrete low-level observations and abstract high-level insights, MASH RNN uses representations from different document levels. Specifically, MASH RNN returns final document representation as a concatenation of representations generated by multi-depth encoders:

\[
d = [d^p; d^s; d^w].
\]

### 3.4 SMASH RNN for Semantic Text Matching

The Siamese network structure associated with two identical sub-networks were shown to be effective in measuring the affinity between representations of two documents modeled in the same hidden space [32, 38, 47, 54]. To address the problem of semantic text matching for long-form documents, we propose the Siamese multi-depth attention-based hierarchical RNN (SMASH RNN) using a Siamese structure that fuses the outputs of two MASH RNNs.

Figure 4 illustrates the structure of SMASH RNN for estimating the semantic similarity between a source document \( d_s \) and a candidate document \( d_c \). To tackle two sub-networks, there are several approaches, such as using an attention matrix [54] or a similarity matrix [38]. However, long-form documents require an enormous number of parameters with these methods. Here we propose to utilize the concatenation of representations with a fully-connected layer to learn an appropriate way for computing the semantic similarity. More formally, given \( d_s \) and \( d_c \), which are the representations generated by MASH RNN for two documents, the final feature vector can be represented as \( x_f = [d_s; d_c] \). The semantic similarity between two documents can be computed as follows:

\[
u_f = \text{ReLU}(F_d(x_f)),
\]

\[
y = \sigma(F_f(u_f)).
\]
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where \( F_d(\cdot) \) and \( F_f(\cdot) \) are two fully-connected hidden layers; \( \text{ReLU}(\cdot) \) is the activation function for the hidden layer; \( \sigma(\cdot) \) is the logistic sigmoid function for generating probabilistic scores as similarities [17].

Note that although some of the previous studies [23, 33, 38, 53] suggest to exploit predefined similarity functions, such as the Manhattan distance and the cosine similarity, to directly measure the affinity between representations, we found that predefined similarity functions do not work with long-form documents. This can be because the predefined functions are too simple to estimate the complex semantic relations among long-form documents.

### 3.5 Learning and Optimization

The task of semantic text matching can be modeled as a binary classification problem. Given a tuple of training data \((d_s, d_c, y)\), where \( y \) is a Boolean value showing whether two documents are semantically matched, SMASH RNN optimizes the binary cross-entropy [20] between the estimated probabilistic score \( \hat{y} \) and the gold standard \( y \). More formally, the loss function can be written as

\[
-(y \log(\hat{y}) + (1 - y) \log(1 - \hat{y})).
\]

Moreover, the architecture of SMASH RNN allows end-to-end learning [55] that directly trains the full model from scratch using the existing data for a given task. Neither additional data engineering nor multi-step optimization are required.

### 4 EXPERIMENTS

In this section, we conduct extensive experiments and in-depth analysis with large-scale real-world datasets.

#### 4.1 Experimental Settings

In the experiments, we verify the performance of SMASH RNN in three real-world applications of semantic text matching for long-form documents, including (1) email attachment suggestion, (2) related article recommendation, and (3) citation recommendation. More precisely, these experimental tasks are not only practical but also involving different types of long-form documents for validating the robustness of SMASH RNN. The experimental settings about the datasets employed in each task are described in the following corresponding subsection.

**Evaluation.** The performance of semantic text matching is mainly evaluated with standard classification metrics, including accuracy, precision, recall, and F1-score [15]. For the task of email attachment suggestion, following prior work [43], we also conduct a ranking experiment, which is evaluated with three standard information retrieval metrics, including precision at 1 (P@1), mean reciprocal rank (MRR), and mean average precision (MAP) [3].

**Implementation Details.** The model is implemented in TensorFlow [1]. The Adam optimizer [26] is applied to optimize the parameters with an initial learning rate of \( 10^{-3} \). The batch size is set as 32. Note that because a long-form document can have an enormous amount of words, the size of a batch cannot be so large due to the limitation of memory usage. The number of hidden neurons in GRUs and hidden layers is set as 128, and the number of dimensions for word embeddings is 256.
Baseline Methods. For all of the tasks, we compare with the following baseline methods with and without using document structures to evaluate the performance of SMASH RNN.

- **RNN-based approach (RNN)** [32, 33] exploits an RNN to model each document as a word sequence. The Siamese structure is then applied to measure the relations between documents. It is the representative of the approaches based on word-level RNNs.
- **CNN-based approach (CNN)** [25] integrates the word embeddings into an embedding matrix and applies several convolutional filters to extract representative features with a pooling layer that covers the whole document. More precisely, a Siamese structure infers the semantic similarity with local features learned by convolutional filters. It can be also treated as the representative of the approaches based on word-level CNNs.
- **CNN with a matching matrix (DeepQA)** [38] enhances the CNN-based approach for question answering. In addition to the convolutional features, DeepQA uses a matching matrix [6] to measure an asymmetric similarity between the features of two documents with a noisy channel [14]. After joining the convolutional features of two documents and their asymmetric similarity, a fully-connected layer generates the semantic similarity. It can also be treated a CNN-based method using word-level information.
- **Hierarchical Attention Network (HAN)** [52] is the only baseline method that considers the document structure information. For each sentence, HAN applies an attention-based RNN to generate a feature vector, thereby deriving the sentence-level document representations with the other RNN. Note that HAN only obtains the sentence-level features for a document. The paragraph-level information is ignored, and the word-level knowledge can be diluted after being passed in the hierarchical model. More specifically, HAN is a special case of MASH RNN using only sentence-level encoders.

For the Siamese structure, although many studies use similarity functions to combine features, such as Manhattan distance [32] and cosine similarity [33], we found all of these methods perform worse than the methods using concatenation with a hidden layer for measuring the relations between long-form documents. Hence, we simply modify the baseline models by applying the Siamese structure shown in Section 3.4 instead of similarity functions to aggregate two document representations. Note that we do not compare with previous works incapable of processing long-form documents, such as ABCNN [54], DRMM [16], and BERT [12]. ABCNN learns an attention matrix for arbitrary position mappings, which is too large to be fitted in memory for long-form documents. DRNN requires an enormous amount of both memory and computational time to compute the local interaction between every words in the source document and the target document. BERT is also memory-inefficient and time-consuming for long-form documents, and its pretraining can only handle at most 512 tokens for a document.

For simplicity, our proposed framework SMASH RNN is denoted as SMASH in experimental results. In addition, P, S, and W in the tables indicate paragraph-, sentence-, and word-level hierarchies utilized in MASH RNN.

### 4.2 Task 1: Email Attachment Suggestion

The first application of semantic text matching for long-form documents in the experiments is email attachment suggestion. Given the content of an email and a candidate document, the goal of email attachment suggestion is to classify whether the document should be an attachment for the email. If the system can precisely discriminate the attachments, the system will be able to automatically suggest those attachments, thereby saving users from spending lots of time on searching and attaching documents. This task is also evaluated as a ranking problem that aims to rank candidate documents for a given email.

**Experimental Datasets.** We adopt the largest publicly available Avocado Research Email Collection [36] as the experimental dataset for email attachment suggestion. The dataset is a collection of emails and attachments taken from a defunct information technology company. The emails sent within the densest 21-month period from January 2000 to September 2001 are selected for experiments. To partition the emails into training, validation, and testing sets, the first 18-month emails are the training data while the following 2-month and attachments taken from a defunct information technology company. The emails sent within the densest 21-month period from January 2000 to September 2001 are selected for experiments. To partition the emails into training, validation, and testing sets, the first 18-month emails are the training data while the following 2-month emails are utilized for validation. The remaining 1-month emails are treated as the testing set. For attachments, we simply remove non-natural language attachments such as programming code or electronic business cards, to construct a pool of candidate attachments. For each pair of an email and its attachment, we extract the pair as a positive example. For each positive example, we randomly sample an irrelevant document from the candidate pool as a negative example to form a balanced dataset. Finally, there are 26,589 attachments in the pool of candidate attachments after filtering non-retrievable files. Table 1 shows the statistics of examples in the experimental datasets for email attachment suggestion.

**Experimental Results.** Table 2 shows the classification performance of the baseline methods and the proposed SMASH method with combinations of hierarchies used in MASH RNN.

**Table 1: The statistics of examples in the training, validation, and testing datasets for email attachment suggestion.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period of Emails</td>
<td>18 months</td>
<td>2 months</td>
<td>1 month</td>
</tr>
<tr>
<td>Number of Examples</td>
<td>49,102</td>
<td>6,950</td>
<td>3,650</td>
</tr>
</tbody>
</table>

**Table 2: The classification performance of email attachment suggestion.** All improvements of our methods denoted as (*) are significant differences over the HAN method at 99% level in both of a paired t-test and a permutation test.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN [32, 33]</td>
<td>0.5594</td>
<td>0.5772</td>
<td>0.4439</td>
<td>0.5018</td>
</tr>
<tr>
<td>CNN [25]</td>
<td>0.5612</td>
<td>0.5694</td>
<td>0.5024</td>
<td>0.5338</td>
</tr>
<tr>
<td>DeepQA [38]</td>
<td>0.5618</td>
<td>0.5990</td>
<td>0.3740</td>
<td>0.4605</td>
</tr>
<tr>
<td>HAN [52]</td>
<td>0.5900</td>
<td>0.6096</td>
<td>0.5003</td>
<td>0.5496</td>
</tr>
<tr>
<td>SMASH (P)</td>
<td>0.5878</td>
<td>0.5895</td>
<td>0.5783*</td>
<td>0.5839*</td>
</tr>
<tr>
<td>SMASH (P+S)</td>
<td>0.6363*</td>
<td>0.6225*</td>
<td>0.6927*</td>
<td>0.6557*</td>
</tr>
<tr>
<td>SMASH (P+S+W)</td>
<td>0.6718*</td>
<td>0.6440*</td>
<td>0.7686*</td>
<td>0.7008*</td>
</tr>
</tbody>
</table>

For simplicity, our proposed framework SMASH RNN is denoted as SMASH in experimental results. In addition, P, S, and W in the tables indicate paragraph-, sentence-, and word-level hierarchies utilized in MASH RNN.
Table 3: The ranking performance of email attachment suggestion. All improvements of our methods denoted as (*) are significant differences over the HAN method at 99% level in both of a paired t-test and a permutation test.

<table>
<thead>
<tr>
<th>Method</th>
<th>P@1</th>
<th>MRR</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN [32, 33]</td>
<td>0.1571</td>
<td>0.3557</td>
<td>0.3515</td>
</tr>
<tr>
<td>CNN [25]</td>
<td>0.1451</td>
<td>0.3499</td>
<td>0.3475</td>
</tr>
<tr>
<td>DeepQA [38]</td>
<td>0.1774</td>
<td>0.3634</td>
<td>0.3567</td>
</tr>
<tr>
<td>HAN [52]</td>
<td>0.1827</td>
<td>0.3724</td>
<td>0.3658</td>
</tr>
<tr>
<td>SMASH (P)</td>
<td>0.1534</td>
<td>0.3653</td>
<td>0.3638</td>
</tr>
<tr>
<td>SMASH (P+S)</td>
<td>0.2444*</td>
<td>0.4537*</td>
<td>0.4480*</td>
</tr>
<tr>
<td>SMASH (P+S+W)</td>
<td><strong>0.2692</strong></td>
<td><strong>0.4900</strong></td>
<td><strong>0.4845</strong></td>
</tr>
</tbody>
</table>

For the baseline methods, the methods using only the word-level knowledge, i.e., RNN, CNN, and DeepQA, have similar performance. HAN surpasses all of the other baseline methods because it considers the sentence-level knowledge. As the proposed method in this paper, SMASH significantly outperforms all of the baseline methods. More precisely, SMASH using all-level knowledge achieves 13.86% and 27.51% improvements against HAN in the metrics of accuracy and F1-score. While using only the paragraph-level hierarchy, SMASH (P) has a similar accuracy and a better F1-score compared to HAN. After accordingly adding sentence- and word-level knowledge, SMASH (P+S) and SMASH (P+S+W) have further improved performance. It demonstrates that all of the hierarchies in different levels are beneficial for email attachment suggestion. In addition, each of the hierarchies holds different information, so they can jointly enhance SMASH.

Aside from classification, the predicted semantic similarity as a numeric value can be also utilized for ranking candidate attachments. For each email, we randomly sample irrelevant documents to construct a list with ten candidate attachments. Table 4 demonstrates the ranking performance of different methods. The experimental results are consistent with the classification experiments. As a result, SMASH achieves 47.35% and 32.45% improvements of P@1 and MAP against HAN. It indicates that the semantic similarities generated by SMASH not only discriminate the attachments but are also predictive of their relative relevance scores.

Table 4: The statistics of examples in the training, validation, and testing datasets for related article recommendation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Source Articles</td>
<td>80%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Number of Examples</td>
<td>6,554</td>
<td>850</td>
<td>782</td>
</tr>
</tbody>
</table>

Table 5: The classification performance of related article recommendation. All improvements of our methods denoted as (*) are significant differences over the HAN method at 99% level in both of a paired t-test and a permutation test.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN [32, 33]</td>
<td>0.7430</td>
<td>0.7328</td>
<td>0.7647</td>
<td>0.7484</td>
</tr>
<tr>
<td>CNN [25]</td>
<td>0.6714</td>
<td>0.7204</td>
<td>0.5601</td>
<td>0.6302</td>
</tr>
<tr>
<td>DeepQA [38]</td>
<td>0.7366</td>
<td>0.7197</td>
<td>0.7749</td>
<td>0.7465</td>
</tr>
<tr>
<td>HAN [52]</td>
<td>0.8089</td>
<td>0.7521</td>
<td><strong>0.9234</strong></td>
<td>0.8290</td>
</tr>
<tr>
<td>SMASH (P)</td>
<td>0.8047</td>
<td>0.7499</td>
<td>0.9120</td>
<td>0.8230</td>
</tr>
<tr>
<td>SMASH (P+S)</td>
<td><strong>0.8219</strong></td>
<td><strong>0.7987</strong></td>
<td>0.8677</td>
<td><strong>0.8318</strong></td>
</tr>
<tr>
<td>SMASH (P+S+W)</td>
<td>0.8144*</td>
<td>0.7626*</td>
<td>0.9137</td>
<td>0.8313*</td>
</tr>
</tbody>
</table>

For the second application in the experiments is related article recommendation. Given a pair of long-form articles, the goal of related article recommendation is to classify if the target article is relevant to the source article. This application can contribute to many real-world scenarios. For example, when a user reads a long Wikipedia page, the system can automatically push other related pages for a more comprehensive coverage of the topic; it can be also helpful for recommending news articles about related events.

**Experimental Datasets.** The Wikipedia [48] is adopted for the experiments on related article recommendation. 10% of the entity pages in Wikipedia are randomly sampled to build the corpus. Since there is no gold standard about the relatedness of Wikipedia articles, we use links as a source of weak supervision. First, we assume that similar articles have similar sets of outgoing links. Based on this assumption, the Jaccard similarity [22] between the outgoing links of two articles measures their pseudo similarity. The article pairs with pseudo similarities greater than a threshold 0.5 are considered as the positive examples. Moreover, we define the article that has the lexicographically smaller URL as the source article of the pair, for the convenience of partitioning datasets and avoiding duplicate examples. For each positive example, we randomly sample a mismatched article from the outgoing links of the source article to generate a negative example. Note that the mismatched articles are not sampled from the entire corpus because those pages will be too irrelevant to make the task challenging enough for differentiating the performance of the various methods. The examples with 80% of the source articles are the training set when each of the validation and testing sets is generated by 10% of the articles. Table 4 shows the statistics of the experimental datasets for related article recommendation.

**Experimental Results.** Table 5 demonstrates the performance of the different methods for related article recommendation. CNN-based methods, i.e., CNN and DeepQA, perform worse than other methods using RNNs. It may be due to the fact that Wikipedia articles are more structural so that convolutional features and the pooling layer cannot capture the document organization. RNN is slightly better than DeepQA since it captures the word dependencies in documents. HAN that considers the sentence-level structure is still the best baseline method for the task. Similar to the results of the previous task, the performance of HAN and SMASH with only the paragraph-level hierarchy is similar. When SMASH considers multi-level knowledge, it outperforms all of the baseline methods. It is also worth mentioning that although SMASH (P+S+W) is better than HAN, it does not improve SMASH (P+S) by adding the word-level hierarchy. It indicates the limitations of word-level information for capturing the semantics of long articles in Wikipedia.
Table 6: The statistics of examples in the training, validation, and testing datasets for citation recommendation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Source Papers</td>
<td>80%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Number of Examples</td>
<td>169,346</td>
<td>20,742</td>
<td>20,358</td>
</tr>
</tbody>
</table>

Table 7: The performance of citation recommendation. All improvements of our methods against the HAN method are significant differences at 99% level in both of a paired t-test and a permutation test.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN [32, 33]</td>
<td>0.7352</td>
<td>0.7358</td>
<td>0.7339</td>
<td>0.7348</td>
</tr>
<tr>
<td>CNN [25]</td>
<td>0.7309</td>
<td>0.8048</td>
<td>0.6097</td>
<td>0.6938</td>
</tr>
<tr>
<td>DeepQA [38]</td>
<td>0.7410</td>
<td>0.7579</td>
<td>0.7084</td>
<td>0.7323</td>
</tr>
<tr>
<td>HAN [52]</td>
<td>0.7813</td>
<td>0.7454</td>
<td>0.8544</td>
<td>0.7962</td>
</tr>
<tr>
<td>SMASH (P)</td>
<td>0.7739</td>
<td>0.7532*</td>
<td>0.8149</td>
<td>0.7828</td>
</tr>
<tr>
<td>SMASH (P+S)</td>
<td>0.8068*</td>
<td>0.8019*</td>
<td>0.8150</td>
<td>0.8084*</td>
</tr>
<tr>
<td>SMASH (P+S+W)</td>
<td>0.8058*</td>
<td>0.8038*</td>
<td>0.8092</td>
<td>0.8065*</td>
</tr>
</tbody>
</table>

4.4 Task 3: Citation Recommendation

Last but not least, the third application in the experiments is citation recommendation for academic papers. Given the content of an academic paper and the other paper as a candidate citation, we aim to classify if the candidate should be cited by the paper. This application can benefit researchers in exploring relevant studies for the paper. It not only accelerates the process of doing research and paper-writing but also prevents missing related works.

Experimental Datasets. Here we adopt the AAN Anthology Network Corpus [37] for the experiments. The corpus consists of the descriptions of 23,766 papers written by 18,862 authors in 373 venues and 124,857 citations in a citation network. In addition, the text of some papers are available in the corpus. For each paper with available text, the paper and each of its citations with text in the corpus is treated as a positive example. For each positive example, an irrelevant paper is randomly sampled to create a negative example for constructing a balanced dataset. To prevent the leakage of ground truth, the References sections are manually removed. We also remove the abstract sections to increase the difficulty of the task. The dataset is partitioned by the source papers of examples. The training set includes the examples generated by 80% of the source papers when each of the validation and testing sets is generated by 10% of the source papers, respectively. Table 6 demonstrates the statistics of the experimental datasets for citation recommendation. Experimental Results. Table 7 shows the performance of the methods for citation recommendation. The experimental results are consistent with the results of the previous two tasks. Three baseline methods with only word-level knowledge have similar performance; CNN without using the asymmetric similarity matrix and considering word dependencies performs slightly worse than the other methods. HAN with the sentence-level information still outperforms all of the other baseline methods. After exploiting the knowledge of multi-level hierarchies, SMASH surpasses all of the baseline methods. Similar to the results for related article recommendation, the word-level hierarchy does not enhance the performance after considering the paragraph- and sentence-level knowledge. It depicts that high-level structural information is much more important for the task of citation recommendation.

4.5 Robustness Analysis and Discussion

After evaluating the effectiveness of SMASH RNN in different real-world applications, we analyze its robustness in this section.

4.5.1 Document length analysis. First, we verify that the improvements achieved by SMASH are consistent across different lengths of documents with the task of email attachment suggestion. Here we simply categorize document lengths into three groups, including short (less than 100 words), medium (100 to 1,000 words), and long (more than 1,000 words). For each testing example, we classify the example into the three length groups based on the maximum of the length of the source and candidate documents. Figure 5 and 6 show the classification and ranking performance of different methods for

![Figure 5: The classification performance of different methods across different document lengths in email attachment suggestion. SMASH uses all-level hierarchies.](image)

![Figure 6: The ranking performance of different methods across different document lengths in email attachment suggestion. SMASH uses all-level hierarchies.](image)
email attachment suggestion. Although HAN has a similar performance to other baseline methods for short and medium documents, it significantly improves both accuracy and MAP for the long-form documents by taking the sentence-level knowledge into account. It demonstrates the importance of understanding the document structure to deal with long-form documents. The improvements of SMASH against the baseline methods, including HAN, are significant and consistent across different document lengths. This demonstrates that hierarchies utilized in SMASH faithfully capture the document structure and semantics through multiple levels of abstraction. Hence, SMASH is robust across the spectrum of document lengths, and is capable of modeling both short as well as long-form documents.

4.5.2 Robustness to document perturbation. An interesting observation is that although SMASH achieves a 13.86% improvement of accuracy against HAN for email attachment suggestion, the improvements for the other two tasks, while statistically significant, are much smaller (1.6% and 3.1%, respectively). We assume this is because the opening words in Wikipedia pages (descriptions) and academic papers (introductions) are highly informative, and therefore the baselines can solve the problem using only positional information. To verify the assumption, we shuffle the paragraphs of Wikipedia articles to make the important texts randomly distributed in the documents for related article recommendation. Figure 7 shows the performance for related article recommendation with original and shuffled documents. RNN and HAN perform worse with shuffled documents because they cannot identify the critical parts in different positions. CNN and DeepQA have consistent performances because the convolutional features are independent to positional information. These improvements are also consistent in several trails with different random seeds for shuffling documents.

The performance of SMASH is also consistent because the model diagnoses the documents at different levels with attention. Moreover, the improvement against the best baseline method, HAN, increases significantly for the shuffled documents, and is more in line with the improvements achieved for the email attachment suggestion task. This leads us to conclude that SMASH is robust to the positioning of the core document information, and can perform equally well both for documents with well-defined introductions, as well as for complex, non-linear narratives.

5 CONCLUSIONS

In this paper, we propose to address the problem of semantic text matching for long-form documents, which has been less explored in the previous studies. In order to model the complex semantics of long-form documents, MASH RNN is introduced to generate document representations with hierarchical structures at different levels, as well as the attention mechanism in deep learning. Our model, SMASH RNN, is then formulated as a Siamese structure that aggregates the representations of the source and candidate documents derived by two MASH RNNs.

In addition to formulating the theoretical framework, we also demonstrate the practical potential of semantic text matching for long-form documents by providing three real-world applications, including email attachment suggestion, related article recommendation, and citation recommendation. Extensive experiments demonstrate that our proposed approach significantly outperforms several competitive baseline methods within different categories in both of the classification and ranking tasks. Moreover, we also show the robustness of SMASH RNN across the spectrum of documents lengths and perturbations.

Our conclusions can be summarized as follows: (1) semantic text matching for long-form documents is impactful, with numerous useful applications; (2) the usage of hierarchical document structure is essential for semantic text matching, especially for modeling long-form documents; (3) SMASH RNN can accurately capture the complicated semantics of long-form documents, even if the important messages may occur at any position, and at any level of the document structure.
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