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Abstract
This paper introduces new open speech datasets for three of the languages of Spain: Basque, Catalan and Galician. Catalan is furthermore the official language of the Principality of Andorra. The datasets consist of high-quality multi-speaker recordings of the three languages along with the associated transcriptions. The resulting corpora include over 33 hours of crowd-sourced recordings of 132 male and female native speakers. The recording scripts also include material for elicitation of global and local place names, personal and business names. The datasets are released under a permissive license and are available for free download for commercial, academic and personal use. The high-quality annotated speech datasets described in this paper can be used to, among other things, build text-to-speech systems, serve as adaptation data in automatic speech recognition and provide useful phonetic and phonological insights in corpus linguistics.
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1. Introduction

Castilian Spanish is the official language of entire Spain. In addition, Basque, Catalan and Galician are the official languages of the three respective autonomous communities of the Basque Country, Catalonia and Galicia (Hoffmann, 1996; Lasagabaster, 2011). Catalan is also spoken in Valencia, Balearic Islands, Andorra, French Catalonia, and a small region of Sardinia. Basque is also spoken in Navarre and the French Basque Country. According to Ethnologue (2019), Basque has close to 800,000 native (first language or L1) speakers, Catalan around 4 million native speakers and Galician around 1.5 million native speakers. Out of the three languages, UNESCO considers Basque to be endangered (Moseley, 2010).

Since the 1980s there has been a resurgence of these languages due to democratization of the central government’s cultural and language policies towards the regions (Ferrer, 2000; O’Rourke and Ramallo, 2013; Gorter et al., 2014). As part of this process, considerable work has gone into building speech and language technologies for these languages, especially since late 1990s (López de Ipiña et al., 1995; Villarrubia et al., 1998). Despite evident progress, the availability of speech and language technology in these languages is still not on par with Castilian Spanish and the scarcity of linguistic resources available for building competitive systems, especially in Basque and Galician, has often been pointed out by the researchers (Agić et al., 2016; Vania et al., 2019).

Building language resources is expensive. It can be time consuming to set up the recording logistics, collect and analyze the data. In the case of low-resource languages, finding linguistic experts can become an added factor of complexity. When collecting high-quality speech resources for applications such as text-to-speech, further complications arise as one needs to secure a location for the recording, as well as find an adequate voice talent. Our work relies on several methods that were proposed to mitigate some of these issues. In case of the recording script preparation, freely available text resources such as Wikipedia are used. In addition, using templates which are automatically filled out to cover local place names, important holidays and prominent figures help reduce the time required for recording script design (Wibawa et al., 2018). Finally, to mitigate the cost of professional voice talents, multiple volunteer speakers are used instead of relying on one person (Gutkin et al., 2016).

In this paper we present open high-quality speech resources for three languages, Basque (Google, 2019a), Catalan (Google, 2019b) and Galician (Google, 2019c). The corpora are distributed under a “Creative Commons Attribution-ShareAlike” (CC BY-SA 4.0) license (Creative Commons, 2019) and are freely available for download from Open Speech and Language Resources (OpenSLR) repository (Povey, 2019). Similar speech resources for these three minority languages of Spain have been developed in the past. These resources, however, vary in either availability (academic-only or unclear licensing terms, non-free distribution) or quality (low quality, e.g. 16kHz, recordings), and sometimes both. The main contribution of the work described in this paper is the corpora that is both free for commercial and academic use, and is of sufficiently high-quality to be used in state-of-the-art speech applications, such as multilingual multi-speaker text-to-speech (Chen et al., 2019). To the best of our knowledge, based on the review of existing databases provided in the next section, our three datasets are among the very first truly free resources available online for public use.

The rest of this paper is organized as follows: Section 2 provides an overview of related corpora. Brief linguistic introduction into the languages in question is given in Section 3. The details of the recording script design, the recording process and corpora details are provided in Section 4. Section 5 concludes the paper.

2. Related Corpora

Considerable effort has gone into developing speech resources for Basque, Catalan and Galician in the past. Among the databases that cover multiple minority lan-
guages, Rodriguez-Fuentes et al. (2012) describe a large TV Broadcast database developed for automatic speech recognition (ASR) of Basque, Catalan and Galician in clean and noisy environments. The licensing terms are negotiable with the authors.

**Basque** Basque is included as part of the open-source CMU Wilderness Multilingual Speech Dataset (Black, 2019) containing Bible translation for over 700 languages. Sainz et al. (2012) introduced a high-quality text-to-speech (TTS) database of Basque containing six hours of speech recorded by 11 speakers, with the availability of the corpus being unclear. The database was used by the authors to successfully build statistical parametric speech synthesis system based on Hidden Markov Models (HMMs) using their prior work (Erro et al., 2010). One of the earliest attempts to develop a parallel corpus of Basque and Spanish was undertaken by Pérez et al. (2006), who developed a weather forecast corpus consisting of 28 months of spoken daily weather forecast reports in Spanish and Basque, which were used in speech-to-speech translation (Pérez et al., 2008), language identification (Guijarrubia and Torres, 2010) and ASR (Guijarrubia et al., 2009). Pérez et al. (2012) later described a more sophisticated parallel corpus of Spanish and Basque that includes both text and speech data and consists of the proceedings of the Basque Parliament. The speech portion of the corpus contains 189 hours of speech from 81 speakers. The licensing of this corpus appears unclear and it cannot be located online. The other, more specialized, corpora developed for Basque include the Emotional Speech Database for corpus-based speech synthesis by Saratxaga et al. (2006) that consists of approximately 20 hours of high-quality recordings, evaluated in detail by Sainz et al. (2008), and a smaller 1.5 hour-long multimodal audiovisual database of emotional speech developed by Navas et al. (2004) for prosody studies. Further Basque speech resources are hopefully going to be developed as part of the BerbaTek project, an joint effort by various academic and commercial organizations in the Basque Autonomous Community to increase the availability of speech and language technologies (Arrieta et al., 2008; Leturia et al., 2018).

**Catalan** Bonafonte et al. (1997) from Universitat Politècnica de Catalunya (UPC) describe one of the earliest datasets of Catalan developed for bilingual Spanish-Catalan unit selection TTS, detailed in (Bonafonte et al., 1998). Additional small corpus of Catalan consisting of 3,600 short utterances was recorded at UPC for prosodic modeling (Febbrer et al., 1998). Around the same time Hernando and Nadeu (1999) from UPC developed SpeechDat – a Catalan speech database that contains recordings of 2,000 speakers (each uttering around 50 sentences) over fixed telephone lines. The database is primarily intended for ASR systems (Mariño et al., 2000; Padrell and Mariño, 2002) and is distributed by ELRA under the restricted license. The lack of emotional speech database for Catalan was first noticed by Iriondo et al. (2004), who built emotional HMM-based TTS piggybacking on the existing corpus of Castilian Spanish. Bonafonte et al. (2008) describe a Catalan text-to-speech database consisting of 10 hours of single male and female speaker recordings. This resource is free for academic and commercial use, but it does not seem to be available online. This database was used by the authors to produce HMM-based TTS voices (Bonafonte et al., 2009). The most recent development is the open ASR database described by Külебi and Öktem (2018) consisting of 240 hours of transcribed Catalan TV broadcasts that is freely available online. A slightly outdated work by Moreno et al. (2006) and Schulz et al. (2008) provides reviews of existing programs for Catalan and a roadmap for constructing speech and language applications.

**Galician** There has been a reasonably late focus on speech applications in Galician, with one of the earliest efforts undertaken by Dieguez-Tirado et al. (2005), who built a bilingual ASR system for Galician and Spanish based on corpus of TV shows, and by González et al. (2008), who outlined the challenges of the language, such as homograph disambiguation (Mourín et al., 2009), for speech processing. Proprietary database of Galician was used by Microsoft to build HMM TTS system (Braga et al., 2010). This effort was a joint collaboration with University of Vigo that resulted in a speech database consisting of 10,000 utterances (Campillo et al., 2010). Among recent work is the large high-quality corpus of spoken Galician annotated on multiple linguistic levels (García-Mateo et al., 2014) that consists of 98 hours of recordings and the corresponding transcriptions. The corpus is mostly intended for corpus linguistic studies and sociolinguists as it contains recordings of Galician in various styles and dialects over a long period of time starting in 1960s and may not be suitable for building speech applications. Similar to Basque, there is a growing awareness of the need to increase the availability of Galician language resources (Mateo and Rodríguez, 2012).

3. Overview of the Languages

There is a general consensus that Basque is a language isolate with no known relatives and uncertain origins (Hualde et al., 1996; Etxeberria, 2008; Trask, 2013). Basque is an inflectional and agglutinative language (Hualde and de Urbina, 2003; King, 2012), its grammatical relations between components within a clause are represented by suffixes, and many words consist of compounded morphemes. Among several uses, the suffixes are used to mark over a dozen cases and four definite determiners (Albizu, 2002; King, 2012). This markedly distinguishes Basque from its neighbouring Romance languages. Although the traditional phonology of Basque is noticeably different from Spanish (Hualde, 1991; Bengtson, 2003), Hualde (2015) mentions the acceleration in the processes of convergence between pronunciations of the two languages, whereby “for many speakers of the younger generations there are not many phonological or phonetic differences between their Basque and their Spanish, if any”.

Catalan is an Indo-European language of the Romance family sharing many traits with the neighbouring Romance languages from Ibero- and Gallo-Romance groups (Posner, 1996; Hualde, 2013), yet differing from them in several respects, such as phonology, which places the language roughly between Spanish, French and Italian (Wheeler,
Table 1: Details of the recording script lines and the audio properties of the corpora.

<table>
<thead>
<tr>
<th>Language</th>
<th>Gender</th>
<th>Lines</th>
<th>Tokens</th>
<th>Chars</th>
<th>Speakers</th>
<th>Audio Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>min</td>
<td>max</td>
<td>Total</td>
<td>Unique</td>
<td>Total [h:m:s]</td>
</tr>
<tr>
<td>Basque</td>
<td>F</td>
<td>3,858</td>
<td>1</td>
<td>20</td>
<td>8.0</td>
<td>30,901</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8,583</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>3,278</td>
<td>1</td>
<td>18</td>
<td>8.0</td>
<td>26,383</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8,030</td>
</tr>
<tr>
<td>Catalan</td>
<td>F</td>
<td>2,321</td>
<td>1</td>
<td>24</td>
<td>10.5</td>
<td>24,385</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6,568</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>1,919</td>
<td>2</td>
<td>29</td>
<td>10.6</td>
<td>20,261</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6,514</td>
</tr>
<tr>
<td>Galician</td>
<td>F</td>
<td>4,264</td>
<td>3</td>
<td>28</td>
<td>11.6</td>
<td>49,674</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6,532</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>1,324</td>
<td>4</td>
<td>28</td>
<td>11.7</td>
<td>15,462</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4,336</td>
</tr>
<tr>
<td>Total</td>
<td>–</td>
<td>16,963</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
</tbody>
</table>

Figure 1: Histograms of the utterance length (in characters) by language and gender (x-axis shows the lengths, y-axis the frequency).

4. Corpus Design and Overview

Script Design Recording scripts were generated by native speakers using a mixture of Wikipedia and template sentences. The templates were filled in using local and global entity names including businesses, places and people. Examples of such templates include sentences of the form “person traveled from placeA to placeB at time” and “event is celebrated in place on date”, where the variable template slots are denoted by italics. Using a template method makes it relatively easy to automatically generate sentences for the script. However, the applicability of this method is language-dependent. In the case of morphologically rich languages, such as Basque, the template wording might need to be changed depending on grammatical context. Using this process we generated up to 5,000 sentences for each of the languages, which were then proofread and hand-tuned (if necessary) by the native speakers. Even though transcriptions mostly contain sequences of natural language words, because they have not been text normalized they also contain non-standard word (NSW) expressions, such as numbers (Sproat et al., 2001). Therefore, here and below we refer to the constituent space-separated elements of transcriptions as “tokens” rather than words. The total number of script lines, the minimum, maximum and average number of tokens and characters (including spaces) per sentence for each language and gender are shown in the first nine columns of Table 1. Please note, some sentences may contain a single token, such as telephone number (e.g., Basque “zortzi-zazpi-bi-bederatzizazpi-bost-zero-zero-zero”). The corresponding distributions of sentence lengths per language and per gender are represented as histograms in Figure 1. The distribution shapes and the modes for all the datasets are roughly similar, with Galician having the longest orthographic representation if sentences of over 120 characters are considered. According to Table 1, Galician also has the highest average number of characters per sentence.

Recording Process The recordings took place in three different locations in Spain. Catalan was recorded in Barcelona, Basque was recorded in Bilbao and Galician
was recorded in Santiago de Compostela. Instead of renting professional recording studios, sound insulated rooms were used in each location. Volunteer amateur native speakers were sourced with the help from local groups in each area and represent a variety of local accents.

The audio was recorded using a Neuman KM184 diaphragm condenser cardioid microphone, a Blue ICICLE XLR to USB analogue to digital (A/D) converter, which also provides power to the microphone. The USB A/D converter was connected to an Asus Zenbook fanless laptop, which the participants used to control the recordings. The microphone was put on a microphone stand, and adjusted for each volunteer. The microphone was kept at a distance of 30 cm from the mouth of the volunteer, slightly off center and pointing either down towards or up towards the volunteer (approximately 5 degrees off the center on both axes).

A proprietary Web-based recording software was used for the recordings. The setup is designed for self-service, so that the speaker both records and controls the recordings. Using a self-serve model eliminates the need for an extra person to control the recordings. Quality of the audio can be monitored from another computer, once the volunteer has saved the recordings. Most speakers were able to record about 150 sentences in the span of an hour, which included a short break about half way through the recordings. A few minutes were needed to familiarize them with the recording software, and the volunteers then took over the process. The volunteers were instructed to keep their voice neutral, and speak clearly.

All the recordings went through a quality control process performed by trained native speakers to ensure that each recording matched the corresponding script, had consistent volume, was noise-free and consisted of fluent speech without unnatural pauses or mispronunciations. Problematic lines that could not be re-recorded were dropped.

Corpora Overview The last three columns of Table 1 show various properties of the resulting corpora that include the total number of speakers, the total duration of each dataset and the average utterance duration for each gender for each language. The corresponding distributions of utterance durations (measured in seconds) for each language and gender are shown in Figure 2. As can be seen from the figure, Catalan has the highest number of long utterances (over 10 seconds long) among the three languages and also has the longest average audio duration (as shown in Table 1).

Each language is distributed in two ZIP archives, one for each gender. The audio is stored in a single channel 48kHz 16-bit signed integer PCM RIFF audio format. No post-processing was performed on the audio files. The file naming scheme of the audio files consists of a three letter code denoting the language and gender (e.g., caf represents Catalan female), a 5 digit speaker identifier, followed by an 11 digits number identifying the utterance. All components are separated by underscores (e.g., caf_00195_00047731813.wav). The transcriptions for the audio files are stored in a single textual index file (line_index.tsv).

5. Conclusion

In this paper, we presented free high quality multi-speaker speech corpora for three official languages of Spain: Basque, Catalan and Galician. The corpora has been designed with speech applications in mind, such as multi-speaker TTS and ASR speaker adaptation. We described the details of the process used to construct the corpora. The data is released with an open-source license with no limitations on academic or commercial use. We hope that this data will contribute to research and development of speech applications for these important languages.
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