Tools Guide
By Devin Cornell (dcornell@ucsb.edu)

This guide is to help you navigate the two different kinds of tools available to you for your
project: topic modeling and sentiment analysis. The analysis results are similar in format, but
they require very different interpretations. Be sure to carefully consider the questions you'd like
to answer before you start diving into the tools. Let the questions guide the tools as much as
possible.

This document assumes that you’ve already collected your corpus, sent to me, and received the
resulting analysis files. For example, I'll use the Betsy DeVos corpus that | created in the Corpus

Preparation document.

If you have any questions about the doc, feel free to email me at dcornell@ucsb.edu.
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Introduction

In this guide, I'm going to show you how to do specific analyses using the spreadsheet results
from topic modeling and sentiment analysis. Using the analysis, we’ll answer the following
questions:

What general topics appear in the documents?

What kinds of discourse do the generated topics capture?
How much of each topic appears in the corpus?

How do topic quantities change over time?

What kinds of sentiments appear in the documents?
What kinds of sentiments are related to each topic?

To demonstrate the use of these tools, I'll use ~70 documents collected from Lexis Nexus from
the New York Times and Daily News. We can compare the methods of analysis across sources
and time.

Topic Modeling

What is topic modeling?

Topic modeling is a way to take a corpus of text data and automatically extract a selected
number of topics from them. This can help researchers sort through the data or perform
quantitative analysis on to answer specific questions.

Read more about it to see how it works and what it can tell you:
https://en.wikipedia.org/wiki/Topic _model
https://tedunderwood.com/2012/04/07/topic-modeling-made-just-simple-enough/

Results

The result of our topic model is a spreadsheet (xIsx file). The spreadsheet contains two ‘sheets’
one for topic content (topics), and one for document content in terms of topics (docs). Switch
sheets using the tabs at the bottom-left of your spreadsheet program (excel, LibreOffice, etc).
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This is an example of the topic ‘sheet’ from an NMF run with T = 10. Each row is a topic, and the
words are listed in order of how much they ‘belong to the topic’. The ordering of the topics
(rows) is only based on how often they appear in the documents (more frequent topics at top of
list); that is, it says nothing of any quality of the topics themselves.
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Making sense of the meanings embedded in topics requires a qualitative interpretation. In the
example shown above, I've highlighted two topics for comparison. Based on word content
alone, it appears that topic 2 is indicative of DeVos’ policy work in 2017 and topic 9 is about
DeVos'’ history working in Michigan. Because topic models are based purely on empirical data,
they don’t necessarily capture the exact streams of discourse and dialog that social scientists
are interested in. As such, it is important to carefully analyze the content of the topics in relation
to the documents that they appear in. The ‘docs’ sheet may help with some of that analysis.

The ‘docs’ sheet contains a table that shows how much of each topic is present in each
document. Each row is a document, and each column is a topic corresponding to the numbers
in the ‘topics’ sheet. We can see that the first document (row) in the table contains 0.3 of topic 2
(ms, devos, schools, education, public) and 0.16 of topic 9 (ms, devos, mr, family, michigan).
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corpus/nyt_2017-03-01.txt 0 0|0.205773( 0 0 0 0.019938¢ 0 1.2393045 0.0425687
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corpus/nyt _2017-02-08.bit  |0.0054862 0.1551118 0.4890844 0,113382f 0 0 0.019035¢ 0.028617¢ 0 0




This document-topic content can then be measured qualitatively or quantitatively.
Analysis

Topic Interpretation

First, every topic modeling analysis should start with a ‘thick description’ or close reading of the
topics. It is always important to go ‘back to the text’ with this work - analyzing the words
associated with the topics is not enough. That said, the topic content table can help you sort
through the data more quickly. In google sheets, you can sort by a column by going to
Data->Sort (choose z->a to place the largest first).
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And after sorting we observe that the NYT articles seem to contain most of the content related
to this topic -> interesting in itself! The document with the filename ‘nyt_2017-01-19.txt" appears
to be almost entirely composed of Topic 2. Open the filename and read the document to get an
idea about what the topic is about.
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I recommend examining the top 5 or 6 documents related to each topic. Be sure to carefully
document the trends that you find in the documents related to each topic of interested. This
detailed description will be the basis on which you interpret all of the quantitative analyses.

To even further strengthen the argument you make in your paper, you can include word clouds
for a couple documents that capture topics appropriately. Because Topic Modeling is built only
on the word frequencies that appear in the documents, this might be an appropriate way to
understand how the computer reads the documents. To make a word cloud, you can copy-paste



the raw text from your article into the text box on https://www.jasondavies.com/wordcloud/. The

word cloud generated from the document most relevant to topic 2 might also just be a good
visualization for the toplc |tself
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Quantitative

After you have established exactly the content of each topic and the discourse the topic is

capturing, you can proceed to perform quantitative analysis in the spreadsheet. The quantitative
approach of text analysis tools can be used for descriptive or hypothesis testing purposes. It is
encouraged that you develop hypotheses or theories about what kinds of discourse are present

and when before you begin the analysis.

The quantitative analysis can be done with excel’s built-in features. It is easy (and there are

many guides on the web) to sort by text filename (and thus date) or add/average the presence

of a particular topic. Start by sorting by document name. This will organize the Betsy DeVos
corpus first by source, then by date.
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To analyze how much of each topic is present in each corpus, we first create a new table off to
the side of the ‘docs’ sheet.

NYT

Daily News

Topic 2

Topic 9
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We want to populate it with the average presence of each topic in each sub-corpus (separated

by source). To do this, you can use the average function in excel. While

selecting the cell to

populate, type “=AVERAGE(D1:D37)” to populate the cell with the average of cells between D1

#. 1596610187 .

and D37.
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Once you populate the table, it should look like this.

NYT Daily News
Topic 2 0.259 0.0372
Topic 9 0.226 0.0227
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You can then generate a pie chart from this new table. In this case, I'll compare the relative
topic presence in each of the sources independently. Create the NYT chart by selecting the

following.
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Switch the chart type to ‘pie chart’, then repeat for the daily news.
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From this we can conclude that the new york times talked about Topic 9 relatively more than the
Daily News. Feel free to play around with these modes of analysis. Alternatively we could have
analyzed how the topics were split among the sources. In this case, it wouldn’t be that useful
because these two topics belong mostly to NYT articles. Something to consider might happen in
your own analysis.

A more advanced analysis would include groupings of topics which are related to a specific
content or style of discourse. Think carefully about how you formulate your charts and how you
can use it for analysis.

Topic Presence Timeline

To get a better idea of how the topic presence evolves over time, you’ll need to create a new
table with document averages for each time period. Here | combined manually-selected monthly
time chunks into a single table with the two topics and two sources. Then | simply selected the
new table, added a chart, and adjusted the settings until it showed time on the x-axis and
content on the y-axis with the column labels as the legend.
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This chart shows that in the New York Times topic 9 seemed to spike first, followed by
discussion about topic 2. The Daily News saw a spike of topic 9 early on and a small spike of
topic 2 around February 2017. The temporal evolution of news data is an important aspect to
capture if one wants to understand discourse around public figures. Be sure to think back to the
topic descriptions you wrote to understand this evolution.

Sentiment Analysis

Sentiment analysis is a powerful way to understand the emotions being evoked in the
documents under examination. The method used here is a simple word-bank. For instance, if
we have a set of words that convey positive sentiment and a set of words that convey negative
sentiment, we can calculate scores for both positive and negative by counting the number of
appearances of words in either category in each document. Note that most psychology research
on sentiment shows that positive and negative are two independent axes of salience. Texts can
be both highly positive and negative, and the two don’t cancel each other out.

Our method of sentiment analysis was introduced in this paper. In a sense, it is a set of
manually pre-selected topics which are then run over your set of documents.


https://hci.stanford.edu/publications/2016/ethan/empath-chi-2016.pdf

Results

Much like the topic models, the sentiment output also contains two sheets in the excel file.
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The first sheet is simply a list of the pre-defined categories - similar to topics, but with predefined
meanings. You may be most interested in the categories “positive_emotion” and
“negative_emotion”, depending on what you decide to do. As you can see, each row is a

pre-defined category, and each non-ordered column is a word that belongs to that category.
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hate |hypocrite hate angry selfishness detest feeling envy loath hated heartless unkind bad ]
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sexual |prostitutic infimacy pernograp smut thrusting romantica sultry virgin moan sexual naked tantalizing |

The “documents” sheet relates these categories to documents in a fashion very similar to the
topic models. In this sheet, each row is a document and each column is one of the pre-defined

categories.
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Analysis

Because the topic modeling and sentiment spreadsheets are so similar, many of the analyses
can be done on both. See methods in the topic modeling section to see which modes of
analysis may be most important to your corpus.

Category Meaning

While the sentiment categories were selected based on some preconceptions of what they hope
to find, you still need to perform the same ‘close reading’ that you used on the topic models to
understand what each of the categories means in your specific corpus. Sort by word frequency
and manually examine the documents which contain these types of sentiment. You can also use
your word clouds to examine documents at a glance or convey document contents to the reader
of your paper. Your paper should include a detailed analysis of any sentiment categories you
hope to use based on the ‘close readings’.

Sentiment Compositions and Timelines

Sentiment categories can be plotted both in terms of composition and composition over time by
chunking documents based on month or year. See the analysis section in the topic modeling
guide in this document for more information on that.

Sentiment-Topic Correlation

You can also combine results from both sentiment and topic modeling. We can compare how
much of each topic is related to the sentiment categories. For example, here we show
correlations between two sentiment categories, hate and banking, with topic 2 and 9. The
following table shows that while topic two is weakly related to hate, it seems to be independent
from baking. On the other hand, topic 9 seems to be unrelated to hate, while it is highly related
to banking. From this we might learn something about the topic: topic 2 seems to carry more



emotional weight than topic 9, while topic 9 seems to contain much more topical information
about banking.

hate banking
0.19654 (-0.02653

T2 86539 811529
0.05591| 0.39334
T9 881313 13185

Use these tools to learn more about the topics and the content from a more sentiment-based
perspective.

Conclusions

Always begin the analysis with some idea of what you are interested in finding in your corpus.
Write a detailed description of each of the topics or sentiment categories of interest as they
relate to your corpus, and then analyze it quantitatively to answer questions about frequency
and changes over time. Finally, try to formulate a cohesive argument with your results; use the
data to tell the story of your analysis.



