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About Instore

I n s t o r e  i s  a  l e a d i n g  3 6 0 - d e g r e e  v i e w  p o i n t- o f - s a l e 

s o l u t i o n  f o r  r e t a i l e r s  a n d  r e s t a u r a n t s ,  p r o v i d i n g  b e s t-

i n - c l a s s  c h e c k o u t,  l o ya l t y,  a n d  r e w a r d s  f u n c t i o n a l i t y.

W h e r e  c o m m e r c e  h a p p e n s

Instore’s leading design and ui/ux combined with its comprehensive feature 

set  have made Instore a favorite among restaurants and retailers for its 

comprehensive, real-time business management capabilities.

When it came time for Instore to scale and meet the ever growing demands of its 

clientele, Punch helped to create multiple layers of fault tolerance and redundancy 

on Amazon Web Services (where Instore’s servers are hosted) to potentially 

eliminate power, internet, machine, and data loss outages.

The result is an exciting partnership as Instore writes the next chapter of its 

commerce revolution.
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Platform Architecture,
Site Reliability,

Database Engineering,
Developer Operations,

Staffing

P u n c h  S e r v i c e s  P r o v i d e d

Punch Provided Expertise in platform engineering, developer 

operations, site reliability, and staffing to help Instore meets 

deadlines and goals for rapid development.
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An Achille's Heel

I n s t o r e ’ s  c l i e n t s  -  g l o b a l  s m a l l -t o - m i d - s i z e d  r e t a i l e r s 

a n d  r e s t a u r a n t s  –  e x p e c t e d  u p -t o -t h e - s e c o n d  d a t a 

a n a ly t i c s  t o  f u l f i l l  I n s t o r e ’ s  b r a n d  p r o m i s e .

The problem: how to architect a setup on AWS that served multiple layers of 

redundancy to fulfill on this brand promise, while keeping costs in line?

1	 Connection/I.P.Rotation. The datastore/server and the web app serving 

were hosted in different infrastructure platforms. If an I.P. address were 

to rotate, connection between the web application and the server would 

sever.

2	 Downed Machines. If a machine serving the web application (or database) 

were to crash, a platform developer would have to manually fix the issue, 

wasting valuable time.

3	 Software Stack Fatal Errors.The back-end node.js application, in edge 

cases, was throwing fatal errors and crashing. While the developer team 

would quickly try to fix these issues, these fatal errors would bring all 

connected clients for that regime offline.

4	 Database Crashes. If the database servers CPU utilization or available disc 

space would exceed reasonable thresholds the machines would slow to a 

crawl, leading to slower and slower load times and ultimately a crash. 
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N u m b e r  o f  y e a r ly  t r a n s a c t i o n s  p e r  s t o r e

Instore's software powers hundreds of thousands of 

transactions per store per year.

380,000
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The fix for Instore

P u n c h  w o r k e d  w i t h  I n s t o r e  t o  s o l v e  t h e s e  f o u r  k e y 

i s s u e s .  W e  i m p l e m e n t e d  a  s e r v i c e - o r i e n t e d - a r c h i t e c t u r e 

o n  AWS   .

We worked closely with Instore and their clients to research, architect, script, and 

execute solutions using AWS management console and SDK. We identified five 

key areas that formed the pillars of our solution.

AWS    S o l u t i o n  C o r e  F e a t u r e s

Route Use an intelligent router with static public IPs connected to static 

internal IPs to execute traffic. 

Balance Implement Elastic Load Balancers (ELB) to collect traffic. Have 

load balancers ping each virtual machine to determine real-time 

availability and status.

Access Access policies and security groups determined per-user level 

access. Separate database, deployment, and provisioning groups 

enabled fine-grain user access controls.

Backup Enable regular database backup schedules to Amazon Simple 

Storage Service (S3). Replicate node servers using Forever. 

Create a master-server shared database cluster using volume and 

ephemeral storage.

Monitor Implement individual server monitoring with Amazon CloudWatch. 

Use Amazon Simple Messaging Service (SNS) to notify the Punch 

and Instore teams of any potential issues.
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Route 53 enabled us to have static public facing IPs while routing 

to internal static IPs. The flexibility of Route 53 enabled us to 

route traffic to multiple regions to mitigate against platform level 

datacenter risk.

r o u t e

U s e  a n  i n t e l l i g e n t  r o u t e r  w i t h  s t a t i c  p u b l i c  IP  s 

c o n n e c t e d  t o  s t a t i c  i n t e r n a l  IP  s  t r a f f i c .
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We implemented Load Balancers (ELB) to collect traffic and 

enabled real-time pinging of each virtual machine within each load 

balanced cluster to determine real-time availability and status.

b a l a n c e
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Running instances were automatically queued and dequeued 

from AMIs to fit network traffic. If an ELB pinged an EC2 

instance and it was unresponsive a new instance would be 

auto-generated in its place and attached programmatically to 

the least allocated ELB.
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New instances were auto populated from pre-set AMI custom 

configurations. This ease-of-use enabled our developer 

operations team to automate the deployment and scaling / 

descaling process, while serving best-in-class uptime during 

peak load. 
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Access policies and security groups determined per-user level 

access. Separate database, deployment, and provisioning groups 

enabled fine-grain user access controls.

A c c e s s
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Users security keys were rotated and access keys updated 

yearly to help mitigate security breaches. Least access privilege 

helped prevent a "God-user" from leaking sensitive information 

publicly and compromising user data.
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MATT

CEO
Instore

Punch has moved 

swiftly and took control 

of all our problems. Great 

team and effective 

methods.”

“
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Instore's front-of-the-house point-of-sale system generated tens 

of thousands of daily transactions, with many more line-items. 

All this information needed to have redundant back-ups in AWS, 

and Amazon Simple Storage Service (S3) was used to enable 

database backups with date and timestamping. S3 backups were 

programmatically rotated to keep S3 total utilization to a minimum.

B a c k u p
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Instore's back-of-the-house dashboard reported on the very 

data that required backing up – with any lapse in uptime 

operators wouldn't have access to their analytics. With AWS 

platform development and testing, we achieved 4-and-a-half- 

9's Uptime (99.995%) – less than 27 seconds of downtime per 

month.
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AWS lambda resolved disk capacity, I/O, CPU utilization, and 

hardware failure issues on each EC2 instance. These script 

executions were then logged and browsable by the developer 

operations team. 

M o n i t o r

A m a z o n  c l o U d w a t c h  w i t h  a m a z o n  s i m p l e 

n o t i f i c a t i o n  s e r v i c e  ( s n s )  m o n i t o r e d  e c 2 

a v a i l a b i l i t y.  I f  i s s u e s  a r o s e ,  A m a z o n  LA  m b d a 

( C l o u d  Fu  n c t i o n s )  w a s  u s e d  t o  e x e c u t e  a  s e r i e s 

o f  r i s k  m i t i g a t i o n  s t e p s  p r o g r a m m a t i c a l ly.
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Results

Results

P u n c h  p r o d u c e d  a n  e n t e r p r I s e  a p p  s o l u t I o n  f o r  I n s t o r e 

t o  h e l p  g l o b a l  m e r c h a n t s .

A p p  S t a t i s t i c s

Items

Total Virtualized CPUs Utilized 128
Length of Project 4 months

Amazon EC2, S3, 
CloudWatch, ELB,

Route53

Teams involved San Francisco 
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