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About Instore

INSTORE IS A LEADING 360-DEGREE VIEW POINT-OF-SALE
SOLUTION FOR RETAILERS AND RESTAURANTS, PROVIDING BEST-

IN-CLASS CHECKOUT, LOYALTY, AND REWARDS FUNCTIONALITY.
WHERE COMMERCE HAPPENS

Instore’s leading design and ui/ux combined with its comprehensive feature

set have made Instore a favorite among restaurants and retailers for its

comprehensive, real-time business management capabilities.

When it came time for Instore to scale and meet the ever growing demands of its

clientele, Punch helped to create multiple layers of fault tolerance and redundancy

on Amazon Web Services (where Instore’s servers are hosted) to potentially

eliminate power, internet, machine, and data loss outages.

The result is an exciting partnership as Instore writes the next chapter of its

commerce revolution.
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PUNCH SERVICES PROVIDED

Punch Provided Expertise in platform engineering, developer
operations, site reliability, and staffing to help Instore meets
deadlines and goals for rapid development.

Site Reliability

Developer Operations



An Achille's Heel

INSTORE’S CLIENTS - GLOBAL SMALL-TO-MID-SIZED RETAILERS
AND RESTAURANTS — EXPECTED UP-TO-THE-SECOND DATA

ANALYTICS TO FULFILL INSTORE’S BRAND PROMISE.

The problem: how to architect a setup on AWS that served multiple layers of

redundancy to fulfill on this brand promise, while keeping costs in line2

1 Connection/I.P.Rotation. The datastore/server and the web app serving
were hosted in different infrastructure platforms. If an I.P. address were
to rotate, connection between the web application and the server would

sever.

2 Downed Machines. If a machine serving the web application (or database)
were to crash, a platform developer would have to manually fix the issue,

wasting valuable time.

3 Software Stack Fatal Errors.The back-end node.js application, in edge
cases, was throwing fatal errors and crashing. While the developer team
would quickly try to fix these issues, these fatal errors would bring all

connected clients for that regime offline.

4 Database Crashes. If the database servers CPU utilization or available disc
space would exceed reasonable thresholds the machines would slow to a

crawl, leading to slower and slower load times and ultimately a crash.
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NUMBER OF YEARLY TRANSACTIONS PER STORE

Instore's software powers hundreds of thousands of
transactions per store per year.



The fix for Instore

PUNCH WORKED WITH INSTORE TO SOLVE THESE FOUR KEY

ISSUES. WE IMPLEMENTED A SERVICE-ORIENTED-ARCHITECTURE

ON AWS.

We worked closely with Instore and their clients to research, architect, script, and

execute solutions using AWS management console and SDK. We identified five

key areas that formed the pillars of our solution.

AWS SOLUTION CORE FEATURES

Route

Balance

Access

Backup

Monitor

Use an intelligent router with static public IPs connected to static

internal IPs to execute traffic.

Implement Elastic Load Balancers (ELB) to collect traffic. Have
load balancers ping each virtual machine to determine real-time

availability and status.

Access policies and security groups determined per-user level
access. Separate database, deployment, and provisioning groups

enabled fine-grain user access controls.

Enable regular database backup schedules to Amazon Simple
Storage Service (S3). Replicate node servers using Forever.
Create a master-server shared database cluster using volume and

ephemeral storage.

Implement individual server monitoring with Amazon CloudWatch.
Use Amazon Simple Messaging Service (SNS) to notify the Punch
and Instore teams of any potential issues.
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ROUTE

USE AN INTELLIGENT ROUTER WITH STATIC PUBLIC IPS

CONNECTED TO STATIC INTERNAL IPS TRAFFIC.

Route 53 enabled us to have static public facing IPs while routing
to internal static IPs. The flexibility of Route 53 enabled us to
route traffic to multiple regions to mitigate against platform level
datacenter risk.

Lin]

Services v

@ console.aws.amazon.com ¢

Resource Groups v %

Q

) (&

shery @ 2048-4594-8631 v  Global v  Support v

Dashboard 4
Hosted zones

Health checks

Traffic flow
Traffic policies

Policy records

Domains
Registered domains

Pending requests

Resolver

VPCs

Inbound endpoints
Outbound endpoints

Rules
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DNS management Traffic management

3 Avisual tool that lets you easily create
policies for multiple endpoints in

Hosted zones @ complex configurations.

Create policy

o

Services v

Resource Groups v *

Create Record Set

X Any Type

Back to Hosted Zones

Dashboard <
Hosted zones Q Record Set Name

Health checks

Traffic flow

Name
Traffic policies

instoredoesmanager.com
Policy records
Domains instoredoesmanager.com
Registered domains
Pending requests

instoredoesmanager.com
Resolver instoredoesmanager.com
VPCs

app.instoredoesmanager.com

Inbound endpoints
instoredoesmanager.com

Outbound endpoints

mailinstoredoesmanager.com
Rules

officeinstoredoesmanager.com
instoredoesmanager.com

instoredoesmanager.com

wwwinstoredoesmanager.com
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Availability monitoring

Health checks monitor your

applications and web resources, and

direct DNS queries to healthy
resources.

Create health check

& console.aws.amazon.com

Import Zone File

N Aliases Only

1€ < Displaying 1 to 11 out of 11 Record Sets » |

- Type -

A

NS

CNAME

CNAME

A

CNAME

TXT

CNAME

Delete Record Set

Domain registration

A domain is the name, such as
example.com, that your users use to
access your application.

Register domain

¢ i J &

[\ shery @ 2048-4504-8631 v  Global ¥  Support v

Test Record Set

c%e

Weighted Only

@To get started, click Create Record Set button or click an
existing record set

Value
192.185.46.30

ns-1667.awsdns-16.co.uk.
ns-1021.awsdns-63.net.
ns-1181.awsdns-19.0rg.
ns-20.awsdns-02.com.

ns-1667.awsdns-16.co.uk. awsdi
"v=spf redirect=_spf.yandex.net
ALIAS d-ta0uz5ur0f.execute-api
_ac96292bc75ae2daal58870cce |
domain.mail yandex.net.
35.161.75.147
_0c3bd7107383980b703540223;
"BFC_UpbQXF-VY 1H2KWLNNR

Instoredoesmanager.com
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BALANCE

We implemented Load Balancers (ELB) to collect traffic and
enabled real-time pinging of each virtual machine within each load

balanced cluster to determine real-time availability and status.

aaa 7 @ us-east-2.console.aws.amazon.com <
Console Home

aws., Services v Resource Groups v L\ shery @ 2048-4594-8631 ¥  Ohio ¥  Support v

1. Configure Load Balancer

2. Configure Security Settings 3. Configure Routing 4. Register Targets

Step 1: Configure Load Balancer
Basic Configuration

To configure your load balancer, provide a name, select a scheme, specify one or more listeners, and select a network. The default configuration is an Internet-facing load
balancer in the selected network with a listener that receives TCP traffic on port 80.

Name (i

Scheme (i o internet-facing
internal

Step 1: Configure Load Balancer
Basic Configuration

Listeners

A listener is a process that checks for connection requests, using the protocol and port that you

Load Balancer Protocol Load Bal

(Tcp 7) 80

Add listener

@ Feedback (@ English (US) © 2008 - 2020, Amazq
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Running instances were automatically queued and dequeued
from AMis to fit network traffic. If an ELB pinged an EC2
instance and it was unresponsive a new instance would be

auto-generated in its place and attached programmatically to

the least allocated ELB.

& us-east-2.console.aws.amazon.com ¢ th a

Services v Resource Groups v * [0 shery @ 2048-4594-8631 v  Ohio ¥  Support v

@ New EC2 Experience

Tell us what you think

Events Resources

Tags

Reports You are using the following Amazon EC2 resources in the US

Limits Running instances

V¥ INSTANCES
Dedicated Hosts 18
Instances

Instance Types Volumes

Launch Templates

Key pairs 6
Spot Requests

Savings Plans

Placement groups

Reserved Instances

Dedicated Hosts ® Easily size, configure, and deploy Microsoft SQL Serve
AWS Launch Wizard for SQL Server. Learn more

Capacity Reservations

¥ IMAGES
AMIs

Bundle Tasks

 ELASTIC BLOCK

¥ LOAD BALANGING Migrate a machine

@ Feedback (@ English (US) © 2008 - 2020, Amazon Web Sei
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New instances were auto populated from pre-set AMI custom
configurations. This ease-of-use enabled our developer
operations team to automate the deployment and scaling /
descaling process, while serving best-in-class uptime during

peak load.

@ us-east-2.console.aws.amazon.com <

Services v Resource Groups v L\ shery @ 2048-4594-8631 ¥  Ohio ¥  Support ¥

1. Choose AMI 2.Ch stance Ty 3 jure Instan Add Storage

Quick Start 1 to 40 of 40 AMIs

My AMIs Amazon Linux 2 AMI (HVM), SSD Volume Type - ami-0e38b48473ea57778 (64-bit x86) / -’—'ﬂ
ami-0fb3bb3e1ae2dalbe (64-bit Arm)

Amazon Linux

AWS Marketplace O 64-bit (x86)

LG Amazon Linux 2 comes with five years support. It provides Linux kernel 4.14 tuned for optimal performance 64-bit (Arm)

on Amazon EC2, systemd 219, GCC 7.3, Glibc 2.26, Binutils 2.29.1, and the latest software packages

Community AMIs
through extras.

X Root device type: ebs  Virtualization type: hvm  ENA Enabled: Yes
Free tier only (i

Amazon Linux AMI 2018.03.0 (HVM), SSD Volume Type - ami-0998bf58313ab53da -

Amazon Linux  The Amazon Linux AMI is an EBS-backed, AWS-supported image. The default image includes AWS
LEACCEEC command line tools, Python, Ruby, Perl, and Java. The repositories include Docker, PHP, MySQL,
PostgreSQL, and other packages.

64-bit (x86)

Root device type: ebs  Virtualization type: hvm ~ ENA Enabled: Yes

Services v Resource Groups v
1. Choose At
@ Feedback (@ English (US) 2008 - 2020, Amazol
Quick Start 1104001 40 AMs
My AMIs. Amazon Linux 2 AMI (HVM), SSD
MacBook s g ok e e
—

‘@ Feedback (@ English (US) Privacy Poicy  Terms of Use
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ACCESS

Access policies and security groups determined per-user level
access. Separate database, deployment, and provisioning groups

enabled fine-grain user access controls.

o0 o KD (in] & console.aws.amazon.com

awg Services v Resource Groups v % [\ shery @ 2048-4594-8631 v  Global v  Support v

Identity and Access

Management (IAM) «  Welcome to Identity and Access Management Feature Spotlight
ignin.aws.amazon 1)) | Customize

v Access management |AM Resources

Groups Users: 6 Roles: 6

Users Groups: 3 Identity Providers|

Roles Services v Resource Groups ~

Customer Managed Policies: 2

Policies

Security Status »  Welcome to Identity and Access Feature Spotlight

Management [ e o]
P o

Identity providers

Account settings Activate MFA on your root account

Create individual IAM users

<]

Access reports
IAM Resources

Access analyzer

a

Use groups to assign permissions

Archive rules

Additional
Information

Apply an IAM password policy

a

Analyzer details

Security Status —

a

Rotate your access keys

Credential report
3 Activate MFA on your root account

Organization activity
Create individual IAM users

Service control policies (SCPs) Use groups to assign permissions

(2 Apply an 1AM password policy

Q

Rotate your access keys

@ Feedback @ English (US)

® Feedback @ English (US)
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Users security keys were rotated and access keys updated
yearly to help mitigate security breaches. Least access privilege
helped prevent a "God-user" from leaking sensitive information

publicly and compromising user data.

eee K> M <

aW% Services v Resource Groups v /A shery @ 2048-4594-8631 v  Global v  Support v

Identity and Access
.S . =3

Management (IAM)

Showing 6 results
Dashboard

+ Access management User name ~ Groups Access key age Password age Last activity MFA

Groups Jiistic D Database @ 244 days 241 days 7 days Not enabled

— Joe Palmer Deployment @ 220 days 220 days 112 days Not enabled

Policies Jerry Elliot Provisioning @ 77 days 77 days None Not enabled
Identity providers Ryan Bailey Provisioning @ 224 days None None Not enabled
Account settings Nick Diaz Database @ 151 days None 58 days Not enabled
Access reports Bruce Barrett Database @ 7days 6 days Today Not enabled
Access analyzer

Archive rules

Analyzer details

Credential report
Organization activity

Service control policies (SCPs)

Q

@ Feedback @ English (US) © 2008 - 2020, Amazon Web Services, Inc. or its affiliates. Al rights reserved.  Privacy Policy ~ Terms of Use
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Punch has moved

swiftly and took control
of all our problems. Great
team and effective
methods.”

CEO
Instore
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BACKUP

Instore's front-of-the-house point-of-sale system generated tens
of thousands of daily transactions, with many more line-items.

All this information needed to have redundant back-ups in AWS,
and Amazon Simple Storage Service (S3) was used to enable
database backups with date and timestamping. S3 backups were

programmatically rotated to keep S3 total utilization to a minimum.

p

3 m @ s3.console.aws.amazon.com © w) N =
Console Home

aw§ Services v Resource Groups v * [0 shery @ 2048-4594-8631 v  Global ¥  Support

Amazon S3 Securely transfer your files into Amazon S3 with fully managed AWS Transfer for SFTP. Learn more » Documentation

| Buckets S3 buckets
Batch operations Q All access types

Access analyzer for
s3

Block public access Bucket name v
(account settings) AWS DataSync automates & accelerates moving data into or out of Amazon S3. Learn more »

Documentation

instoredoes-1x2nsdfuafefb

Feature spotlight @) S3 buckets

instoredoes-67x2nsdfuaf

Q

Allaccess types

instoredoes-2gdey26230gh

s @
20 a0

Bucket name ~ Access @ v Region v

instoredoes-7883pksbogk
Date
croated ~
instoredoes-8979masnuj-h
Objectscanbe ~ USWest 2019
public: (Oregor)  3:57:24 AM
GMT-0400

®  instoredoes-1x2nsdfudfef

Jul 27,2019
4:38:37 AM
GMT-0400

Objectscanbe  US West
public (Oregon)

a

instoredoes-67x2nsdfudf
instoredoes-4550xfys892k;j
Jul 16,2019
1:43:43 AM
GMT-0400

Objectscanbe U iest
©  instoredoss-29dey26230n e et
instoredoes-676mdhudi9pi

Objectscanbe  US West
instoredoes 7883pksboak publlc (Orogon)  10:23:33 AM

instoredoes-89392ndkinnk

. Objectscanbe  US West
instoredoes-8979masnuj-h publ (Orogon)  8:26:53PM

GMT-0400

instoredoes-677xghjksjosnp

s
|
|
]
]
§ instoredoes-32i9-hguwlkgh
e
e
e
e
1)

instoredoes-52772hjk jsnsllk Aug 10,
) Objectscanbe  USWest 2019
instoredoss-32i5-hguwlkgh et Oy 30047 A

GMT-0400

@ Feedback @ English (US)

Objectscanbe  US West
. i

instoredoes-4550xfys892k public (Oregon)  2:11:27 AM
MacBook euro
_— L mgazn

@ Foedback @ English (US)
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P.

Instore's back-of-the-house dashboard reported on the very

data that required backing up — with any lapse in uptime

operators wouldn't have access to their analytics. With AWS

platform development and testing, we achieved 4-and-a-half-

9's Uptime (99.995%) — less than 27 seconds of downtime per

month.

£ -

Sales
Menu
People

Social
Wed

82°

Fruit $2450
GreenTea
Whole Bean
Scone

16

423 Clark Street

This store earned
$457.99 today

Tuesday, July 31

S 810

T a
84° 73° 72° 75°

Today

812

™ Custom time range

Net Sales

$147

$96161
$688.10 $73765
$728460

$634.25

Gross Sales

$457.99

Net Sales (Today)

$397.71

WeekBefore 0% $397.71

The solution

Case Study

Where commerce happens on AWS.



MONITOR

AMAZON CLOUDWATCH WITH AMAZON SIMPLE
NOTIFICATION SERVICE (SNS) MONITORED EC2
AVAILABILITY. IF ISSUES AROSE, AMAZON LAMBDA
(CLOUD FUNCTIONS) WAS USED TO EXECUTE A SERIES

OF RISK MITIGATION STEPS PROGRAMMATICALLY.

AWS lambda resolved disk capacity, I/0, CPU utilization, and
hardware failure issues on each EC2 instance. These script
executions were then logged and browsable by the developer

operations team.

K -
Pommr | in] & us-east-2.console.aws.amazon.com @ fo)

aws., Services v Resource Groups v * [\ shery @ 2048-4594-8631 ~  Ohio ~  Support v

Lambda Functions Create function

Create function i

Choose one of the following options to create your function.

Author from scratch o Use a blueprint

Start with a simple Hello World example. Build a Lambda application frq|
code and configuration preset
common use cases.

-4
|
=

Basic information

Basic information

Function name odejs 125

Enter a name that describes the purpose of your function. Permissions
Use only letters, numbers, hyphens, or underscores with no spaces.

Runtime Info
Choose the language to use to write your function.

@ Feedback (@ English (US) © 2008 - 2020, Amazo

MacBook

po 17 The solution Case Study
Where commerce happens on AWS.



Results

PUNCH PRODUCED AN ENTERPRISE APP SOLUTION FOR INSTORE

TO HELP GLOBAL MERCHANTS.

APP STATISTICS

Items

Total Virtualized CPUs Utilized 1 2 8

Length of Project 4 months

Tech stack AmaZOﬂ ECQ, 85,
CloudWatch, ELB,
Routeb3

Teams involved S a n F ra n C| SCO
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Legal

Prepared on March 3, 2020. This document is confidential. It
contains material intended solely for the original recipient. Ideas
presented here are the property of Punch and are copyrighted.

© 2020 Punch. All rights reserved. Confidential.
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