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Navigating health questions can be daunting in the modern information landscape. Large language models (LLMs) may provide
tailored, accessible information, but also risk being inaccurate, biased or misleading. We present insights from 4 mixed-methods studies
(total N=163), examining how people interact with LLMs for their own health questions. Qualitative studies revealed the importance
of context-seeking in conversational AIs to elicit specific details a person may not volunteer or know to share. Context-seeking by
LLMs was valued by participants, even if it meant deferring an answer for several turns. Incorporating these insights, we developed
a “Wayfinding AI” to proactively solicit context. In a randomized, blinded study, participants rated the Wayfinding AI as more
helpful, relevant, and tailored to their concerns compared to a baseline AI. These results demonstrate the strong impact of proactive
context-seeking on conversational dynamics, and suggest design patterns for conversational AI to help navigate health topics.
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1 Introduction

Modern information technology offers many resources for laypeople to understand their health concerns; but also poses
potential pitfalls. People commonly use Internet search for their health and medical questions, with a recent survey
reporting that 58.5% of US-based adults used the Internet for this purpose [70]. But questions persist about how people
may interpret low-quality or less-relevant results and how it may influence population health behavior [4]. Meanwhile,
large language models (LLMs) have been demonstrated to encode medical knowledge, and can perform well on a range
of medical tasks [25, 62, 63]. A growing ecosystem of LLM-based tools has the potential to help provide more tailored
or accessible information, and anecdotal reports have illustrated cases where LLMs surfaced crucial information for
health conditions that were not captured by existing medical care [31]. But this technology also has raised concerns
about information accuracy and potential bias [4, 5, 28].

Addressing certain health information needs can require access to specific context that users may not proactively
include in health searches. For instance, for cause-of-symptoms intent (henceforth COSI) needs, where a person wants
to understand what is causing a set of symptoms, laypeople may not know what to proactively share to help ascertain
the possible causes. Within clinical contexts, healthcare professionals are trained in history taking, and tested by
evaluations such as the objective structured clinical examination [19, 22].

Recent research has developed LLMs for augmenting clinicians in tasks like reasoning about possible diagnoses,
including in obtaining relevant context for differential diagnoses [48, 68]. However, there is little understanding of
how LLMs can optimally support laypeople in their online health information seeking (OHIS) journeys in non-clinical
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settings. Because laypeople lack clinical training, the types of questions posed to the LLM, decisions being made, and
the appropriate behavior of the LLMs may differ substantially.

Our work examines how people interact conversationally with LLMs for their own health questions. We conducted
3 interview-based qualitative studies, and 1 quantitative study, to understand how participants engage with context-
seeking in conversations about their own real-world health questions.

We make four key contributions:

(1) We provide qualitative evidence that proactive context-seeking by LLMs is valued by laypeople for their health
questions, even if it delays an answer by several conversation turns.

(2) We describe a Wayfinding Artificial Intelligence (Wayfinding AI) which was iteratively designed based on
qualitative feedback to engage in effective context-seeking, to help users obtain the most relevant information
for their concern.

(3) We compare user perceptions of the Wayfinding AI to the baseline LLM from which it was trained; in a
quantitative study (N=130) we show that the Wayfinding AI is significantly preferred over the baseline AI on
helpfulness, relevance of questions asked, tailoring, and efficiency of answering health questions.

(4) We discuss design considerations for how LLMs should behave in conversational contexts, to help users better
provide relevant context and to comprehend and trust the outputs.

2 Related Work

2.1 Online Health Information Seeking

Online health information seeking (OHIS) is a well-studied phenomenon in the human-computer interaction (HCI)
literature. Prior work has explored OHIS in the context of different platforms including search engines and social media
[13, 74], specific medical domains like mental health [51], reproductive health [16], rare disorders [9] or COVID-19
[17], as well as demographic factors like age, gender and ethnicity [2, 6, 16, 29, 30, 46]. Research has found that the
framing of information, algorithmic transparency, and overall system design can influence important aspects of user
perception including trust, comfort and anxiety [29, 71, 74]. Individuals’ pursuit of health information is often driven
by personal, emotional, and motivational factors and has been shown to take place within information ecosystems
[51], rather than simply constituting a detached quest for facts [33, 37, 54]. In recent years, LLMs have become another
popular starting point for OHIS journeys [27], and research has started probing for laypeople’s attitudes towards LLMs
versus other methods (like search engines) for their health queries [50]. Our work contributes to understanding how
LLMs can optimally support laypeople in their OHIS journeys through proactive context-seeking behavior.

2.2 Expert-layperson conversations

When human experts in different domains converse with laypeople about their area of expertise, they adopt different
strategies based on the layperson’s questions and phrasing [23]: They will "zoom in" to gain context about specific
questions when it is not initially provided, "zoom out" to clarify overall goals and explore other possible approaches;
and "reframe" when question intent is ambiguous or relies on false assumptions.

In-person conversations, such as patient-provider discussions, can rely on a range of nonverbal cues to gauge
understanding of content and level of concern [8]. As more conversations are done using text or other remote interfaces,
experts have had to adapt conversational strategies to better assess these facets of communication [40, 41]. However,
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some of these strategies make conversation harder for laypeople, such as the use of "double-barrel" questions that are
harder to answer concisely [40].

2.3 Clinician-AI conversations

Most clinical decision support AI has focused on reading of medical images [20, 66]. Use patterns include risks of
over-reliance and under-reliance [15, 24, 55, 67]. Earlier applications tended to involve AI in narrowly-defined tasks,
such as reading specific image modalities (X-rays, mammograms, retina images) for particular diseases [49, 60]. More
recent work has examined how conversation may be used to support clinicians across a wider range of clinical domains,
including differential diagnosis based on understanding complex information and history taking [48, 58, 68].

2.4 Layperson decision support with AI tools

Consumer-oriented, AI-powered apps are available in some countries for uses such as detecting common types of
skin cancers [64]. Use of an app of this kind was associated with an increase in claims for skin malignancies in the
health care system, suggesting greater detection (and potentially over-detection) of cancers [64]. AI tools to support
understanding skin concerns based off smartphone images were helpful for laypeople [35, 59], could increase their
ability to name a condition and may support patient-provider interactions [59]; but people tended to anchor on the
example images shown by the app, suggesting the app design may strongly impact app benefits.

Many people use Internet search to find information about health topics online [69]. However, the risks and benefits
of existing web search patterns are not well characterized. A study of Internet search for health information, diagnosis
and triage on retrospective vignettes found that any benefit of Internet search was small, with a small fraction of
respondents changing their diagnosis or triage decisions after Internet search [38].

2.5 Understanding conversational patterns with health chatbots

As more people have begun using conversational AI chatbots, they have started asking these tools their health questions
[3, 21, 61]. Individual stories suggest these interactions may be highly valuable in some cases [31]; but may pose a range
of risks [14, 18, 57]. Several studies suggest broad interest in health-related AI chatbots [3, 10, 52, 61]. Survey studies
found a large proportion of respondents who either intended (78%, [61]) or recently had (9.9%, [3]) used ChatGPT
for their health questions, with a highly significant effect of age (younger respondents using it more often). There
has been a focus within the HCI literature on how laypeople have conversations with AI chatbots on their own
health concerns. A study on chatbot-based symptom checkers identified a tension between a desires for efficient
information access, and one for empathetic communication [73]. Several studies used a "Wizard-of-Oz" design, with
human experts powering AI responses to understand layperson conversational behavior [39–42]. People chatting with
clinical experts (dermatologists) disguised as a chatbot will exhibit different patterns of conversational turns compared
to discussions with LLMs [42], with more messages overall, as well as more expressions of appreciation and question
answering. Likewise, in a clinical pre-consultation setting, expressions of empathy and follow-up questions impacted
users’ perception of a chatbot’s thoroughness and sincerity [41]. These suggest that the default conversational patterns
of current LLMs may not sufficiently mirror the behaviors of human experts.

2.6 Need for understanding real-world usage patterns

Despite growing numbers of people conversing with AI chatbots, little is known about what successful interaction
looks like, especially on health topics. Controlled studies on a set of hand-selected medical scenarios showed that, when
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LLMs were given scenarios directly, they achieved high accuracy; but when laypeople were assigned to act out the
scenarios with the same LLMs, performance at assessing conditions plummeted by more than half, to the same levels as
without access to LLMs [5]. Similar results showed that LLMs would often "get lost" in multi-turn settings, exhibiting
much lower performance when provided context across turns compared to up front [36]. The large gap in performance
derived from difficulty of users in providing necessary context around each scenario. Analyses of LLM architectures
suggests that human conversations may pose a particular challenge compared to other domains like software and
mathematical text, due to the long-range attention across many conversation turns required [32]. Recent research has
focused on developing frameworks to quantify aspects of conversation, such as the quality of clarifying questions
[34, 43, 44].

These prior results point to conversation dynamics, and the need for context-seeking in particular, as key design
factors influencing successful interaction with an AI. To our knowledge, there has not yet been a study of how laypeople
use functional AIs (rather than Wizard-of-Oz simulations) on their own health problems. Do people experience the same
challenges in providing necessary context to get relevant answers on their own concerns as on simulated scenarios [5]?
And do their conversational patterns with AIs mirror those of humans presented as AIs [41, 42]? And are these prior
insights actionable – does designing an AI to behave more like human experts lead to better conversations? This study
sought to focus on understanding these real-life interaction patterns.

3 Methods

An overview of the 4 studies in this paper is provided in Table 1. The qualitative studies (Studies 1-3) and quantitative
study (Study 4) are described in further detail below.

Study Key Research Questions Methodology Num of
Participants

Study 1

(1) How do people view AIs’ context-seeking behav-
iors?

(2) Is context-seeking valued even if it means deferring
an answer for several conversation turns?

Interviews, remote us-
ability session 10

Study 2

(1) How do people view aWayfinding AI compared to a
Baseline AI when using it for their health questions?

(2) How is context-seeking perceived on models that
tend to give longer responses by default?

Interviews, remote us-
ability session 11

Study 3

(1) Does a user interface that explicitly separates an-
swers from context seeking increase engagement
with the AI?

(2) What are user perspectives on different UI affor-
dances for context seeking?

Interviews, remote us-
ability session 12

Study 4

(1) Is a Wayfinding AI preferred over a Baseline AI for
conversations on health questions?

(2) How do conversation dynamics differ between
Wayfinding AI and Baseline AIs?

Randomized blinded un-
moderated survey study
with remote chatbot use

130

Table 1. Summary of the studies described in this paper.
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3.1 Ethics & Positionality Statement

This study was meant to focus on user experience, and participants were instructed not to consider information from
the research tool as advice or to act on it. The protocol was reviewed and deemed exempt from Institutional Review
Board (IRB) oversight by the Advarra IRB. The study was conducted in adherence to our organization’s ethical, legal,
and privacy standards for human subjects research.

3.2 AI prototypes

This work involved participants interacting with a series of AI prototypes to understand their own health questions.
Wayfinding AI: The primary goal was to develop and test a Wayfinding AI to proactively seek out context of

user’s health queries, in order to provide a maximally relevant and accurate answer. The Wayfinding AI was developed
using a combination of prompt tuning and reinforcement learning off of the baseline AI. Over the course of the 4
studies described in this paper (3 qualitative, 1 quantitative), we iteratively refined our Wayfinding AI to better address
feedback from each qualitative study. For the final quantitative study, the Wayfinding AI configuration was frozen prior
to commencing the study. We describe the full set of AIs across studies in supplemental Table S2.

Baseline AI: In Studies 2 and 4, we compared the Wayfinding AI to a Baseline AI. Our baseline AI utilized Gemini
2.5 Flash [12] off-the-shelf, without any additional tuning or system prompts specifically designed to engage in
context-seeking. This AI served as a comparison baseline in our blinded, randomized Study 4.

AIs were presented to users as chatbots in a custom interface (Figure 1) which presented alternating user prompts
and system responses. For one version of the interface, used in qualitative Study 3 and the quantitative Study 4, the
interface used a 2-column design that surfaced the best answer using available information so far in a right-hand
column, leaving only clarifying questions in the left (main) column with the user-AI conversation, in order to provide a
clear affordance for context-seeking.

3.3 Qualitative studies (Studies 1-3)

Three rounds of qualitative studies took place from February to June 2025.We recruited a total of 33 US-based participants
for 3 interview-based qualitative studies (10 in Study 1, 11 in Study 2, and 12 in Study 3). Participants ranged in age from
25-75; 17 female / 17 male. Participant demographics included 19 Caucasians, 6 Asian or Pacific Islanders, 4 Hispanics,
and 4 Black or African Americans. The full list of participant information and their health questions are presented in
Table 2.

All participants had a recent health-related query they were willing to discuss, and were open to interacting with one
or more AIs for the study. Sessions lasted 1 hour each and had the following structure: First, participants discussed their
question, what information sources they had used so far to understand it, and their current status of understanding
the question. Second, participants engaged in a remote usability session while they interacted with an AI to better
understand the topic of their question. Researchers probed on why participants provided the prompts they did; what
their expectations were for AI responses; what information they hoped to obtain; and whether the AI’s behavior
matched their expectations. Third, participants used a second, alternate AI. The order of AIs tested by each participant
was randomized across participants for each study. Finally, participants compared the two AIs and provided overall
impressions and thoughts about their experience and what they learned.

The AIs studied varied between the three studies, based on the key research questions (see Table S2). Study 1
compared a Wayfinding AI that provided an immediate answer to a question to a modified version with a system
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ID Gender Age Race / Ethnicity Health Question(s) Summary

P1 Female 47 Hispanic Consistent and unexplained weight gain
P2 Female 26 Asian/Pac Is Respiratory symptoms after travel
P4 Male 50 Cauc Tinnitus and surgery
P5 Male 62 Asian/Pac Is Rash diagnosis and treatment
P6 Female 59 Cauc Cataract surgery
P7 Male 25 Cauc Torso itchy when warm
P8 Male 46 Cauc Medication’s long-term side effects
P9 Female 36 AA Long-lasting migraines and the causes
P10 Male 40 Cauc Essential thrombocytosis
P11 Male 47 Cauc Reverse or lessen tinnitus
P12 Male 31 Asian / Pac Is Stress-induced dandruff
P13 Female 68 Asian / Pac Is Blood pressure and sleep issues
P14 Male 65 Cauc Natural blood pressure supplement
P15 Male 54 Asian / Pac Is Rib pain
P16 Male 57 Asian / Pac Is Daily headaches
P17 Female 33 Cauc Child’s fussiness and infertility concerns
P18 Female 41 Cauc Perimenopause symptoms and Hormone replacement therapy
P19 Female 56 Hispanic Osteoporosis
P20 Male 29 AA Swelling causes
P21 Female 49 Cauc Pain and sensitivity in leg
P22 Male 37 Cauc Eosinophil Esophagitis: Swallowing issues
P23 Female 25 Hispanic Frequent, sharp abdominal pain
P24 Male 38 Hispanic Knee issues: clicking, locking, pain
P25 Male 61 AA Suspected kidney stones and prevention tips
P26 Female 25 Cauc Vertigo
P27 Male 45 Cauc Lower back pain cause
P28 Female 60 Cauc Knee pain, buckling, and exercise
P29 Female 53 Cauc Cyst symptoms reoccurring after surgery
P30 Male 48 Cauc Seed oils and gout flare-ups
P31 Female 75 Cauc Acid reflux: symptoms and remedies
P32 Female 33 Cauc Ovarian cysts
P33 Male 50 Cauc Raynaud’s syndrome and discolored feet

Table 2. Study 1-3 Participant Demographic Information.

prompt to ask at least 4 but no more than 10 clarifying questions before providing an answer. The prototypes in Study 1
were specific to cause-of-symptom-intent (COSI) questions, so for this study we recruited participants who specifically
reported having a question involving understanding symptoms. Study 2 compared a tuned Wayfinding AI (that was
designed to handle both COSI and non-COSI questions) to the base AI (without tuning). For this study, we recruited
participants with a wider range of questions, including both cause-of-symptom as well as other intents (e.g., treatment
or management for a known condition). Study 3 used a further refined Wayfinding AI, and compared two alternative UI
arrangements, in which answers to questions were either placed in-line and above context-seeking questions (1-column
layout) or in a separate side panel (2-column layout). For Study 3, we again focused on COSI questions, in order to
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focus our feedback on how the UI layouts facilitated context seeking for this common use case. The different UI layouts
are illustrated in Figure 1.

7 Screening Criterias:

● Declined Consent
● Geographic Exclusion
● Age Restriction

Use Wayfinder

Use

Primary objective: quantitative comparisons of 
which type of chatbot they prefer

Secondary objectives: for their health information 
seeking process, do they feel more ease of use, 

efficient, relevant, tailored to their own case, etc....

Use Wayfinder

1:
1 

ra
nd

om
iz

at
io

n

500 Participants

B. Prototype Layout

A. RQ2 Study Pipeline Baseline AI

Wayfinding AI

Demographics 
and filtering

Post-Wayfinder 
questions?

Post-Gemini 
questions?

Post-Gemini 
questions?

Post-Wayfinder 
questions?

Preference 
questions

● Professional Exclusion
● Language Barrier
● Irrelevant Topic
● Mental Health Focus

Use

Fig. 1. Screenshots of the two AI chatbot designs used in Studies 3 and 4. Top shows a baseline, 1-column AI design. Bottom shows a
2-column design in which the current answer is shown in the right column, while clarifying questions are displayed underneath user
prompts on the left.

3.4 Quantitative study (Study 4)

We assessed user satisfaction and preference between Wayfinding AI and Baseline AI in a quantitative survey-based
study (Figure 2). We recruited US-based participants via a third party platform (Qualtrics). All participants were 21
years and older, were not health care professionals, and had a health-related question for which they were willing to
interact with an AI. Mental-health-related queries were excluded from the study scope.

After answering standard demographic questions, participants were instructed to login to each AI using anonymous
accounts set up specifically for this study; to have a conversation spending at least 3 minutes on their question; and
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Screening Criteria:
● US-based
● 21 and over
● Non-healthcare professional
● Have a health question (non-mental health)
● Willing to ask AIs

Primary objective: quantitative comparisons of 
which type of chatbot they prefer

Secondary objectives: for their health information 
seeking process, do they feel more ease of use, 

efficient, relevant, tailored to their own case, etc...

1:1 randomization

130 
Participants

Demographics 
and filtering

Post-WAI
questions

Post-Baseline 
questions

Post-Baseline 
questions

Post-WAI
questions

Preference 
questions

Use
 Baseline AI

Use
 Baseline AI

Use
 Wayfinding AI

Use
 Wayfinding AI

Fig. 2. Quantitative study design (Study 4). All participants used both AIs used in the study (Wayfinding AI and Baseline AI) to better
understand their own health-related questions; but were randomly assigned in the order with which to use them. After using each AI,
participants answered questions about their satisfaction with the experience; at the end of the survey, subjects explicitly compared
the two AIs and expressed which they would prefer along a range of axes.

then to resume the survey. After interacting with each AI, participants answered questions about their satisfaction
with the experience along 6 dimensions: Helpfulness, relevance of questions asked, tailoring to their situation, goal
understanding, ease of use, and efficiency of getting useful information; and could provide open feedback about what
they learned, as well as the option to upload their conversation with the AI. Sharing the conversation was not required to
complete the survey. At the end of the study, participants were prompted to explicitly compare the two AIs and indicate
which they would prefer in terms of each of the six dimensions above, and answered an additional question: "For a
future topic, would you prefer the first or the second AI?". The order of AI exposure (Baseline AI first vs Wayfinding AI
first) was randomized across participants.

3.5 Analysis

3.5.1 Qualitative study analysis. All qualitative interview sessions (Studies 1-3) were recorded. Recordings were
transcribed using a text-to-speech medical transcription model. Transcripts were analyzed using reflexive thematic
analysis [11]. In addition, transcripts of conversations with each AI were analyzed to understand turn structure.
Conversations were broken into a set of alternating user and AI turns; user turns were manually coded to determine
whether responses directly answered clarifying questions asked by each AI.

3.5.2 Quantitative study analysis. Quantitative data analyses were performed using Python 3.0 and the SciPy package.
Confidence intervals on measurements were computed using bootstrapping with 1,000 iterations. Paired comparisons
on survey responses between AIs used the Wilcoxon signed-rank test for ordinal responses, and paired two-sided T
tests for interval responses. Significance on comparison tests used Bonferroni correction for multiple comparisons
across different aspects of user satisfaction and/or preference.

Participants in the quantitative study could optionally upload their conversations with each AI along with their
survey responses. Conversations were screened for personally-identifiable information by Qualtrics before sharing
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with researchers. A total of 119 conversations for the Wayfinding AI and 112 for the Baseline AI were shared. Each
conversation was broken into turns where user prompts and AI responses were analyzed. We prompted Gemini 2.5 Pro
[12] to classify user prompts and AI responses in multiple ways for analysis. Initial user prompts were classified as
reflecting cause-of-symptom intent (COSI; e.g. "a cough that won’t go away") or non-cause-of-symptom intent (NCOSI;
e.g. "I am curious to know about keto"), to understand how specific the benefits of the Wayfinding AI might be to COSI.
All user prompts were also classified in one of 11 turn types, in order to understand conversational dynamics. The
classification scheme was derived by internal review and discussion among researchers. Finally, AI responses were
classified as containing clarifying questions (e.g. "Have you ever had chickenpox or the shingles vaccine previously?"),
open-ended questions ("Could you tell me a little about what you hope to achieve with your workout plan?") or no
questions. All prompts used to classify conversational turns are included in the Appendix.

4 Results

4.1 Study 1: Perceived value of context-seeking

Participants in Study 1 consistently found value in an AI that delayed answers for 4 or more turns to collect context
around questions. 8 of the 10 participants stated that they preferred to use a prototype that only asked clarifying
questions for 4 turns before providing an answer (AI 1b) over a prototype that provided immediate answers before
context-seeking (AI 1a). Participants called out the value of context-seeking in establishing a conversational interaction
that felt more human (P2: “I feel good. I feel like I’m having real conversations with someone, as opposed to me trying
to figure out the level of information that I need to give ... that’s one of my main issues, sometimes.” P7: “This one
feels more like the way it would work if you talk to a doctor. Conversational ... it does make make me feel a little more
confident that it wants to know more before jumping right into an answer.”) Conversations took between 2 to 6 turns
for AI 1a, and between 4 and 16 turns for AI 1b. 9 of 10 participants directly answered one or more clarifying questions
from 1a, and all 10 answered clarifying questions from 1b.

While participants found context-seeking useful for understanding possible matching conditions for symptoms,
they also expressed other needs related to their health questions that the initial Wayfinding AI prototypes did not
serve as well. Many participants wanted to understand management options for conditions; since the initial AIs in
this study focused on cause-of-symptom intent, it took more prompting to get useful information about management.
Therefore we sought to refine our Wayfinding AI to one that could more flexibly provide context-seeking for both COSI
and non-COSI needs. Because non-COSI needs may inherently involve less zooming-in, we opted to focus on testing
Wayfinding AIs that surfaced immediate answers in addition to context-seeking.

4.2 Study 2: Tension between longer answers and context-seeking

Study 2 involved 11 participants, who had both COSI and non-COSI questions. Participants found AI 2a (with context-
seeking behavior) to be helpful for both use cases. Overall, 6 participants preferred 2a, 3 preferred 2b, and 1 had no
preference. Participants who preferred AI 2b cited its context-seeking behavior, which helped them arrive at more
relevant results. Participants preferring the baseline AI generally did so because they expressed that their needs were
different and less likely to require “zooming in”, and they found the baseline AI responses to be comprehensive. These
participants tended to have short conversations, with only 1 or 2 turns.

We noted an unexpected behavior in Study 2 compared to Study 1: only 1 of 10 participants in Study 2 directly
answered clarifying questions asked by AI 2a (whereas all or nearly all participants did so for 1a and 1b). More often,
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participants would either pivot to related but distinct questions (e.g. P12: “What is the best diet for healthy scalp and
hair?”→ “Does lack of sleep lead to vitamin deficiencies?”); proactively zoom in to learn more details of a suggested
topic (e.g. P18: “what are recommendations for treatment of perimenopause?”→ “What are the risks and benefits of
HRT in perimenopause?”) or correct the model when its questions seemed to have an inaccurate premise (e.g. P19: “I’m
a 56-year-old woman. Be more specific for what I need to do”).

When prompted, participants indicated that this was because they did not always notice the questions, or perceive
them as essential for getting relevant answers. (P11: “They’re just questions for me to ask myself and to think about. . . It
just ends with some rhetorical questions to consider.”) AI 2b tended to produce long answers (longer than 1a or 2a), and
the clarifying questions were not as consistently placed, sometimes appearing at the end of an answer, but sometimes
in the middle. Participants were more likely to report scanning these longer answers for relevant information, whereas
participants in Study 1 more often read the whole answers. However, when probed about answer length, participants
tended to report that they valued the longer and more comprehensive answers. (P12: “I do quite like this ... it looks like
it’s trying more to not just give standard answers.”)

Due to the dual feedback of (1) desire for immediate, detailed answers and (2) challenges with consistent context-
seeking, we explored UI approaches to provide affordances for both.

4.3 Study 3: Separating answers from context-seeking

In Study 3, 12 participants used a refined Wayfinding AI that surfaced clarifying questions consistently at the end of
answers, presented in two different user interface (UI) layouts. AI 3a placed answers directly above clarifying questions
in the main column, while AI 3b placed them on the right-hand side in a two-column format. AI 3b had two variants,
where the initial answer was either collapsed or expanded by default. The answer could be expanded by clicking on a
clickable button (whose text provided a short summary of the response) in the main column. Participants would test
one of the variants randomly, but be shown the second variant to get feedback on their preferences for expanded vs.
collapsed behavior, as well as between 3a and 3b.

Participants were split on preference between 1-column and 2-column layouts. 6 preferred 3b, 4 preferred 3a, and 1
had no preference. Participants who preferred 3b cited how separating out clarifying questions encouraged a more
naturalistic conversation (P27: “These are logical questions. They’re on topic. And I could see how they would help
the AI learn more about my problem to give me better responses.”) However, participants uniformly preferred the
expanded variant, with some participants not initially recognizing that the answers could be expanded. Participants
who preferred the 1-column view cited the simpler mental model associated with it (P31: “Right off, I like this version
better than the side one ... You want to ask a question, then you want the answer down below. It’s just less confusing.”).

4.4 Study 4: Wayfinding AI preferred over baseline AI

Based on the qualitative studies, we developed AI 4a, a Wayfinding AI that provided answers to health questions as
well as context-seeking in separate columns (with answers always visible in an expanded state). We compared this
Wayfinding AI to a baseline AI (4b) in a quantitative study with US-based participants, who tested both models on their
own health questions.

Of the 130 participants, 59% were 50 years of age or younger and 44% identified as female. The participant sample
included various racial/ethnic groups (8% Asian, 10% Black or African American, 12% Hispanic, Latino or Spanish Origin,
72% White). Slightly more than half (61%) of participants had earned a Bachelor’s degree or a higher qualification. The
majority (73%) reported feeling extremely confident using mobile phone apps by themselves, and a smaller portion
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(61%) reported the same level of confidence filling out medical forms by themselves. Slightly less than half (43%) said
they used AI chatbots at least several times a week, and 15% reported never having used an AI chatbot before. A detailed
breakdown of participant characteristics is provided in Table S3.

When asked about their satisfaction with each app separately, participants reported higher satisfaction with the
Wayfinding AI on the dimensions of helpfulness, relevance of questions asked, tailoring of responses to the participants’
situations, understanding of user goals, and efficiency of getting an answer (Figure 3).

Wayfinding AI
Baseline AI

Fig. 3. Summary of satisfaction measures for Wayfinding AI and Baseline AI. Values reflect the percent of respondents who report
being somewhat or very satisfied with each agent. Error bars represent 95% confidence intervals determined by bootstrap. Asterisks
indicate significant difference by a Wilcoxon test, at p < 0.05, with Bonferroni correction for multiple comparisons.

When asked to explicitly compare the two AIs they tested, participants significantly preferred the Wayfinding AI
on the dimensions of helpfulness, relevance of the questions asked, degree of interactions tailored to the participant’s
situation, and goal understanding (Figure 4). Responses were neutral for ease of use, efficiency, help in achieving goal
and which AI the user would prefer for a future search.

A B

Fig. 4. Summary of side-by-side comparison between Wayfinding AI and Baseline AI. A, distributions of survey responses for each
preference question; B, Summary of preference distributions. Values reflect the arithmetic mean of Likert scale responses on a scale of
[-2, +2]; negative values indicate preference for Baseline AI, positive values indicate preference for Wayfinding AI. Error bars represent
95% confidence intervals determined by bootstrap.



12 Sayres et al.

4.4.1 Different conversation dynamics with the Wayfinding AI. We observed marked differences in the structure of
conversations between the two AIs in Study 4. The initial responses of Baseline AI rarely asked questions to users to
proactively gain context on the users’ concerns; and when it did it sometimes asked more open-ended questions. (E.g.,
when prompted for help with workout planning, it completed its response with "Let me know what you’re aiming
for, and we can build from there!") By comparison, the Wayfinding AI asked specific clarifying questions for 96% of
conversations (Table 3). For instance, a participant hoping to understand a recent test result was asked "Have you had
any recent infections, surgeries or injuries?" (Table S1).

Questions asked in first agent response Wayfinding AI Baseline AI

No questions 4.2% 90.1%
Open-ended question(s) 8.4% 1.8%
Clarifying question(s) 87.7% 8.0%

Table 3. Breakdown of first responses by each AI in Study 4 based on the type of questions it asked of users. The visualization for
question types for 13 turns are presented in Appendix Figure S3.

Compared to the Baseline AI, conversations with the Wayfinding AI tended to be longer (Mean 4.51 turns for
Wayfinding AI vs. 3.69 turns for Baseline AI; p = 0.025, paired T test). This difference was driven by substantially longer
conversations for COSI questions (p < 0.001), while non-COSI questions were not significantly different in length (p =
0.105; Table 4).

Number of
conversa-
tion turns,
Wayfinding
AI

Number of
conversa-
tion turns,
Baseline AI

N,
Wayfind-
ing AI

N,
Baseline AI

Difference in
conversation
length, p
(Paired T test)

All data 4.51 [3.99, 5.03] 3.69 [3.22, 4.15] 119 112 0.0252
Cause-of-symptom-
intent topic (COSI) 4.96 [4.32, 5.61] 3.29 [2.79, 3.78] 84 73 0.0009

Non-cause-of-symptom-
intent topic (Non-COSI) 3.43 [2.67, 4.19] 4.44 [3.52, 5.35] 35 39 0.1050

Table 4. Summary of conversation lengths, for all conversations, conversations with a cause-of-symptom intent (COSI), and con-
versations with a non-cause-of-symptom intent (Non-COSI). Metrics include the point estimate followed by the 95% confidence
interval determined by bootstrap. Note that N reflects the number of participants (out of 130 total) who opted to upload a copy of
their conversation after interacting with the Wayfinding AI and Baseline AI respectively. Conversation upload was an optional step in
the study flow.

We classified each user prompt across turns in their conversations (details in Appendix). The patterns of conversations
were sharply different betweenAIs (Figure 5).With theWayfinding AI, users engaged in amuch higher rate of responding
to AI responses with clarifying information (e.g. "I enjoy walking" when asked what type of activities the user enjoyed,
for the question of how often to work out; or "I have painful itching" when asked whether a rash has any symptoms.).
Conversely, when using Baseline AI, users were much more likely to elaborate, meaning they volunteered information
that was not directly in response to the AI response (e.g. "what sleep medications are non habit forming?" when asking
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about insomnia treatments and being provided a set of recommendations); and were relatively more likely to pivot to
different topics (e.g. "Can you reverse type 2 diabetes?" after initially asking "What is the prevnar vaccine? What does it
protect you from?") and/or end the conversation earlier.

Max 5 Turns

Fig. 5. Sankey flow diagrams illustrating distributions of user prompt types across conversations in Study 4. Top, summary of all
conversations with Baseline AI. Bottom, summary of all conversations with Wayfinding AI. Nodes indicate different user prompt
types. Thickness of lines connecting two nodes indicates relative proportion of conversations with the first prompt type followed
by the second prompt type. The first 5 turns are shown. The abbreviations describing each turn type are described in more detail
in the Appendix. Abbreviations: ANSWER_CQ: Answering clarifying questions asked by the AI; ELABORATION: Request for AI to
elaborate on an aspect of its response; REL_TOPIC: Related topic exploration; CLARIFY: user provides refinement or clarification
of their need without prompting; PIVOT: User pivots to a new topic; COMPARE: user asks AI to compare two entities related to
the question; NEXT_STEP: User asks about a task-related next step; VERIFY: User expresses uncertainty or seeks confirmation of
information provided. Details on how labels were applied to conversations are in the Appendix.
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5 Discussion

In this work, we provide qualitative and quantitative evidence across four studies demonstrating that people value AIs
that explicitly engage in context-seeking to better understand their health questions. Such “Wayfinding” AIs result in
longer conversations with more turns, that are preferred over conversations with standard AIs, and are perceived as
being more relevant to the person’s individual circumstances.

These findings suggest that design considerations in AI behavior and interface can dramatically impact the quality
of health information obtained. This also has implications for how AIs may be developed and assessed, and how this
technology may impact access to and quality of health information.

5.1 AI design can affect conversational dynamics

We show that design choices in AIs can result in significant user-perceived differences in the quality of conversations.
Developing an AI that proactively engages in context-seeking results in more relevant information being provided, which
is overall viewed by participants as more helpful and tailored to their goals and circumstances (Figure 4). Conversations
are also longer and more detailed (Table 4 and Figure 5).

Design choices include several aspects of AI interface and behavior, which may interact. AI response length can
often be long, and length is known to influence human judgments of answer quality [45, 47, 65, 72]. We saw in Study 2
that this length also interacts with context-seeking: Participants mostly ignored the clarifying questions the Wayfinding
AI from that study asked, in large part because of long responses that did not consistently place clarifying questions in
the same location. AIs that have been further trained to ask questions in a consistent format, and UI affordances to
highlight clarifying questions, can restore user engagement with context-seeking (as seen in Studies 3 and 4).

Proactive context-seeking results in behavior that is more in line with human experts, who when conversing with
laypeople on topics will often "zoom in" to better understand details [23] often with targeted clarifying questions
[8, 41, 42]. Conversational patterns between laypeople and either an LLM or a clinician presented as an LLM have been
shown to systematically differ in terms of how information is provided, and non-need related communication such
as empathy [42]. Further development of LLMs may aid in other conversational dynamics that human experts tend
to engage in, such as "zooming out" to understand wider goals and "reframing" when a layperson is operating on an
unsupported premise [23].

5.2 Measuring the value of context-seeking

Our work focuses on laypeople using AI to understand their own real-world health questions and sharing their
impressions of their experience. This approach is distinct from most current approaches for assessing AI performance
on health topics. Existing benchmarks focus primarily on closed-form question sets, such as those given to medical
students [53, 62]. Evaluations of model performance also assess how well they answer open-ended questions, including
questions commonly asked online [7, 56, 63]; but these have tended to focus on single-turn responses [26]. More recent
work has started exploring multi-turn evaluation, either by simulating interactive conversations [43] or providing
clinical review of responses for one turn in a conversation [1].

These automated approaches to measuring health information may overestimate the ability of models to help
users, by assuming they know what relevant context to share [5]. Work assessing context-seeking in LLMs found that
directly prompting LLMs to ask clarifying questions unexpectedly degraded performance [43], suggesting both that
the development of effective context-seeking is non-trivial, and that existing benchmarks may not fully assess the
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value of perceived relevance and tailoring to users. More broadly, most evaluation approaches rely on assessments of
interactions by human raters, by rubrics designed by human raters, or by automated evaluation methods. The extent to
which these approaches result in better alignment with the preferences of the people asking the questions (versus a
rater assessing the conversation after-the-fact) is unclear.

5.3 Limitations & Future Work

This work has some limitations. Our study focused on text-only AIs; many real-world health questions may be multi-
modal, involving images, audio, or video. The set of participants was also limited to the US and these findings may not
reflect sentiments from people outside the US. Participants conversed with AIs twice, as part of a study; this behavior
may not precisely match behavior if participants were using either AI when they first had their question. The AIs
tested here varied both in context-seeking behavior and in UI presentation (motivated by the findings of Studies 2 and
3 which suggested the UI may aid in context seeking by separating out clarifying questions). Our findings therefore
reflect the aggregate effects of both UI and model behavior. Future research will be needed to better understand the
separate contributions of UI and model behavior, and investigate context-seeking in a multi-modal context, and with a
broader sample of participants.

6 Conclusions

AI technology, in distilling a large knowledge corpus and tailoring it to individual users, may greatly broaden layperson
access to expertise. Within the health domain, this has the promise to expand access to high-quality medical information.
Yet it also poses many risks, including that people will be misinformed, overwhelmed, or confused. The value people
extract from this technology, and their ability to apply it to their own circumstances, will depend acutely on a range
of design considerations. There is an urgency in elucidating these principles, and applying it to develop accurate and
accessible tools. Our work contributes to this effort by demonstrating the impact of context-seeking on conversational
health AIs. By encouraging proactive collection of information, the pattern and quality of interactions with an AI can
vary significantly. The resulting conversations are viewed as more helpful, relevant, and tailored to each individual’s
circumstances. Future work is needed to understand how these different patterns of information-seeking may inform
decisions around seeking care, and ultimately whether they can promote better health outcomes.
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A Sample Chat History

Turn Speaker Conversation Context

1 User > Normal acceptable range of platelets

2 Response Hello! To help me understand your situation, I need to ask some questions. The more
information you provide, the better I can pinpoint the cause of your symptoms. I will also
provide my current best guess after each response, along with recommended next steps.
...
To help me understand why you’re asking about platelet ranges, could you tell me:

1. Have you had a recent blood test that showed your platelet count? If so, what was
the result?
2. Are you experiencing any symptoms that might be related to a low or high platelet count
(e.g., easy bruising, bleeding, fatigue)?
3. Do you have any known medical conditions or are you taking any medications that could
affect your platelet count?

User > Yes, platelet count was 642,000.

3 Response Okay, a platelet count of 642,000 is above the normal range. This is referred to as thrombocytosis.
Here are some possible causes, ranked by how well they might explain an isolated high platelet
count:
...
**Questions to improve my answer:**
1. **Have you had any recent infections, surgeries, or injuries?**
2. **Do you have any known inflammatory conditions (e.g., rheumatoid arthritis, inflammatory
bowel disease) or iron deficiency?**
3. **Are you experiencing any unusual bleeding or bruising, or any symptoms suggestive of
blood clots?**

User > No recent infections, surgeries, or injuries.

Continued on next page
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Table S1 – continued from previous page

Turn Speaker Conversation Context

4 Response Okay, that helps narrow things down. The absence of recent infections, surgeries, or injuries
makes reactive thrombocytosis less likely but doesn’t rule it out entirely... Given your elevated
platelet count of 642,000 and the absence of recent triggers, here’s an updated list of possible
causes:
...
**Questions to improve my answer:**
1. **Do you have any known inflammatory conditions (e.g., rheumatoid arthritis, inflammatory
bowel disease) or iron deficiency?**
2. **Are you experiencing any unusual bleeding or bruising, or any symptoms suggestive of
blood clots?**
3. **Have you had a complete blood count (CBC) done recently, or just the platelet count? If a
CBC was done, what were your red blood cell and white blood cell counts?**

User > No known inflammatory conditions.

5 Response Okay, that’s helpful. Knowing that you don’t have any *known* inflammatory conditions helps
to slightly decrease the likelihood of reactive thrombocytosis due to a diagnosed inflammatory
disorder...
...
**Questions to improve my answer:**
1. **Are you experiencing any unusual bleeding or bruising, or any symptoms suggestive of
blood clots?**
2. **Have you had a complete blood count (CBC) done recently, or just the platelet count? If a
CBC was done, what were your red blood cell and white blood cell counts?**
3. **Are you taking any medications or supplements (including over-the-counter)?**

User > Taking hydroxurea once a day.

6 Chatbot Okay, that’s a very important piece of information.
...
**Questions to improve my answer:**
1. **Have you been officially diagnosed with Essential Thrombocythemia (ET) or another
Myeloproliferative Neoplasm (MPN)?**
2. **When was your last appointment with your hematologist, and what did they say about
your platelet count at that time?**
3. **Are you experiencing any new or worsening symptoms since starting hydroxyurea?**

User > At my last appointment with my hematologist, platelet count was 425,000.

Continued on next page



Towards Better Health Conversations: The Benefits of Context-seeking 21

Table S1 – continued from previous page

Turn Speaker Conversation Context

7 Chatbot Okay, that’s helpful context. Knowing that your platelet count was 425,000 at your last hema-
tologist appointment, and is now 642,000, suggests a recent upward trend despite being on
hydroxyurea. This reinforces the need to investigate the cause of the increase.
...
**To provide more targeted information, it would be helpful to know:**
1. **Have you been officially diagnosed with Essential Thrombocythemia (ET) or another Myelo-
proliferative Neoplasm (MPN)?**
2. **Are you experiencing any new or worsening symptoms since starting hydroxyurea, or any
symptoms related to blood clots or bleeding?**
3. **When was your last appointment with your hematologist, besides the one where your
platelet count was 425,000? Was a complete blood count performed and were there any other
abnormal results?**

User > My platelet count was 642,000, now it’s gone down to 425,000.
Table S1. Sample Multi-turn Chat History (P10). This example demonstrates an interaction with a deferred-answer prototype. The
blue highlighting indicates the AI’s question that the user’s answer directly corresponds to.

B Supplemental Methods

B.1 Agents used throughout the study

Across the 4 studies in this paper, we tested a range of conversational agents that were iteratively updated in terms of
both model behavior and user interface. The full set of variants we tested is described in Table S2. For the first study,
we also include an illustration of the different conversational dynamics between the Immediate response behavior used
by Agent A1 (as well as all other agents in later studies) and the Delayed-answer behavior used by Agent A2.
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AI Brief description AI Details Study ExaminingAI

1a Context-seeking + Immediate answer

Initial model prompted to aid cause-of-
symptom-intent (COSI) questions. Pro-
vides set of matching conditions fol-
lowed by clarifying questions

Study 1 (qualitative)

1b Context-seeking + Delayed answer

Variant of AI, with system prompt to
only ask clarifying questions for at least
4 (but no more than 10) turns, in order
to make the set of matching conditions
as relevant as possibly

Study 1 (qualitative)

2a Generalized context-seeking
Refined version of A1, provides initial
answer but tuned to address both COSI
and NCOSI questions

Study 2 (qualitative)

2b Baseline model for 2a
Base model for Wayfinding AI 2a, with-
out any additional tuning or system
prompts to engage in context-seeking

Study 2 (qualitative)

3a Wayfinding AI candidate, 1-column

Refined version of 2a, with clarifying
questions consistently formatted at end
of each prompt and presented under-
neath user prompts in a single column

Study 3 (qualitative)

3b Wayfinding AI candidate, 2-column

Refined version of 2a, in a 2 column
format: clarifying questions underneath
user prompts in left column, answers in
right column. Answers are initially col-
lapsed and can be expanded by users
selecting expandable chips in left col-
umn.

Study 3 (qualitative)

4a Wayfinding AI candidate

Refined version of 3b, using a 2-column
format but where answers are expanded
by default and always immediately visi-
ble

Study 4 (quantitative)

4b Baseline model for 4a
Baseline model for Wayfinding AI 4a,
without any additional tuning or system
prompts to engage in context-seeking

Study 4 (quantitative)

Table S2. Summary of different AI versions tested in this study.
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User: Woman horizontal line on abdomen

Assistant Response: Hello! To help me understand your situation, I 
need to ask some questions. The more information you provide, 
the better I can pinpoint the cause of your symptoms. I will also 
provide my current best guess after each response, along with 
recommended next steps.

Best-matching Possible Causes So Far:

1. Linea Alba/Nigra: This is a common condition where a 
vertical line appears on the abdomen. During pregnancy, it 
darkens due to hormonal changes and is then called linea 
nigra.

2. Surgical Scar: A horizontal line could be the result of a 
previous abdominal surgery.

3. Stretch Marks (Striae): These can appear as horizontal 
lines, often due to rapid changes in skin tension, such as 
during pregnancy or weight fluctuations.

Urgent Medical Attention: None of the information suggests an 
immediate need for urgent medical attention. However, if the line is 
accompanied by severe pain, swelling, or other concerning 
symptoms, seek medical care promptly.

Questions to Improve My Answer:

1. Can you describe the line in more detail? Is it raised, 
discolored, indented, or flat?

2. Are you pregnant or have you recently been pregnant?
3. Do you have any other symptoms, such as pain, itching, or 

skin changes in the area around the line?

User: I recently gave birth to my second child; she's about 6 
months old now. I've had some pain in my lower back lately.

Assistant Response: Okay, that information is helpful! Knowing 
that you recently gave birth and are experiencing lower back pain 
helps narrow down the possibilities.

🤖

🤖
User: My eyes are watery watching TV in the dark.

Assistant Response: Okay, I understand. Watery 
eyes while watching TV in the dark can be caused 
by a few different things. To help me narrow down 
the possibilities, could you tell me, do your eyes 
feel dry, gritty, or irritated in addition to being 
watery?

User: They feel kind of gritty.

Assistant Response: Thanks. Do you notice this 
grittiness and watering happening at other times, 
or is it mostly when you're watching TV in the dark?

User: Mostly just then. I do a lot of reading, and it 
doesn't feel so bad. Maybe a little dry.

Assistant Response: Okay. When you're watching 
TV in the dark, do you find yourself blinking less 
often than usual?

User: I guess I hadn't noticed, sorry!

Assistant Response: No problem at all! Do you 
wear contact lenses?

User: No

Assistant Response: Okay, thanks. Here are some 
possible causes for your watery, gritty eyes when 
watching TV in the dark:

Dry Eye Syndrome:

○ Explanation: Dry eye occurs when your eyes 
don't produce enough tears or the tears are of 
poor quality…

🤖

🤖

🤖

🤖

🤖

A. Immediate-Answer Prototype B. Deferred-Answer Prototype

Fig. S1. Illustration of differences in agent behavior tested in Study 1. Left, AI 1a provided immediate answers to responses, with
context-seeking clarifying questions at the bottom of each response. Right, AI 1b deferred answers for 4 or more conversation turns,
instead only asking clarifying questions. During this section of the session, the researcher engaged in a remote moderated usability
session with the participant, understanding whether the two behaviors met or differed from their expectations for a conversational AI.
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B.2 Conversation classification

We used a large language model (Gemini 2.5 Pro) to classify conversations, as well as individual conversational turns.

B.2.1 Cause-of-symptom intent classification. For identifying cause-of-symptom-intent from non-cause-of-symptom-
intent, we used the following prompt:

You are an expert health assistant.

Your task is to analyze a conversation between a User and an AI Assistant,

and determine if it reflects an intent related to discovering the cause of

somebody's health symptoms (either the user or someone else).

The conversation will be provided below. User's comments are provided after

the string "USER:", and the Assistant's replies are after the string

"ASSISTANT:". Sometimes, the Assistant response will include markup like

"(RIGHT)", "(LEFT)", or "(CHIP)"; this reflects formatting of the answer

in an interface. Ignore it for determining the intent of the conversation.

Return 'COSI' if the conversation has cause of symptom intent, and 'NCOSI' if

it does not. If the intent can not be reasonably determined, return 'Unsure'.

Do not return any response other than 'COSI', 'NCOSI', or 'Unsure'.

CONVERSATION:

B.2.2 User turn type classification. For classifying conversation turn types, we used the following prompt:

You are an expert in analyzing conversational user behavior. You will be provided with a

user's previous turn query, assistant's response and the user's subsequent response if the

user responded. Your task is to classify the user's response to the assistant's previous

turn in a multi-turn conversation. Categorize the user response into **one and only one** of

the following categories:

1. RESPONSE_WITH_INFO - User responds with information solicited by the assistant.

* Signals: Responding with facts that were asked by the assistant.

* Examples: "my height is 5ft", "no I do not currently take any medications", "this

has been happening for the last 6 months"

2. REJECTION - User indicates the response is incorrect, irrelevant, misleading, or

fundamentally flawed. Includes direct disagreement, challenges to facts, and statements of

misinformation.

* Signals: "That's wrong," "This is incorrect," "You're lying," "I don't agree,"

"That's not what I asked," challenges with evidence, skeptical questions implying

disbelief if the intent is clearly rejection.
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* Examples: "That's not the right answer." "This is incorrect, it was 1945 not 1946."

"You're confusing two different things." "Are you sure that's correct? Because I found

X."

3.VERIFICATION_VALIDATION - User expresses uncertainty or seeks confirmation of the

information provided, **without asserting it's wrong**. Asks for evidence, justification, or

source information to **assess reliability**. This category applies when the user is unsure

and seeks to confirm rather than directly disagreeing.

* Signals: "Are you sure?", "How do you know?", "Can you provide a source?", "What's

the basis for that?" **without directly contradicting the assistant**.

* Examples: "Are you sure about that number? Can you show me where you got that

from?", "Where did you get that information?", "What makes that source reliable? Is it

peer-reviewed?"

4. REFINEMENT_CLARIFICATION - User provides more details to clarify the original query,

narrow the scope, or add constraints to improve relevance. The focus is on making the

assistant's subsequent response *more useful*, not questioning its validity.

* Signals: Adding keywords, specifying criteria, excluding terms, defining terms.

* Examples: "I meant Windows 8 **on a tablet**." "Exclude results from Wikipedia."

"What about vegan options?"

5. ELABORATION - User requests more detail on a specific aspect of the response that the

assistant already provided. The user isn't questioning the response itself, just wanting

more information *on the topics already introduced*. This also includes cases when the user

wants to see a different viewpoint or consider another factor, alternative solutions **to

the problem or situation that the assistant has addressed**.

* Signals: "Tell me more about...", "Explain X in more detail," "Give me an example

of...", "What are the benefits/drawbacks **of what you just said**?"

* Examples: "Explain how that works **that you just mentioned**." "Can you give me

some real-world examples **of this approach**?" "What are the specific advantages of

this approach **you're describing**?"

6. RELATED_TOPIC_EXPLORATION - User asks about related but not directly implied topics,

seeking a broader understanding **that goes beyond the original scope AND beyond the details

already offered by the assistant**. This is a "tangential but related" question.

* Signals: Questions about related concepts, tangential connections, and similar ideas

**not already discussed**.

* Examples: (After travel planning) "What are some good bars nearby **the hotel you

recommended**?" (After discussing a historical event) "What were the social consequences

of that **war you just discussed**?"
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7. COMPARATIVE - User wants a comparison between different options **presented in the

response**. *This only applies if the assistant has already offered multiple options*.

* Signals: How does X compare to Y?, Pros and cons, which is better for me, compare

and contrast.

* Examples: "What are the pros and cons of **each of those options**?", "How does

option A compare to option B? **You mentioned both**", "Which one is better for X

purpose? **You gave me 3 options**"

8. TASK_ORIENTED_FOLLOWUP - User asks for assistance with a task that logically follows from

the initial response. This is about getting the assistant to *do something* based on the

information it provided, rather than just asking questions.

* Signals: Requests for automation, generation, translation, coding examples, shopping

lists, etc.

* Examples: (After finding a recipe) "Can you create a shopping list **for that

recipe**?" (After finding information on a software library) "Can you show me a code

example **using that library**?"

9. PIVOT - User abruptly changes the topic to something unrelated to the previous discussion.

* Signals: Introducing a completely new subject with no obvious connection to the

prior conversation.

* Examples: (After discussing travel) "By the way, do you know anything about quantum

physics?"

10. CONVERSATION_CLOSURE - User signals the end of the conversation, with no need for

followup

* Signals: Signaling end of conversation by saying thank you, or stop or related

phrases.

* Examples: "thank you!", "thanks", "ty", "that answered my question", "that's all",

etc.

11. NO_RESPONSE - the user did not respond to the assistant's message.

**Instructions:**

1. You are given a previous turn user query, assistant response, and next turn user

response (None if the user did not respond/speak).

2. Determine the type of the next turn user response based on the categories above. Note

that the categories include cases where the user responded with statements, as well as cases

where the user responded with a question or questions. Based on the type of response,

determine the best category.
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3. If the user did not respond, output NO_RESPONSE

4. Explain your reasoning in one or two sentences, justifying why you chose a specific

category. This should refer to the definitions provided.

5. Choose only one category that best describes the user response behavior to the assistant.

Output your response in the format:

Reason: {{reason}}

ResponseType: {{user response type}}

**Input:**

B.2.3 AI question-type classification. For classifying AI responses as containing clarifying questions, open-ended
questions, or no questions, we used the following prompt:

You are an expert conversation analyst. Your task is to classify the assistant's

response provided below.

# ASSISTANT RESPONSE

{assistant_response}

# TASK

Analyze the "ASSISTANT RESPONSE" above. Choose ONLY ONE of the following categories that best describes the

Assistant's Response:

- 'Clarifying Question': The assistant asked for more detail.

- 'Open-ended Question': The assistant asked a broad, engaging question.

- 'No Question': The assistant did not ask a follow-up question.

Your output must be ONLY the category name (e.g., 'Clarifying Question').

C Supplemental Results
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Breakdown # of Participants Percent (%)

Age Range
21 to 30 19 14.62
31 to 40 23 17.69
41 to 50 35 26.92
51 to 60 34 26.15
61 to 70 7 5.38
71 or over 1 0.77
n/a 11 8.46
Gender
Man 73 56.15
Woman 57 43.85
Racial or ethnic groups
Asian 11 8.46
Black or African American 13 10.00
Hispanic, Latino or Spanish Origin 16 12.31
White 93 71.54
Completed highest degree
Less than a high school degree 1 0.77
High school diploma or the equivalent (for example: GED) 12 9.23
Some college credit, no degree 31 23.85
Associates degree (for example: AA, AS) 7 5.38
Bachelor’s degree (for example: BA, BS) 50 38.46
Master’s degree (for example: MA, MS, MEng, MEd, MSW, MBA) 24 18.46
Doctorate degree (for example: PhD, EdD) 5 3.85
Confidence in filling out medical forms by myself (without ask-
ing for help from someone else)
Extremely confident 79 60.77
Very confident 29 22.31
Moderately confident 16 12.31
Slightly confident 6 4.62
Confidence in using mobile phone apps by myself (without ask-
ing for help from someone else)
Extremely confident 95 73.08
Very confident 21 16.15
Moderately confident 10 7.69
Slightly confident 3 2.31
Not at all confident 1 0.77
Frequency in using AI chatbots (e.g. ChatGPT, Claude, Gemini)
Most days 24 18.46
Several times a week 32 24.62
Several times a month 24 18.46
Several times a year 31 23.85
Never. I have never used an AI chatbot or don’t know what it is. 19 14.62
Total 130 100

Table S3. Participant metadata summary for Study 4.
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Fig. S2. Comparisons of each turn’s word counts between Wayfinding AI and Baseline AI.

Fig. S3. Rates of AI responses containing Clarifying questions (left), No questions (center), and Open-ended questions (right) over
conversational turns, for the Baseline AI (orange) and Wayfinding AI (blue).
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