Chapter 2
Green’s Functions at Zero Temperature

Men say that the Bodhisat Himself drew it with grains of rice
upon dust, to teach His disciples the cause of things. Many ages
have crystallised it into a most wonderful convention crowded
with hundreds of little figures whose every line carries a
meaning.

Rudyard Kipling. “Kim.”

Abstract Green’s functions as a tool for probing the response of a many-body system
to an external perturbation. Similarity and difference from a one-particle propagator.
Statistical ensembles. Definition of Green’s functions at zero temperature. Analytical
properties of Green’s functions and their relation to quasiparticles. Perturbation the-
ory and diagram techniques for Green’s functions at zero temperature. "Dressing"
of particles and interactions: Polarization operator and self energy. Many-particle
Green’s functions.

2.1 Green’s Function of The Many-Body System: Definition
and Properties

2.1.1 Definition of Green’s Functions of the Many-Body System

When we discussed one-particle states in the second quantization representation,
from the formally mathematical point of view any complete set of functions depen-
dent on the coordinates (spin, etc.) of one particle would work. But from the point of
view of physics it is not so: the set must be chosen in a “physically reasonable way.”
That is, since we virtually never can solve our equations exactly and not always can
provide an “epsilon-delta” -style estimate of the approximations involved, the initial
setup must be as close as possible to the solution that we are striving to reach.
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54 2 Green’s Functions at Zero Temperature

For the one-particle state this means that it should be relatively stable, thus possess-
ing some measurable characteristics and giving us a palatable zero-order approxima-
tion: the one of independent quasiparticles. (We have discussed this at some length
in Chap. 1. Here we are going to elaborate that qualitative discussion and see how it
fits the general formalism of perturbation theory developed so far.)

We have seen that the field operator satisfies the “Schrodinger equation”

0
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Here £ and V are operators of kinetic energy and external potential; U describes
instantaneous particle—particle interactions, and so on. Evidently, if the basic set of
one-particle functions is chosen correctly, the leading term in this equation will be
the one-particle one; i.e.,
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This is a mathematical demonstration of the fact that we have a system of weakly
interacting objects—‘‘quasiparticles”—which can be approximately described by
(2.2). Since the deviations from this description are small, the lifetimes of these
objects are large enough to measure their characteristics in some way, and so they
are reasonably well defined. And as often as not they are drastically different from
the properties of free particles, already due to the presence of the V-term in the above
equation. Let us consider this point in more detail.

For example, when we investigate the properties of electrons in a metal, the rea-
sonable first approximation is to take into account the periodic potential of the crystal
lattice, neglecting for a while both electron—electron interactions and “freezing” the
ions at their equilibrium positions. Even in this crude approximation the properties
of these “quasielectrons” are very different from those of a QED electron, with its
mass of 9.109 x10728 g and electric charge of —4.803 x 10~'%esu. Its mass is
now, generally, anisotropic and may be significantly less or more; its charge may
become positive; its momentum is no longer conserved due to the celebrated Umk-
lapp processes; and there can exist several different species of electrons in our system!
(See Fig.2.1.)

On the other hand, when we are interested in the properties of the crystal lattice
of the very metal, we quantize the motion of the ions, and come to the concept of
phonons. These are quasiparticles, if there are any, because outside the lattice phonons
simply don’t exist, while inside it they thrive. They even interact with electrons and
each other—through terms like the third one in (2.1).

Of course, our ultimate goal is to take into account these other terms as well. Then
we will have some other objects, governed by an equation like (2.2) without any
extra interaction—and they will be the actual quasiparticles in our system.
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Fig. 2.1 Quasiparticles in the Fermi system

There is no contradiction here. In Chap. 1 we have seen how interactions “dress”
a bare particle, making of it a quasiparticle; here we see it being made in two steps.
The first step (a right choice of the basic set of one-particle states) is made without
addressing any perturbation theory, usually based on symmetry considerations (or
common physical sense), as when translation symmetry of the crystal lattice forces
us to describe otherwise free electrons in terms of Bloch functions instead of simple
plane waves, and we use the concept of phonons as a more adequate description of
low-energy dynamics of the ions. Once chosen, this set of states (“basic quasipar-
ticles,” if you wish) plays the very same role as the states of free particles in the
absence of an external potential, and these two sets of states have a lot in common.
For example, they live infinitely long (because by definition they have definite energy,
E¢;j = E;¢;. If—as is the case in most books—we are dealing with a “liquid” of
interacting fermions on a uniform background, the most natural choice of “basic
quasiparticles” is real particles.

Therefore, later on we will call them simply “particles”, while reserving the term
“quasiparticles” (or “elementary excitations”) par excellence for the ones “dressed”
due to interactions with other particles. (The assumption that the description of
the Fermi liquid can be based on the picture of a weakly interacting gas of such
quasifermions was in the foundation of Landau’s phenomenological theory.)


http://dx.doi.org/10.1007/978-3-319-07049-0_1
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Fig. 2.2 Fermi surface and Fermi sphere

Now we can turn to the building of such a theory in the many-body case. We will
begin with the case of single-component normal, uniform, and homogeneous Fermi
and Bose system (the above-mentioned textbook case) at zero temperature.

This is the simplest possible and practically important case, since it does not
involve superfluid (superconducting) condensate. (The discussion of the latter we
postpone until Chap. 4.) In the Fermi case it applies to nonsuperconducting metals
and semiconductors—if we forget for a while about the subtleties of band structures.
Alkali metals are especially good examples (Fig.2.2).

In the Bose case the example seems purely academic (since bosons must undergo
Bose condensation at zero) until we recall that there is at least one practically impor-
tant system of bosons that don’t condense: phonons! (This is because the number of
phonons is not conserved, but this is not important when we use the grand potential
formalism.)

In Chap. 1 we introduced the one-particle propagator

K, t;x',t) = (x|8(t, t’)|x’) = (xt|x’t’)

as a transmission amplitude of a particle between points (x’, ¢') and (x, 7). A
straightforward generalization of the former expression is a matrix element of the
N-particle S-operator (CDIS (t, tH|d' ) Unfortunately, it is useless, since it a involves
transmission amplitude involving N A~ 10?3 particles. On the other hand, the one-
particle propagator in the latter form suggests that we could look at two states with
a single particle excited,
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|, f)state = T/)T(x, t)|state);
Ix, )state = wT(x/’ t')|state)

(here the Heisenberg field operator ¢)' (x, 1) creates a particle at a given point), and
introduce Green’s function as their overlap:

Green’s function ~ (state|t)(x, 1)’ (x', ')|state).

Of course, we must average over the states of the many-body system on which our
field operators act, in order to get rid of all other nonmacroscopic variables except
the two coordinates and moments of time between which the quasiparticle travels.
Such an averaging of an operator .4 (both quantum and statistical) is achieved by
taking its trace with the statistical operator (density matrix) of the system, 9,

(A) = tr(0A). (2.3)

Now, the above formula indeed looks like a propagator, describing a process when
we add to our system of N identical fermions one extra particle, let it propagate
from (x/, ') to (x, 1), and then take it away. It is a good probe of particle-particle
interactions in the system. The other option would be first to take away the particle,
look at how the resulting hole propagates, and then fill it, restoring the particle
(Fig.2.3).

Then the one-particle causal Green’s function, describing both processes, can be
defined by the expression

Goo (X, 1;X, 1)
= =i (Ya(x. UL )00 —1) Fi (0] K. Yax 0)OG —1)
—i <T ba(x, DY), (X, t’)>. (2.4)

Here we write spin indices explicitly. They can take two values (e.g., up and down)
for fermions (and only one for phonons).!

Averaging defined by (2.3) is a linear operation. Using this property, we can apply
the time differentiation operator, 9/0t, to T 1, (X, t)wl/ (x/, 1), and average it to
obtain

11t can be shown that no matter what the spin of real fermions, the (basic) quasiparticles will have
spin 1/2 (though there will be several types of quasiparticles); see [4], §1).
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Fig. 2.3 Causal Green’s function: the physical sense

ih%Gaﬁ(xl, 115 X2, 12) (2.5)
=Ex1)Gag(X1, 115 X2, 1) + VX1, 11)Gap(X1, 11;X2, 12)

~i [ U, x{Te o, s, mvat. ke, m)+

+ hd(x; —x2)d(t; — ). (2.6)

We see that the many-body Green’s function defined above is not a Green’s func-
tion in the mathematical sense. It is a solution to differential Eq.(2.6). This is not
a closed equation for Green’s function, since it contains averages of four and more
field operators (two-particle, three-particle, etc. Green’s functions). Thus (2.6) is only
the first equation in the quantum analogue to the well known infinite BBGKY chain
(Bogoliubov—Born—-Green—Kirkwood—Yvon) in classical statistical mechanics. The
latter consists of interlinked equations of motion for classical n-particle distribution
functions (see e.g. in Chap. 3, [2]).

As in the classical case, breaking this chain leads to a nonlinear differential
equation for Green’s function, as distinct from the linear Eq.(1.25), which governs
the one-particle propagator K (x, t; x’, t').

The averaging procedure in equilibrium can be performed most conveniently
using either the canonical or grand canonical ensemble. Mathematically, the two
reflect different choices of independent variables: (7, V, N: temperature, volume,
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Fig. 2.4 Ensemble averaging. a Canonical ensemble; b grand canonical ensemble

number of particles) versus ( 7, V, u; temperature, volume, chemical potential).
The physical difference is that in the former case the system can exchange only
energy with its surroundings (thermostat), while in the latter the particles can leave
and enter the system as well (Fig.2.4), the average number of particles being fixed
by the chemical potential, x, as the temperature fixes the average kinetic energy of
the particles in both cases.

The statistical operators are of Gibbs form,

ocp = MM, 2.7)

or )
dGcE = P, (2.8)

Here 3 = 1/T (we put kg = 1 to simplify the notation); F = —(1/0) x In
tre M is the free energy; H' = H — N, N is the particle number operator; and
the grand potential @ = —(1/3)In tre M — _py. (The Lagrange term —u/N
evidently commutes with the rest of the Hamiltonian.) We can therefore introduce
Heisenberg and interaction representations using H’ instead of H and come to the
same results, with the only difference being in corresponding eigenvalues of the
Hamiltonian.

In the thermodynamic limit both approaches are equivalent. The situation may
change when the size of the system under consideration becomes small enough, so
that the fluctuations of the particle number cannot be ignored, and the two ensembles
describe physically different systems (such as an isolated conducting grain vs. one
connected to massive conductors by leads). At present, we will not deal with such a
situation. Since the grand canonical ensemble is easier to work with, we will use it,
and—to simplify notation—will henceforth omit primes in H’ and put i = 1.
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The Hamiltonian now has the complete set of eigenstates |n) with eigenvalues
E|, = E, — uN,, where N, is the number of particles in state |n). The average of
a time-ordered product of two field operators in Heisenberg representation can now
be written as

(Toanvi @)
= tr( TPy (1))
= > (1”0 m) (m | Tap (010" (1) |n) (m|m) ™ (n]m) ™!

n,m

- zeﬁﬂ—mEn—ﬂNﬂ<n|Tw<n)w*(r2)|n><n|n>‘1

—Z TIEZIND (0| T (00)2) T (82) ) ()~ /Z SOEEND - (2.9)

(We have used the standard trick of inserting the complete set of states, and allow
for the possibility that they are not normalized to unity.)
At zero temperature (3 — 00) we are left with

(OIT%(Xl tl)wﬂ(XL 1)10)
(010)

Guop(X1, 13 X2, ) = (2.10)

Here |0) is the exact ground state of the system in Heisenberg representation: it
is time independent and includes all interaction effects.

In a homogeneous and isotropic system in a stationary state, Green’s function can
depend only on differences of coordinates and times:

G(x{)’(xl, X2, ) = G(yﬁ(xl —Xp, 11 — ). (2.11)

If, moreover, the system is not magnetically ordered and is not placed in and
external magnetic field, then spin dependence in (2.11) reduces to a unit matrix:

Gap = 645G, (2.12)

where G = % tr G,p (otherwise there would be a special direction in space, the
axis of spin quantization).

2.1.1.1 Unperturbed Green’s Functions

It is straightforward now to calculate the unperturbed Green’s functions, starting
from the definition. For the fermions,

1
GOx, 1) = ?<Tz/J(x, N0, 0)>0. (2.13)
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Expanding the field operators in the basis of plane waves, (x, 1) = ——

N
>k age®> (=1 and taking into account that at zero temperature in equilibrium

the average (azakr)o = Ok k' F(ek) = Ok w0(1 — ex), we find that
1 _
GUx, 1) = — D [0 = 0(u— e)) = (=00 — @) O (2.14)
k

The Fourier transform of this expression yields, finally,

1

w— (ep — p) +i0sgn(ep — 1)
1
= - . (2.15)
w— (ep — p) +i0sgnw

G'p, w) =

The infinitesimal term in the denominator indicates in what half-plane of complex
frequency the corresponding integrals will converge, exactly like what we had earlier
for the retarded propagator. (For example, the integral fooo dte'“" due to the first term
in (2.14) converges if Jw — 0 4 .) The difference is that here we have the causal
Green’s function, which contains both 6(¢) and 0(—t).

You are welcome to calculate the expression for the unperturbed phonon Green’s
function, defined as

D(x, t:X, t') = —i(0|Tp(x, H)p(x, )]0, (2.16)

where the phonon field operator is
1 wi | 1/2 i (kx—wy?) T —i(kX—wi!)
px, 1= —= > (Z5) 7 {rel a0 4 ple wl, 2.17)
JV 2
k

and b, b are the usual Bose operators. (Since the phonon field is ultimately a
quantized sound wave, it should be Hermitian to yield in the classical limit a classical
observable, the medium displacement.) You will see that
2
w
DOk, w) = 5 k

— K 2.18
w? — wi 40 @19

The unperturbed Green’s function is the Green’s function in the mathematical
sense. For the fermions, e.g., it satisfies a linear equation,

0
(iha_t] - 5(X1)) Ggﬁ(xl, 115 X2, 1) = 6(X1 — X2)0(t1 — 12). (2.19)

Symbolically this can be written as
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(GH~'(MHG%1,2) =11, 2),

where the operator (G%~1(1) in coordinate spaceis (10/0t; —£(Vy,)), inmomentum
space (w — £(k)).

The derivation of the corresponding equation for D%(1, 2) is suggested as one of
the problems to this chapter.

2.1.2 Analytic Properties of Green’s Functions

When dealing with one-particle problems, we observed that some important proper-
ties of propagators could be obtained from general physical considerations, indepen-
dently of the details of the system. This can be done in the many-body case as well.
Specifically, we will derive the Killen-Lehmann representation for Green’s func-
tions in momentum space (as a function of (p, w)), which determines the analytic
properties of Green’s function in complex w plane and leads to physically significant
consequences.

Our only assumption here will be that our system is in a stationary and homoge-
neous state, or is space and time invariant. This means that (1) the full Hamiltonian
‘H is time independent and (2) the momentum operator P commutes with H (then
the total momentum is by definition conserved); here

P=> / X! (%) (=i V) (%). (2.20)

It can be easily seen that for the simultaneous commutator,

[wa(X, 1), P] = —l'v%x(X, t) (221)

for both Fermi and Bose field operators. (It is enough to substitute the definition of
‘P and use the canonical (anti)commutation relations.) Equation (2.21) is reminiscent
of the Heisenberg equations of motion for a field operator (1.84), and they together

imply

Yo (x, 1) = e HPxTHDy (I(PX=HD), (2.22)
Yo = 10(0, 0).

In a more formal language, the Hamiltonian and the operator of total momentum are
generators of temporal and spatial shifts respectively.

We can substitute the above expression into Green’s function, (2.4), and then
insert the unity operator constructed of the full set of common eigenstates of the two
commuting operators H, P,
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wherever it seems reasonable. The following calculations are tedious but straight-
forward.

OIT ., v (', 1910) = 6 — 1) D (Ol D) sl 1)]0)
FOW —0) D 0T lshslitr, 0]0)

— o(t _ t’) Z(O|ei(HZ_,PX)1/J€_i(H1_,PX)|S)(S|ei(H[ —Px )’l/)TE_i(Ht —Px )|0>
s
F0( — 1) Z(O|ei(Ht’—Px’)wTe—i(’Ht’—’Px’)\s)(slei(Ht—Px)we—i(’Ht—Px)|0>

N

— o(t _ t/) zei(Eo—p,No)t<O|w|s)e—l'((Es—y,NS)t—PSx)
s

% ei((Es—HNx)f/—Px,) (s W)T |0>e—i(E0—HN0)f/
FOGd —1) Z ei(EO*NNO)I’ (O|w”f|S>e*i((Es*/iNs)l’*Prx')
N

x ot ((Es —uNg)t—Px) (s| 77ZJ|0)e—i(15‘?0—uN0)t )

The momentum of the state |0) is zero. The energy exponents here contain some
subtlety. Since the field operators create or annihilate particles one at a time, in the
first part of the expression, which contains (0[¢|s)(s|¥T]0) = [(0]¢]s) |2 states |s)
must contain one particle more than the state [0), say Ny = No+1 = N + 1
(otherwise the annihilation operator has nothing to annihilate). On the other hand,
in the second half of the expression, with (0|17 |s)(s|1|0) = |(s]t/|0)|? the states
|s) contain N — 1 particles. Since, generally, the eigenvalues of the Hamiltonian
depend on the number of particles both via the —uN term and directly, we have in
the exponents (showing explicitly the dependence of eigenenergies on the particle
number)

expli (Eo(N) — uN)t —i((Es(N 4+ 1) — p(N + 1))t — Psx)]
x expli (Es(N + 1) — (N + 1)t" — Px') —i(Eo(N) — pN)t']
= expli[(Eo(N) — Es(N + 1) + w)(t — ") + Py(x — xD]I;
expli (Eo(N) — uN)t" — i((Es(N — 1) — u(N — 1))t" — Pyx")]
x expli(Eg(N — 1) — p(N — 1))t — Px) —i(Eo(N) — pN)t]
= expli[(Eg(N) — Es(N — 1) = )" — 1) + Ps(x" — 0)]1.

As expected, everything depends on the differences of coordinates and times.
Denote the excitation energies by
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e = Eq(N + 1) — Eo(N) > 13 (2.23)

S

e = Eg(N) — Eg(N — 1) < pu. (2.24)
Evidently, the former gives the energy change when a particle is added to the state
|s); the latter, when the particle is removed from the state |s). (You can check the
above inequalities, if you recall that at zero temperature for the ground-state energy
(a thermodynamic observable!) (OEg/IN) = (0D/ION), (P is thermodynamical
potential) and that by definition (0®/0N) = p.) For the phonons, ;1 = 0.

Now we can sweep all the details of the system under the carpet by introducing

1
As = H (00~ [Z] |(0l¢bals) 1 (2.25)

(e}

1
By = H (00)~"! [Z] [(s]¢a |0} (2.26)

«

(The operations in the brackets are reserved for the spin degrees of freedom, «.)
Those are some functions of index s only. Therefore, we can easily take the Fourier
transform of Green’s function, using the above results, and finally get the Kdllén—
Lehmann’s representation:

w—e§+)+u+i0 w—ef)—i—u—i()

N

In this expression, delta functions of momenta arise from the exponential factors
exp[iPsx]; they indicate the values of momenta, corresponding to single-particle
excitations (note that the second term in (2.27) clearly indicates the holes, with
momenta —P; and energies eﬁ_)). The frequency denominators contain the infin-
itesimal +i0, due to the presence of theta functions of time in the initial expres-
sion, exactly as when we calculated the unperturbed Green’s functions. Of course,
our present result is consistent with expressions (2.15, 2.18). Mathematically, the
Killén—Lehmann representation tells us that Green’s function of a finite system is a
meromorphic function of the complex variable wj all its singularities are simple poles.
Each pole corresponds to a definite excitation energy, e§i), and definite momentum
of the system, £P;. The poles are infinitesimally shifted into the upper half-plane of
w when w > 0, and into the lower one when w < 0. Thus the causal Green’s function
is not analytic in either half-plane.

In the thermodynamic limit (N, V — oo, N/V = const) it is more convenient
to use a different form of (2.27):

o0

G(p,w)z/di( palw) | pe) ) (2.28)

T \WwW—-—w—1i0 W —w+i0

—00
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where
pa(p. ) = —72m)° D AS(p — PO)SW — P + p; (2.29)
N

p(p, ) = Fr2m) D Bd(p+ P)IW — 7 + ). (2.30)

Indeed, in this limit we can no longer resolve the individual levels e§i). The den-
sities pa,p(p, w') become continuous functions, zero at negative (resp. positive)
frequencies on the real axis; the latter becomes a branch cut in the complex w plane.

The real and imaginary parts of Green’s function (for real frequencies) can be
easily obtained from (2.27), using the Weierstrass (or Sokhotsky—Weierstrass) for-
mula

1
x 10

Pl irs),. 231)
X

Here P means the principal value. This is to be understood as a generalized function;
that is, the above formula strictly speaking makes sense only under the integral, with
an integrable function F'(x):

=P / dx

/dxF(x)

The principal value integral P [ dx F(x)/x is defined as lim,_,o [fff dxF(x)/x+

:F iTF(0).

/. SAdxF(x)/ x]. The other term arises from the integration over an infinitesimal semi-
circle around the pole at x = 0. This formula is easy to prove using the technique of
residues in the complex analysis.

Using this recipe, we find

RG(p, w) = (27r)3 p( A0®—Py) | Bo®+P) ). (2.32)
P —ePtu w—e

(+)
3G, w) = @] T2 AP = Poiw — [T >0, 53
+> B P +P)Sw— € 4+ p), w<0.
‘We thus obtain an important relation:
sgn3IG(p, w) = —sgn w for Fermi systems;
sgn3IG(p, w) = —1 for Bose systems. (2.34)

The difference reflects the fact that there is no Fermi surface in Bose systems (and
thus “particles” and “holes” are the same).



66 2 Green’s Functions at Zero Temperature
The asymptotic behavior of G (w) as w — o0 is very simple:
Gw) ~1/w. (2.35)

To prove it, note that in this limit we can neglect all other terms in the denominators
of (2.27), so that

1
Gp, w) ~ —(2m* > (AP — Py) & Byd(p + Py)).

The sum can be evaluated by performing an inverse Fourier transform and making
use of the canonical (anti)commutation relation between field operators in coordinate
space:

@m)* > (As5(p — Py) £ Byo(p + Py))

N

=> / d*x —x) ( Aol PPOG=X) 4 Bsei(p+PS)(xfx/))
N

=2 / @ (x—x) [% Z} {10120 @15) 26 =PI

£(s]¢a(0)]0) |2ei(p+Ps)(X—x/)}

= /d3(x —x) |:% Z] PXX)

x (0[tha(r, YL, 1) £ YL, DY (r, 1)]0)
=1.

Poles of Green’s Function and Quasiparticle Excitations

It is easy to see from the Killén—-Lehmann representation that in the thermodynamic
limit only those poles of G(w) survive as distinct poles (and do not merge into the
branch cut along the real axis) that correspond to the situation when all energy and
momentum of the excited system can be ascribed to one object, a quasiparticle, with
a definite dispersion law (i.e., energy-momentum correspondence). Otherwise, for
any given energy there is a whole set of corresponding momenta, and the pole will be
eliminated by the integration over them. Thus the quasiparticle dispersion law w(p)
is defined by the equation

1

- =0 (2.36)
Gp,w—p)
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2.1.3 Retarded and Advanced Green’s Functions

We will define two more Green’s functions: retarded and advanced ones, GR and
GA.

GRyxi, 5%, 1)
= i (a (a1, 00, 2) £ Wj00, L, )00 -0 237
Gls(x1, tii %2, 1)

= +i (o (a1, 00, 2) £ Wj00, D, 1))00 — ). (238)

The definition is chosen in such a way as to guarantee that (1) the retarded (advanced)
Green’s function is zero for all negative (positive) time differences ¢ — ¢/, and (2) at
t = ' both have a (—id(x — x’)) discontinuity, exactly as does the causal Green’s
function. The latter statement is easy to check by taking its time derivative and using
the canonical relation

. 0 ’ . Toor L /
lim =GR (1 =) = Fi 0] [a(x. 005K )] 100 &3 = 1)

t—t'

= —if(x —x).

Again, in the uniform and stationary case, GS/SA)(XD f1;x2, 1) = GRA(x; —
X2, 11 —12)0qg. Unperturbed retarded and advanced Green’s functions, for example,
can be easily found by direct calculation:

1
GORAM, W) = :
(P. «) w— (ep — ) £i0
2
DOR,A(k w) — % ! — ! = “k .
’ 2 \w—wkEi0 wH+wgxil wz—w§+i05gnw

(2.39)

The Killén—Lehmann representation for GX-4 can be obtained in the same way
as for the causal Green’s function. The result is as follows:

. W)Z(ZW)3Z( AS-P) . Bo(p+Py) ); .40

(+)
s

w—¢ ' +pu+i0 w—eﬁ_)—i—,u—i—io
A0(p—P Bgo P
GA(p. w) = 2m)* > S(g) D g S(S’Jr s) . (241
T \w—¢€ +pu—i0 w—e " +p—i0

Taking real and imaginary parts of these expressions, we see that on the real axis



68 2 Green’s Functions at Zero Temperature

RGA(p, w) = RGA(p, w) = RG(p, w);
IGR(p,w) = IG(p, w); w > 0;
S3GA(p,w) = IG(p, w); w < 0; (2.42)

GRyp.) =[G4, ]

On the other hand, the retarded (advanced) Green’s function is clearly analytic in the
upper (lower) w-half-plane. This means that they are analytic continuations of the
causal Green’s function from the rays w > O(w < 0) respectively. Their asymptotic
behavior is, of course, the same as that of the causal Green’s function:

GRAW) ~ 1w, |w| — .

In the thermodynamic limit, as in (2.28), we can write

@]

dw' p*4(p, ')
GRAp, w) = / L 2.43
. ) T W —wti0 243)
—0oQ
with spectral density
pRAP, W) = —7@r) D (AP — PO)IW — )+ p) (2.44)

\y

+ Bo(p + P — ) + ).

Evidently, . / . /
pr(p, w) = -G (p, w). (2.45)

From formula (2.44) itis clear that p® (p, w’) is proportional to the probability density
of an elementary excitation with momentum p having energy w. In the non-interacting
case, e.g., —3IGOR = m0(w — (ep — 1)), because in the absence of interactions,
quasiparticles would indeed coincide with “basic” particles, with dispersion law €.

2.1.3.1 Quasiparticle Excitations and Retarded and Advanced Green’s
Functions

We can now visualize the concept of a quasiparticle excitation and its relation to
the existence of isolated poles of G(p, w). Suppose that there is such a pole at
w=Q—il', I' > 0. (This corresponds to a particle added in the state p.) To see the
evolution of the excitation created by the operator aIT,, calculate Green’s function in
the (p, t)-representation:
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Fig. 2.5 Contour integrations 45,
in the complex frequency
plane. The poles of G (w) are
marked by crosses, those of
GA(w) by circles o
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G(p. 1) = / —e G (p, w).
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—0oQ

For negative ¢ the integration contour can be closed in the upper half-plane, and
since there are no singularities there, the integral is zero. For positive ¢ the contour
closes in the lower half-plane and will contain the pole. We cannot, though, simply
calculate the residue, since the causal Green’s function is not analytic in the lower
half-plane. We must then replace it by its analytic continuations, G®4. In order to
do this, we close the integration contour as shown in Fig.2.5. For iw < 0 we can
replace G(p, w) by GA(p, w), and for fw > 0 by GR(p, w). Now, the Cauchy
theorem of complex analysis tells us that the integral we are interested in can be
written as follows:

do do .
Gp, 1) = — / %f“‘ﬂcf‘(p, w) — / ﬁe*wc’?(p,w).

1" "
Ci+C, Ci+Cy+Cr

Watson’s lemma, together with the 1/w asymptotics of Green’s functions, ensures
that the integrals over infinitely remote quarter circles C| and C}, are zero. Therefore,
we are left with two terms: the contribution from the pole, and the integral along the
negative imaginary axis:

0

. dw
G(p, 1) = —iZe 1Tt 4 / —2we—m [GA(p, w) — GR(p, w)], (2.46)
Iy

—ioo

where Z is the residue of G®(w) in the pole. The first term describes a free quasi-
particle with finite lifetime ~ 1/I". The contribution from the integral is small, if
only Qt > 1, I't <« 1. (This means that the decay rate must be small enough,
I' « Q.) Indeed, invoking the Killén-Lehmann representation, we see that
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/ L [6p, ) - G p. )]

—ioo 271'
/0 dw _;., A A
~ —e —
_ico 2T w—€p+p—ill  w—¢e,+p+ill

0 dw e*iwt
= —2iFA/ — 5 5
—ico 2T (W —€p+ )=+ T
~ —TA '™ & Zemi% Tt
mt (pu— 6/))2

ifT < (e, —p) = Q

2.1.3.2 Kramers-Kronig Relations

From the Killén—-Lehmann representation for the retarded and advanced Green’s
functions (2.40, 2.41) follows a beautiful (and important) relation between the real
and imaginary parts of those functions of real frequencies: the Kramers—Kronig
relation

RGRA(p, w) = £P

o0
d /ANGR,A , /
/ dw 3G (p. W) (2.47)

s w—w
—0Q

(This can be established directly by taking the imaginary and real parts of (2.40, 2.41).
It can be shown that the reason why this relation holds is the causality, that is, the
property of advanced and retarded Green’s functions of zime to be zero for t > (<)t’.
The proof (which is quite straightforward) is like our calculation of the Fourier trans-
form of the propagator in Chap. 1, where we established for the first time that the poles
of K (w) must be infinitesimally displaced from the real axis in order to provide for
the 6(t)-like behavior of K (¢). Then, knowing that GR A (W) isan analytic function
in the corresponding half-plane, we can calculate the integral f > do “GZA—(E”/)
along the real axis, using the Cauchy theorem, and come to the above relations. In
mathematics this relation is known as the Plemelj theorem [6].

2.1.4 Green’s Function and Observables

The way of expressing observables (average values of quantum-mechanical opera-
tors) in terms of Green’s function (once the latter is known) directly follows from its
definition. (Since it contains only an average of two field operators, it is clear that
only one-particle operators can be treated this way.)

For example, the particle density in the system (meaning real or “basic” particles)
is by definition


http://dx.doi.org/10.1007/978-3-319-07049-0_1

2.1 Green’s Function of The Many-Body System: Definition and Properties 71

n(r) =D (L)) = Fi D Gaalr, 1 —0;1,0). (2.48)

«

So, for a uniform system of spinful fermions we have
n=—==-2iGr=0,1t=-0)=23G@x =0, t =—-0). (2.49)

The relation between density and Green’s function allows us, in turn, to express
the thermodynamic properties of the system at 7 = 0 through its Green’s function.
Indeed, the grand potential of the system satisfies (see, e.g., [4])

d2=—8dT — Ndyu = —Ndpu

at T = 0 (since the entropy S(0) = 0). This equation can thus be integrated (remem-
bering that Q(u = 0) = 0):

”w

2= [ duno,

0

where we can substitute the expression for N (p) from (2.48) or (2.49) (where Green’s
function is explicitly u-dependent; see Problem 2.1).

A slightly more sophisticated example is presented by current, which in agreement
with Sect. 1.4 is expressed through the field operators as

i) = % g«vw;‘;(r))wa (r) — ! (1) (Vi (1))

We can express the current through Green’s function, using a “hair splitting” trick
that allows us to separate the differentiation over two coinciding coordinates:

. ie . s
i = ; Jim (Ver = Ve) (0] (1) (1)
ie . . .
= > ;tgrgo Iim (Ve = Vi) (FiGao (', 157, 0). (2.50)

2.2 Perturbation Theory: Feynman Diagrams

The beautiful formulae of complex analysis and the physical insight we have achieved
so far unfortunately do not provide more specific information about Green’s functions
of a realistic system—the one with interactions. On this level of generalization all
Fermi systems look the same, and all Bose systems look the same (which is, of course,
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Fig. 2.6 Different ways of drawing Feynman diagrams

true, but not sufficient). On the other hand, we cannot look into the differences due
to interactions, because, e.g., we have no way of determining the matrix elements of
field operators in the Kéllén-Lehmann representation.

As always, we have to apply perturbation theory. The great achievement by Feyn-
man was to build the perturbation theory formalism, in which the whole pertur-
bation expansion, including its most cumbersome expressions, is reduced to a set
of sometimes spectacular and always physically understandable graphs—Feynman
diagrams.

As in medieval paintings, there is a strict set of rules for both drawing and reading
those images (determined by the Hamiltonian of the system). This makes diagram
techniques a highly symbolic form of art. (Of course, there are differences between
various schools and books, as in Fig.2.6.)

When calculating the Green’s function of a system with interactions, we meet the
usual obstacle of not knowing the wave function (state) of the system over which the
average is to be taken. We don’t know the ground state, |0). We don’t know excited
states. Moreover, any approximation we are going to make will be virtually orthogo-
nal to the proper many-particle state. Luckily, the approximate matrix elements (like
Grren’s function) can be quite accurate. The seeming paradox is just a reflection of
the fact that while the wave function involves all N particle states, Green’s function
deals with only two one-particle states (initial and final). As Thouless has noted
[7], if the one-particle state is approximated with a small mistake «, the projection
of the corresponding many-particle state on the exact state will be of the order of
(1 —a)VN ~ e N 5 0as N — oo for my finite . On the other hand, the
average of a one-particle operator (like Green’s function) will contain only a small
mistake o !



2.2 Perturbation Theory: Feynman Diagrams 73

Two conclusions can be drawn. (1) Green’s functions provide a physically sensible
method of approaching the many-body problem. (Something we could guess after a
short glance cast at library shelves filled with numerous folios on the subject, to which
we dare add a book of our own.) (2) The results are to be expressed in terms of averages
over the unperturbed state of the system, rather than corrections to many-body wave
functions. (In usual quantum mechanics both would be equivalent—because it is a
one-body theory.)

2.2.1 Derivation of Feynman Rules. Wick’s and Cancellation
Theorems

In order to fulfill our program, let us turn to the interaction representation. We have
seen before that this is a natural way to deal with perturbation theory. To avoid unnec-
essary subscripts, here we denote the field operators in the interaction representation
by uppercase Greek letters. The connection between them and Heisenberg operators
is given by

V(x, 1) = U OvsUE) = UT e TN (x, 1)eTOU().

Inserting this into the definition of Green’s function, we obtain

. . -1
Gou (X, 1%, ') = —i [<0|uT(r)e—lHO’e’HO’U(z)w)]
x [ e MMk, DSy @ WK e U000 1)

U (1) O] &, S (', D x, DeTOU)[0)0 —t)}.
(2.51)

Later on we suppress the (/) subscript in the S-matrix as well; we use it only in the
interaction representation anyway; that is,

t
—i [, dW(1)
S, t)=Te ,t>t.

Here |0) is a Heisenberg ground-state vector. Then ¢! 70072/ (¢)|0) = T 10(1))) g =
|0(¢))y, i.e., the ground-state vector in interaction representation, and

0(t))r =S, 1)10G") 11" > 1") = S, —00)|0(=00))1, (2.52)

because we can take the moment ¢” to minus infinity.
We can repeat this argumentation for (011" (r)e =" to get eventually
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T U10) = S, —00)[0(—00))1; (2.53)
U e " = (0(c0)|;S (00, 1). (2.54)

Now we introduce a very important adiabatic hypothesis. First, let us assume that
the perturbation was absent very long ago and was turned on in an infinitely slow
way, say W(t < t1) = Wexp(a(t — t1)), o — 0+. It will be turned off in some
very distant future, say W(t > 1) = Wexp(—a(t — 1)), o — 0+. Here [#1, 1]
is the time interval within which we investigate our system (and we don’t care what
happens later or previously: aprés mois le déluge).

Of course, physically it is rather easy to turn on and off the external potential, while
we don’t have such a free hand when the perturbation is due to particle—particle
interaction. But nothing a priori prohibits such a property of the perturbation term
in the Hamiltonian, and finally we take & = 0 anyway. (A mathematically inclined
reader may recognize that we are actually going to use so-called Abel regularization
of conditionally convergent integrals, which appear a little later.)

Now, since at minus infinity there is no perturbation, we can write instead of
|0(—00)); the unperturbed ground state vector |®g) (which is time independent,
because i0|Pg(t — —00))/0t = Wexp(a(t — t1))|Po(t — —o0)) — 0). It is
convenient to choose a normalized state, (®g|Pgy) = 0.

Now, it seems natural to think that since we had an unperturbed ground state at
minus infinity, when there was no interaction, we should have the same state at plus
infinity, when there will be no interaction. This is not true, though: it is known from
usual quantum mechanics that the adiabatically slow perturbation can actually switch
the system to a different state with the same energy. Our good luck is that the ground
state of a quantum-mechanical system is always non-degenerate, and it is the ground
state averages that we deal with! Therefore, the only difference between the states
at minus and plus infinity may be a phase factor: |0(4+00)); = (exp(iL))|®Pg), and
this factor anyway cancels from the numerator and denominator of (2.51)).

Thus we have derived the key formula

_ (P0|TS (00, —00) Wa (x, NW], (', 1) o)
a {®o]S(00, —00)|P0)

iGao(x, t;x', 1) (2.55)

(we rearranged the terms under the sign of time ordering to gather all the parts of the
S-operator into S(co, —00) = 7 exp{—i ffooo dtW(t)}. This formula is the basis

for the perturbation theory: we have only to expand the exponent and obtain the
series like the one we obtained for the one-particle propagator, containing terms

(@I TWINW(12) - - - Wltw)Wa(x, DU, (x', 1)|®p).
The difference is that (1) we need the matrix elements not between the coordinate

(momentum) eigenstates, but between unperturbed ground state vectors of a many-
body system, and (2) now we have the denominator (®|S (0o, —00)|Pg).



2.2 Perturbation Theory: Feynman Diagrams 75
2.2.1.1 Wick’s Theorem

This is the theorem of quantum field theory, because it makes all the formalism
tick. After the exponent in the S-operator is expanded, we must calculate the matrix
elements of the sort (Og|7 ¢1¢2 - - - P |Do). Here ¢y, ¢2, ..., ¢ are (Fermi or
Bose) field operators in interaction representation, and it is Wick’s theorem that
allows us to do this.

For the sake of clarity, from now on we denote the set of variables (x, ¢, «) by a
single number or capital letter. For example:

Wolx, 1) ~ Wx;
Wy (x1, 1) ~ Wp;

Za:/d3x/dtw/dX;
;/d&l/dnw/dl.

Wick’s theorem states that
The time-ordered product of field operators in interaction representation equals
to the sum of their normal products with all possible contractions:

To102 - PnPmt1Pmt2 - On =1 P12+ - PP 1Pms2 -+ Pn
—_—
+:0102 P Pmt1 P2 Pu
—_—— ——
+:0102 PP 1 P2 Pn

to 0102 O Dl P2 P
———
(2.56)

Now some definitions.

The normal ordering of field operators, : ¢1¢s ... ¢, :, means that all “destruc-
tion” operators stay to the right of the “construction” ones. We label “destruction”
those operators that give zero when acting on the unperturbed ground state (vacuum
state); and the “construction” operators are their conjugates. In the Fermi case, e.g.,
the vacuum is the filled Fermi sphere, and therefore “destruction” operators are anni-
hilation operators ap with p > pr, and creation operators ag with p < pr. We can,
if we wish, explicitly split the Fermionic field operator in two corresponding parts,

) D
X +¢X

1 . 1 ot
=y 2 Tt g 2 Py

pP>PF P<pF

'
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The bosonic (e.g., phonon) field is already presented in this form,

- +
ox = oy + 9%

e 2(3) e 3 (3)

Since both time ordering and normal ordering are distributive, we can deal with
the (4) and (—) parts separately, and therefore all the intermediate manipulations
can be on the field operators 1,  themselves.

By definition, the normal product of any set of the field operators A, B, C, ...
has zero ground-state average,

1/2 .
bieikx—wdn) (2 58)

(ol : ABC ---: |Pg) = 0. (2.59)

—
The contraction, or pairing, of two operators, ¢, ¢,, is the difference between
their time- and normally ordered products

——

O bn =T Ombn—: Gmn : . (2.60)

If both operators here are of the same sort (both creation or both annihilation), the
contraction is identically zero. Indeed, then the normal ordering does not affect their
product, and

———

P12 = 0(t1 — 0)P192 F O0(t2 — 11) P21 — D192
= (0(t1 — ) + 0(t2 — 1)) d192 — P12
=0.

On the other hand, a contraction of conjugate field operators is a number: taking into

account that the operators are in interaction representation and their time dependence
is trivial, we see that, for example,

—_—— ) )
qﬂ'd)z — ZZ (elEkl] Qb;) (eflququq)
k 4
= > > e BB (01 — )66 F 012 — 1) 0] — 016y
k 4

= D> BT [0 — 1) + 001 — 1)Bdg — 6]6q + 012 — 1)k |
k 4

and all the operator terms cancel. This is an important fact, that the contraction of
Fermi/Bose field operators is a usual number, because then we can write
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—— ——
D12 = (Dol P12 | Do)
= (Do|T p12|Po) — (Dol : P12 1 |Po)
= (|7 ¢1¢2| Do) = iG*(12). (2.61)

Contraction of Fermi/Bose operators is actually an unperturbed Green’s function,
which we know how to find! Look how lucky we are: if the commutation relations for
our field operators contained an operator instead of a delta function (as they do for spin
operators), we would have no use for Wick’s theorem when calculating the averages of
many-operator products. This is why there is no really handy diagrammatic approach
to the corresponding problems.

But with bosons and fermions we can use the theorem to deal with the average
(®Polp(1) -+ - p(N)|D,). Note that we can extract all the contractions from under
the symbol of normal ordering. (We have only to commute the paired operators
with their neighbors in order to bring them together, and then simply calculate the
contraction (a number) and take it outside. This operation will give us at most a factor
of (—=1)%, the parity of the permutation of Fermi operators that we did on our way.)
Therefore only the contribution due to the sum of all possible fully contracted terms
survives (the other terms contain some normally ordered operators and thus have
zero vacuum average): evidently, only terms with an even number of operators can
be fully contracted. This sum is actually a sum of products of unperturbed Green’s
functions, corresponding to all possible ways of picking pairs of conjugate field
operators from the general crowd, taken with corresponding parity factors. Each of
these terms cm be presented by a distinctive Feynman diagram, of which the rules
for drawing, reading, and calculating we are going to establish.

But before doing so, let us check that Wick’s theorem is plausible. (The proof
involves some tiresome algebra and can be found, e.g., in [2].) Following [4], we
will make instead a simpler argument valid not for the operators themselves, but for
their matrix elements (a so-called weak statement), and only in the thermodynamic
limit. On the other hand, it is valid for averages over an arbitrary state of the system,
not only its ground state.

The argument goes as follows. Write an Another example: average in Fourier com-
ponents (X|gz51¢>2 X)) = Q12 Z Q172 > ko . etkixi—iEin yikoxa—iEaty |
(Xlck, cry -+ 1X). Qs the volume of the system. In this expression there must
be an even number of operators: N /2 creation operators and N /2 annihilation oper-
ators, with the same values of k (otherwise the matrix element is zero). There can be
no more than N /2 different values of k. If indeed they are all different, we have, e.g.,

QN2 z Z etk =D Er(n—1) <X|ck+10k1 |X)
ki k2

x (Xleh e |X) - (XIef, ek 1 X) (=D

(we could here insert | X) (X | instead of the complete expression for the unit operator,
ZS |s)(s|, because the rest of it does not contribute anything.) The above expression
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Fig. 2.7 The art of physics

is actually the fully contracted term of Wick’s theorem. In the thermodynamic limit,
Q2 — o0, it stays finite, because every power of 2 in the normalization term is com-
pensated by the summation over k (both are proportional to the number of particles
in the system).

On the other hand, there are other terms in the expression for (X|p1¢2 - - - | X),
but they contain N/2 — 1, N/2 — 2, etc. different values of k, and thus independent
summations. Because of that, some powers of volume in the denominator will not be
canceled by summations, and all these terms vanish, which concludes our reasoning
(Fig.2.7).

Now the path is straightforward. (1) Expand the time-ordered exponent in the
expression for Green’s function; (2) Take all averages over the ground state, using
Wick’s theorem, thus factoring all terms in products of unperturbed Green’s func-
tions (with appropriate integrations); (3) Represent these terms by graphs—Feynman
diagrams. After the correspondence between those graphs and the analytic terms in
the expansion series is established, it is much simpler to work with the diagrams,
which give much clearer understanding of the structure of the expressions involved.

The rules of drawing and reading Feynman diagrams in some detail, of course,
depend on the interaction. What is even worse, they depend on tastes and preferences
of the author whose book or chapter you are reading (Fig.2.6); there are at least three
popular schools. Here we will take one of those approaches, where time flows from
right to left and so it is also from right to left that the lines symbolizing Green’s



2.2 Perturbation Theory: Feynman Diagrams 79

functions are drawn. This has at least the advantage, that the order of letters labeling
the diagram is the same as that in the analytic formulas, where later moments stand
to the left.

For illustration, we derive the rules for the simple case of scalar electron—electron
interaction, which by definition involves only one sort of particles (electrons) inter-
acting via instantaneous spin-independent potential:

1
W(t) =§ZZ/d3x1/d3xz\ll:Ll(x1, N}, (x2, HU (X1 — X2)

ap o)

X \Ilaz(xzv t)\y(l](xls t)
For convenience we introduce
U(l-2)=U(x] —x2)0(t1 — 12);

and now we will integrate over space and time coordinates indiscriminately, and the
whole set (x, f, o) (« is spin index) is written down as X.

Expanding the exponent in the general expression for iG (X, X') up to the first
order in interactions and substituting out scalar electron—electron interaction, we find

iG(XX" (2.62)
(@o|Wx W Do) + (—)3 [d1 [ d2U (1 — 2)(Po| TW] W Wr Wy Wy W, | Do)
L+ (—5) ) [d1 [d201 = 2)(@|TW] W] Wy |®y)

~
~

This was step one. In step two, the average of the six operators in the numerator
and that of the four operators in the denominator must be evaluated using Wick’s
theorem.

The expression (®g|7 \I/lT \IJ; o Wy \IJ;, |®p) can be fully contracted in six

—_———
different ways. For example, (®g|7 \IJ; \I';\IJQ U Uy \P;, | D) = no(l)nO(Z)iG0
——

(X, X'). Here n%(1) = (‘lllT\Ill)o is simply unperturbed electronic density in the
system. As you see, in this term the “probe™ particle (traveling from X’ to X) is
decoupled—disconnected—from the rest of the system, that is, does not interact
with it.

Another example:

(Do TW] WIww, W, |0 = —iG0(1,2)iG°2, DiG(X, X')
—_——

also produces a disconnected term, with minus sign, because in order to put together
the field operators to form corresponding pairings we had to change the places of an
odd number of Fermi operators.
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Fig. 2.8 Green’s function to first order in scalar e—e interaction

Still another choice gives us at last a connected term, where the probe particle
interacts with the system:

z—A“— —_———
(@0l TW] Wi W, W0, W], | W) =iGO(X, 2)iG°2, DiG’(1, X').
—_—

All this is rather boring, but if we mark all the elements of the above expression—
points where interaction occurs, unperturbed Green’s functions, etc.—as suggested
in Table 2.1, we can draw Green’s function to first order in interaction as shown
in Fig. 2.8. The resulting diagrams are like the ones we obtained earlier for the
one-particle propagator. Once again, the probe particle interacts with the particles
in the system, and propagates freely between those acts of scattering. But now the
“background” particles interact with each other, and this is expressed in the structure
of the graphs, which is now far richer.

You see that the first two terms in the numerator are indeed disconnected; they
literally fall apart. On the other hand, the remaining four terms are connected, and
they show that the probe particle is scattered (that is, interacts) with the other panicles
in the system.

By definition, the connected diagrams are the ones that do not contain parts dis-
connected from the external ends, that is, the coordinates of the “external” particle
(in our case, external ends are X, X’). Only the external ends of the diagram carry
significant coordinates (spins, etc.), the ones that actually appear as the arguments of
the exact Green’s function that we wish to calculate. All the rest are dummy labels,
because there will be integrations (summations) over them. Of course, it does not
matter how we denote a dummy variable, and all the diagrams that differ only by the
mute labels are the same.

Here we see that connected terms contain integrations over the dummy variables
1 and 2. Therefore, of four connected terms there are only two that are different, and
we can get rid of the factor one half before them.
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Expanding the denominator, we find that
OO O
(@o| S(—00, 00) |Pg) = .

Within the same accuracy, we can factor the numerator (neglecting the higher-
order terms in the interaction), and see that the denominator actually cancels the
disconnected terms from the numerator!

This observation is actually a strict mathematical statement, and since the proof
is very simple and general, let us prove.

N |-

2.2.1.2 Cancellation Theorem

All disconnected diagrams appearing in the perturbation series for the Green’s func-
tion exactly cancel from its numerator and denominator. Therefore Green’s function
is expressed as a sum over all connected diagrams.

No need to specify the interaction term, VV. Let us consider the vth order term in
the numerator of Green’s function:

ZZémﬂ,y(—i)’”*";("—) / diy - i (D0 TW(i1) - - Wi)

n!
=0 m—0 min! o
X W(X)WT(X)|®0)connected
o0
y / i1 -+ A1 (B T Wit 1) - - Wit )| Bo)-
—00

In this expression each term is explicitly presented as a product of a connected part
(of mth order) and a disconnected part (of nth order), m and n, adding up to v. We
included here a combinatorial factor (#,!1!), which is the number of ways to distribute
v interaction operators VV(¢;) in these two groups (connected and disconnected),
consisting of m and n operators respectively. (Since interaction terms contain an
even number of Fermi operators, no sign change occurs from such a redistribution.)

This factor combines with the % (from the exponential series) and leaves us with
11 ’

mlnl*
Summation v from 0 to oo simply eliminates the -symbol, and we have for a

product of two series, of which the second, due to disconnected diagrams, is, after
trivial relabeling of the integration variables,
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Fig. 2.9 Example of 2
topologically equivalent ¢ 4 2
diagrams / Y / N

Table 2.1 Feynman rules for scalar electron-electron interaction

X X
—_—— iIGIXX)=iGow X, t;X,1) Causal Green’s function
X . X iGOXX)=iG'(x =X, 1t — ") Unperturbed causal
Green’s function

1 2 .
o--9 —iU(1 —=2)=—iU(x] —x2)0(t1 — ) X d(t; —t2) Interaction potential
iy

no(l) = (<1>0|\L'I\P1 |®|0) Unperturbed electron

density
The integration over all intermediate coordinates and times and summation over mute spin indices
is implied

dty ... dty (=) (Do|TW(t1) ... W(t,)| Do)

\8

>

" n=0

—00
o0
= (®g|Te™" / dtW(t)| @),
—00

that is, the denominator of the expression for Green’s function! This contribution
cancels, which proves the theorem.

We see as well that in any connected term of mth order there will be exactly
m! identical contributions due to rearrangements of 71, ..., in (|7 W(t) - - -
W ()W (X)W (X)| Do) connected. This cancels the % factors and allows us to deal
only with topologically different graphs. An example (Fig.2.9): these two second
order diagrams are the same diagram, because they differ only by labels of the
interaction lines, 12 <> 34. Returning to our specific form of the interaction, we will
see that in our case there is also a 27" factor associated with diagram, due to the one
half in the two-particle interaction term. This factor also cancels, this time because
we don’t distinguish between the ends of the interaction line, 1 &~ — — — —e2 being
the same as 2 e— — — — —e1. (As we said, only the labels of external ends matter.
The rest are just dummy integration variables!) Then we finally come to
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2.2.1.3 General Rules

1. Draw all topologically distinct connected Feynman diagrams,

2. Decode them according to Table 2.1,

3. Multiply every diagram by (—1)%, where F is the number of closed loops with
more than one vertex, consisting of fermionic lines. (“Bubbles” (n%) do not count
here.)

The origin of rule 3 is self-evident. When a fermionic loop is formed, we have
to contract the Fermi operators like this: 1(1)t) (2)1)(2)1(3) - - - 9(N)a)T(1). Since
in any Hamiltonian we have an arrangement T (1)1)(1) etc., this means that the
operator )7 (1) must have been dragged to the rightmost place through all the rest of
the operators, that is, through an odd number of Fermi operators: its own conjugate,
and no matter how many 1)+ pairs. This yields the overall minus sign and explains
the rule. The bubbles don’t count, because such a bubble corresponds to a 174} pair,
and no rearrangement is necessary.

If we now perform a Fourier transformation to the momentum representation, we
will see that the same rules apply, but the decoding table is somewhat different (here
we denote by P the set (p, w)), see Table2.2. The energy and momentum conserva-
tion law in each vertex (which reduces the number of integrations in each vertex by
one) has a simple origin. In coordinate representation, an intermediate integration in
avertex ¥ = (y, ty) involves the expression fd4YG0(.. —VGOY —.)UY —.).
(We take into account that the unperturbed Green’s function and interaction potential
are spatially uniform.) Rewriting this in Fourier components, we obtain

d*K d4K1 d4K2
em* ) @m* ) @2m*

/d4yeiK(~-—Y)+iK1(Y—--)+iK2(Y—~)
x GUK)GY (KU (K»).

The integral over Y can be taken immediately; it is a simple exponential integral
yielding delta functions:

/d4YeiY(7K+K]+iK2) — /dtye*ily(*erwlfwz) / d3yel'y(7k+k|+k2)
=Q2m)*(—w + wi — w)d(—k + ki + ky).

Thus the energy (frequency) and momentum (wave vector) are conserved in each
vertex. The physical reason for this is clear: each vertex of the diagram describes a
scattering process. The Hamiltonian of our problem (which describes such scattering)
is spatially uniform and time independent, which in agreement with general principles
yields momentum and energy conservation.

Besides scalar electron—electron interaction, another important interaction in
solid-state systems is electron—phonon interaction. We will not derive here the corre-
sponding Hamiltonian in terms of electron and phonon field operators: this is rather
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Table 2.2 Feynman rules for scalar electron—electron interaction (momentum representation)

P
——— iG(P)=iGuy (p,w) Causal Green’s function
_ R iGY(P)=iGp, w)daw Unperturbed causal

Green’s function
.—90 —iU(Q)=—-iU(q) Fourier transform of the

interaction potential

O n0 (1) Unperturbed electron

density

The integration over all intermediate momenta and frequencies (d P/ (2m)*) and summation over
dummy spin indices is implied, taking into account energy (frequency)/momentum conservation in
every vertex

a subject for a course in solid state physics. It is enough for us to note that the
electron—phonon interaction is described by terms in the Hamiltonian proportional
to T (X)(X)d(X) (this expression is Hermitian, since the phonon operator ¢ (as
we defined it) is real). It is clear then that only even-order terms in electron—phonon
interaction enter the perturbation expansion, because otherwise there will be unpaired
phonon operators, giving zero vacuum average. In the even-order terms, phonon oper-
ators pair to form unperturbed phonon Green’s functions (propagators) D%(k, w).
The definition of the vertex and of the phonon propagator depends on convention;
we give here for your convenience the rules used in two basic monographs on the
subject. The following discussion will not actually depend on such details, but each
time you perform or follow specific calculations, it pays to check all the conventions
beforehand.

2.2.2 Operations with Diagrams. Self Energy. Dyson’s Equation

One of reasons why Green’s function are so widely used is that the corresponding
diagrams have a very convenient property: The value of any Feynman diagram for
Green’ s function can be found as the composition of expressions corresponding to
its parts, independently of the structure of the diagram as a whole.

This means that any part of the diagram (subdiagram) can be calculated separately
once and for all and then inserted into an arbitrary diagram containing such a part.
(This is not so, e.g., in the case of diagram expansion for the grand potential.)

What does this mean? Let us look at two different diagrams shown in Fig.2.10,
of second and sixth order respectively. The expressions for them are easily written,
and we underline the terms that correspond to the marked parts of the diagrams:
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Fig. 2.10 Two diagrams

Table 2.3 Feynman rules for electron-phonon interaction (momentum representation)
K

NN iD(K)=iD(k,w) Exact phonon propagator
[1]
42

mf'fjw iDYK)=iDk,w) =i ﬁ%“o Unperturbed phonon propagator
p+k k

P)’\N —ig Electron-phonon coupling constant
(3]
N\/"S/\f\f‘ iDYK)=iDk,w) =i w23:§k+i 5 Unperturbed phonon propagator
p+k

Pwk —i| M| Electron-phonon matrix element

/ d1d2d3d4[iGY(X1)(—1)iG°(23)i G°(32)

x iGY(14)iG(AX")(—iU(12))(—iU (34))];

/ d1d2d3d4d5d6d7d8d9d10d11d12[i G (X 1)(—1)iG°(23)iG°(32)

x iGY(54)iG°(46)i G (65)(—1)i G (97)i G°(78)i G°(89)

x (—=1)iG%(1, 10)iG°(10, 11)iG°(11, 12)iG°(12, X')

x (—iU(12)(—iU(34)(—iU(57))(—iU (6, 10))(—iU (8, 11))
(—iU(9, 12))].

The final expression is simply constructed of elementary blocks like

A
= —iG°(23)iG°(32).

This is very different from the diagrammatic series for the grand potential, €2,
where a factor 1/n in each nth-order diagram prohibits such partial summation of
diagram series (Table.2.3).

The idea of this summation is simple and mathematically shaky. Suppose we

have a diagram, for example, — <—&—<—e—<—. In the infinite series for Green’s
. . . . . . (’ . - ) \‘\ - /, ‘ B \\
function there is an infinite subset of diagrams like ~*~*~—*~*=, )

sé=é=&s~s-2< ., which include all possible corrections to the inner line. Due to



86 2 Green’s Functions at Zero Temperature

t
| s N / \
|

'|E® = ® + ‘/—4—\0 + &6 e—® + ...

Fig. 2.11 Self energy diagrams: a self energy parts, b irreducible self energy parts, ¢ proper self
energy

the fact that there is no explicit dependence of the expression on the order of the
diagram, we can forget about everything that lies beyond these interaction points and
concentrate on the inside of the graph. The corrections here should transform the thin
line (unperturbed Green’s function, G) into a solid line (exact Green’s function, G) in

, N

. : s . e o
the same way, as the whole series gives the exact Green’s function G: !

We have partially summed the diagram series for Green’s function!

This is not yet a victory, though. First, the summation of this sort still gives
us an equation: a self-consistent equation for the exact Green’s function, usually
a nonlinear integral or integro-differential one. To solve it would be really tough!
Second, there is absolutely no guarantee that this equation is correct. Indeed, we
know from mathematics that only for a very restricted class of convergent series
(absolutely convergent) the sum is independent of the order of the terms. What we
have done here is to redistribute the terms of the perturbation series, about which
we even do not know (and usually cannot know) whether it converges at all! The
justification here comes from the results: if they are wrong, then something is wrong
in our way of partial summation (evidently, there are many, and each is approximate,
since some classes of diagrams are neglected). Or maybe something funny occurs
to the system, and this is already useful information. We will meet such a case later,
when discussing application of the theory to superconductivity. In most cases the
results are right if the partial summation is made taking into account the physics of
the problem. Usually we can show, with physical if not mathematical rigor, that a
certain class of diagrams is more important than the others, and therefore the result
of its summation reflects essential properties of the system.

To approach such partial summations systematically, let us make some definitions.

The self energy part is called any part of the diagram connected to the rest of it
only by two particle lines (Fig.2.11).
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Fig. 2.12 Dyson’s equation

The irreducible, or proper, self energy part is the one that cannot be separated by
breaking one particle line, like the one in Fig.2.11b.

Finally, the proper self energy, or self energy par excellence, or mass opera-
tor, is called the sum of all possible irreducible self energy parts and is denoted
by Zow (X, X’). The name is given for historical field-theoretical reasons, and its
meaning will become clear a little later.

It is convenient to include a (—i) factor into the definition (Fig.2.11). Then the
series for Green’s function can be read and drawn as follows (Fig.2.12):

iG=iG"+iG'2G° +:16°2G"2G% + - - (2.63)

Here the terms in the infinite series are redistributed in such a way as to make
it a simple series (a geometric progression!) over the powers of self energy and
unperturbed Green’s function only. (Of course, all necessary integrations and matrix
multiplications with respect to spin indices are implied, so that this is an operator
series.)

Separating the iG" factor, we obtain the celebrated Dyson’s equation (see
Fig.2.12), which is exactly of the self-consistent form we anticipated:

GX, X)=G6%x, X (2.64)
+/dX”/dX/”G0(X, X”)E(X”, X///)G(X///’ X/)

(Of course, we could take iG® from the other side, and get G(P) = G +
G(P)Z(P)G*(P).) In a homogeneous stationary and nonmagnetic system (the
last condition means that G and ¥ are diagonal with respect to spin indices)
we can make a Fourier transformation, reducing the above equation to G(P) =
GO + G%(P)T(P)G(P). Then we see that

1
w—eP)+p— TP w

~1
G, w) =[G, W)™ =S, )| = (2.65)

Symbolically this can be written as
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Fig. 2.13 Interaction renormalization: a polarization insertions, b polarization operator

8 . —1
G:[ia—é’—z} . (2.66)

The latter equation holds even if G and X are nondiagonal (e.g., in the nonhomoge-
neous case), understanding [. . 7! as an inverse operator.

An important feature of (2.65) is that if we substitute there some finite-order
approximation for the self energy, the resulting approximation for G will be equiv-
alent to calculating an infinite subseries of the perturbation series, and this gives a
much better result than the simple-minded calculation of the initial series term by
term.

This is a natural consequence of a self-consistent approach. Another, less pleasant,
one is that any approximate self energy is to be checked, lest it violates the general
analytic properties of Green’s function (which follow from the general causality
principle and should not be toyed with). Returning to the simple case (2.65) and
recalling the Kéllén-Lehmann representation, we see that necessarily

J2(p, w) >0, w<0,
JE(p, w) <0, w>0. (2.67)

We see as well that IX is the inverse lifetime of the elementary excitation, while
NX defines the change of dispersion law due to interaction. (In quantum field theory
this leads to the change of the particle mass, which is why X is also called the mass
operator.)

2.2.3 Renormalization of the Interaction. Polarization Operator

Following the same approach, we can consider the insertions into the interaction line
as well, like those shown in Fig.2.13.

The polarization insertion is called the part of the diagram that is connected to
the rest of it only by two interaction lines. The irreducible polarization insertion
is one that cannot be separated by breaking of a single interaction line. Finally, the
polarization operator is the sum of all irreducible polarization insertions, I1, and is
a direct analogue to the self energy.
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Fig. 2.14 Equation for the polarization operator

Since there is a (—i) factor in the definition of the interaction line, it is convenient
to introduce an (i) factor into the polarization operator. The analogue to Dyson’s
equation is readily obtained and reads (see Fig.2.14)

Uett (P) = U(P) + U(P)II(P)Uerr(P). (2.68)
Then we find the generalized dielectric function, k(p, w):

Up.w) _ U(p,w)
H(pvw) 1- U(pvw)n(pﬂ w)’

Uesr(p, w) = (2.69)

which describes the effect of the polarization of the medium on particle—particle
interaction. A good example of such an effect is the following.

2.2.3.1 Screening of Coulomb Interaction

The Thomas—Fermi result concerning the screening of the Coulomb potential by the
charged Fermi gas can be reproduced if we use the random phase approximation
(RPA), which here means taking the lowest-order term in the polarization operator:

p+qo+l

d*qd¢
@m*

iMy(p,w) = @& = 2/ GC'p+qw+06% 0. (2.70)

The calculations give the following result for the static screening:

2 2
— p%/4 2
RTo (p, 0)=—%(1+”F Lathgn "””;2‘); @71)
Q PFP PF—P

STp(p, 0) =0. (2.72)

For the long-range screening (p < pr),

My ~ —2N (),
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Fig. 2.15 Random phase approximation

Fig. 2.16 Ladder approxima-
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where N (1) = ';—frf is the density of states on the Fermi surface. Thus the Fourier

transform of the interaction is

4re? /q* _ 47e?
142N (nydme?/q> g% + 8w N (1)

Uesrr(q) ~ (2.73)

The quantity
atr = 8me* N (1)

is the squared Thomas—Fermi wave vector, and the potential indeed takes the Yukawa
form:

2
e
Uettr (r) = - exp(—qrFr). (2.74)

Thus, the presence of other charged particles leads to screening of initial long- range
Coulomb interactions, and limits it to a finite Thomas—Fermi radius. How this hap-
pens is graphically clear from the simplest polarization diagram. The interaction cre-
ates a virtual electron—hole pair. (Virtual, of course, because the energy-momentum
relation for every internal line of a diagram is violated: we integrate over all ener-

gies and all momenta independently! For a real particle, E = % or something like
this.) The approximation we used included only independent events of such virtual
electron-hole creation: because the energy and momentum along the interaction line
are conserved, the quantum-mechanical phase of the electron-hole pair is immedi-
ately lost and does not affect the next virtual pair. This is the reason it is called RPA,
random phase approximation (Fig.2.15). As we discussed in the very beginning of the
book, this kind of approach works well if there is a large number of particles within
the interaction radius: then indeed it is much more probable to interact with two
different particles consecutively than with the same one twice. In the opposite case,
when the density of particles is low, RPA naturally fails, while the ladder approxi-
mation is relevant: Here a virtual pair (quasiparticle—quasihole) interacts repeatedly
before disappearing (Fig.2.16). This is again reasonable, because when density is
low, it is improbable to find some other quasiparticle close at hand to interact with.

Unfortunately, on our path to the Thomas-Fermi screening, Eq. (2.74), from the
random phase approximation, Egs. (2.71), (2.72), we made one simplification too
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many when replaced the static polarization [1o(p, 0) with its value at p = 0. The
logarithmic term in (2.71) is non-analytical at p = pF, and—as it turns out—it pro-
duces instead of the exponential screening (2.74) a qualitatively different potential,
which far away from the charge behaves as

2
e
Uettr () 3 cos(2pFr).

Not only it does not fall off exponentially, but it also demonstrates Friedel oscil-
lations. Both effects are due to the sharp step of the Fermi distribution function
at T = 0, which produced the non-analytical term in (2.71) in the first place (see
Appendix A). At finite temperature the step is smeared, and the above expression is
multiplied by an exponentially decaying factor, thus reverting to the Yukawa-type
screening with Friedel oscillations superimposed.

2.2.4 Many-Particle Green’s Functions. Bethe—Salpeter Equations.
Vertex Function

We have seen that Green’s functions give a convenient apparatus for a description of
many-body systems. So far we have used a one-particle Green’s function, dealing
with a single quasiparticle excitation, though against the many-body background.
They don’t apply, e.g., to the case of the bound state of two such excitations. Indeed,
in a Fermi system such a state would be a boson, while the one-particle Green’s
function describes a fermion.

This problem can be easily solved. Nobody limits us to consideration of averages
(1p1p") only. The “Schrédinger equation” for G(X, X') included terms (1p1pe)T9pT).
Therefore it is natural to introduce n-particle Green’s functions. (As usual, there is
no common convention here, so when reading a chapter be careful what definition
is actually used.)

The n-particle (or 2n-point) Green’s function (Fig.2.17) is defined as follows:

G (myayan...om.oy oo, X111 X2l2y ooy Xnln3 X(1], Xt ooy Xut,)
=Gu2---n;12"--.n)
1
= G Tu@)- )t () -T2 AN) (2.75)

The rules of drawing and decoding Feynman diagrams stay intact and can be
easily derived from the expansion of the S-operator in the average (7 - - -1 T4T).
There is only one additional rule.

The diagram is multiplied by (—1)5, where S is the parity of the permutation of
the fermion lines’ ends (1’2’ --n’) <> (12---n) (see Fig.2.18).
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Fig. 2.17 Many-particle
Green’s function (This
convenient “stretched skin”
graphics are introduced in [5];
ots mark the outgoing ends)

Fig. 2.18 Sign rule for

a many-particle Green’s

function: a (1,2,3) &

3, 2/, 1), sign +1, b

(1,2, 3) & (2, 3, 1),
sign —1

The origin of this rule is easy to see applying Wick’s theorem to the lowest order
expression for the two-particle Green’s function:

G2y (12, 1'2) = (=) (T 1) o)) (2.76)
~ (—INT 1] )0 (=T a0 F (~(TH15)0(—i)(Twat] o
=Gc%11Y6°22) # G°(12)G  21)).

The cancellation theorem removes only the diagrams with loose parts discon-
nected from the external ends. This means that not every diagram looking discon-
nected is actually disconnected! For example, the diagrams corresponding to (2.76)
(see the two diagrams in Fig.2.19) are not disconnected and are not canceled. As
a matter of fact they provide a Hartree—Fock approximation for the two-particle
Green’s function (direct and exchange terms, as is evident from their structure).

The two-particle Green’s function is most widely used and therefore has its own
letter, K :

K(12; 1'2)) = —(T ()" 2" (17)). (2.77)

Its diagram expansion to the second order is given in Fig.2.19.

The importance of the two-particle Green’s function is that (1) it determines the
scattering amplitude of quasiparticles, that is, their interactions, and thus (2) its poles
define the dispersion law of two-particle excitations (e.g., bosonic excitations in a
normal Fermi system—say zero sound), as well as appearance of boundstate of two
quasiparticles—and therefore the superconducting transition point.

We can define the irreducible two-particle Green’s function by separating all
“seemingly disconnected” diagrams (Fig.2.20). The first two of this set give the
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Fig. 2.19 Second-order expansion of the two-particle Green’s function
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Fig. 2.20 Generalized Hartree—Fock approximation for the two-particle Green’s function

self-consistent Hartree—-Fock approximation for the two-particle Green’s function
(self-consistent, because it contains exact one-particle Green’s functions):

G(11"G22) T 612Gl =6°11N6°22) F ¢°12)G°@l’) +---.
(2.78)
The rest is the irreducible two-particle Green’s function and is expressed through
the vertex function I' (Fig.2.21):

K(12;1'2) = K(12;1'2) — [G(11)G(22) £ G(12)G(21)]
:/dS/d3’/d4/d4/G(13)G(24)iF(33/;44/)G(3/1’)G(4/2/). (2.79)
The poles of the two-particle Green’s function define two-particle excitations of
the system in the same fashion as the poles of the one-particle Green’s function

defined quasiparticles. Examples are such excitations in the Fermi systems as zero
sound and plasmons. Evidently, the relevant poles of the two-particle Green’s func-
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Fig. 2.21 Irreducible part of the two-particle Green’s function and the vertex function

tion appear only in the vertex function: the “tails” are one-particle Green’s functions
and as such don’t bring anything new. Therefore, we concentrate on the vertex func-
tion.

The discourse is simpler in momentum representation, if we are (as usual) dealing
with a stationary, spatially uniform system. Evidently, only three sets of variables
of four are independent (because a uniform shift of coordinates or times should not
change anything). We choose the following set of independent combinations:

X1 — X, X2 — X5, X| — Xa. (2.80)

Here and later on X = x, #; P = p, w; and the “scalar product” PX =p - X — wt.
Then the two-particle Green’s function in momentum space is defined as

/dxl/dxl//dX2/dXZ/e—i(PlX1+P2X2—Per1/—P2/X2/)K(Xl’ XZ;X/]v X/Q)

= Q2m)*S(P + Py — Py — Py)K(P1, Py; Py, P14+ Py— Pp).  (2.81)

The Fourier transformation for any function of these four sets of variables is defined
by

K(Py, Py; Py, PL+ P, — Py)

=/ d(Xi - 1)/d(Xz—X§>/d(Xy—X;)

we P X) =i B X=X HB{ (X=X (x| Xos X', XD);
K (X1, X2; X1, X5)
[ dP, [ dP, [ dP
) emt) emt) @enf
¢ PHOO =X+ PAXa=Xo) =i U =X g (py Py PuL Py + Py — Py).

Then Eq. (2.79) can be rewritten as

K (P, Py; Py, Py + Py — Py) =G(P)G(P2)
XiF(Pls PZ;Pl/a P1+P2_Pl/)
G(P))G(Py + P, — Py). (2.82)
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Now we are ready to derive (for scalar electron—electron interaction, our stan-
dard guinea pig) an important general relation between the vertex function and self
energy. That such a relation should exist is reasonable, since both ¥ and I" have in
common, besides being uppercase Greek letters, that they result from summation of
all somehow irreducible diagrams. First, we present a very graphic proof, which will
be then supported by more rigorous calculation (which, on the other hand, is only a
translation of graphs into equations).

We start from writing down the equation of motion for the one-particle Green’s
function, in position space. As we observed much earlier, such an equation will
contain the two-particle Green’s function:

0 1
(ia + ﬂvg + /“L) Gow (X, X') = aerd(X — X")

—i / d*YUX = V)Koyor(X, Y X', Y) (2.83)

(we have made use of the definition: (T\I/fy(Y)\IJ,Y v, (X)\Il:; X)) = Ko,y (X,
Y; X', Y)).Since G = G + G G, the relation in question is indeed here, and we
have only to extract it.

Graphically, it is simple: the equation can be symbolically writtenas [i G°]~1i G =
T — (—iU)(i%K), that is,

/

/
{

-1
[—4—] + —_ I —_—\
Then we do a series of transformations:

[~ == [~ ][~ + @)= [+@=

The result is shown in Fig.2.22. Notice that we used the specific for (n > 2)-
particle Green’s function sign convention in order to determine the signs of the first
two terms on the right-hand side of Fig. 2.22: if “decoded” following the one-particle
rules, they would lack a (-1)-factor due to the exchange of tails of the two-particle
diagram.
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Fig. 2.22 Relation between

the self energy and vertex o “

function = -~
I O

In analytical form, this equation (sometimes called Dyson’s equation, but less
often than the Dyson equation we encountered earlier) reads

dP
S(P)ous = U (O ()3 + idas / Gl (P = PGP
dP; dP,
T / e / G GPIG(P) (2.84)
X T (P, Poi P, P+ Py— PYG(Py + Pr— PYU(P — Py).

Now let us derive it without graphs, or rather write down each step instead of
drawing it. Again, assume a uniform, stationary, and isotropic system. Then, in
momentum space, (2.83) looks like

" dP1dP
[(GO(P))_IG(P)— 1]%, — i #Kmmm, Py P, Pl + Py — PYUP — P).
2
(Here (GO(P))™! = (w — f—m + u) is a function, not an operator, and simply equals

1/ GO(P).) Now substitute in this equation the definition (2.79) and divide by G(P).
After this messy operation we obtain

[1/GO(P) = 1/ G(PYuer = — i600r U (0) / AP Gpy)
)

: d Py
+ ”Szm’ WU(P - PI)G(PI)
dPdP>

eraﬁw(f’l, Py; P, P+ P, — P)

x G(P1)G(P))G(Py+ P, — P)U(P — Py).

Since by virtue of the Dyson equation 1/ G(P) — 1/G(P) = Z(P), then we even-
tually recover Eq. (2.84). See how much easier it was with the diagrams? By the way,
the graphs immediately show the physical sense of this relation. The first two terms in
(2.84) give the self-consistent Hartree—Fock approximation with initial (bare) poten-
tial: they take into account the interaction of the test particle with the medium, and
with itself (exchange term). The rest must contain the effects of renormalization of
the interaction, and indeed, the third graph can be understood as containing the renor-
malized interaction vertex (Fig.2.23). As you see, it contains, in particular, all the
polarization insertions in the interaction line. This is the reason we had a bare poten-
tial line in Fig.2.22 and Eq. (2.84): otherwise certain diagrams would be included
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(a)

'iﬁp-p}

Fig. 2.24 Particle—particle irreducible vertex function

e B N e

Fig. 2.25 Particle-particle irreducible vertex function and two—particle Green’s function

twice. In all operations with diagrams we must pay special attention to avoiding the
double count.

2.2.4.1 The Bethe-Salpeter Equation

Earlier we introduced the irreducible self energy as a sum of all diagrams that cannot
be separated by severing one fermion line. Let us generalize this and introduce the
particle-particle irreducible vertex function, f‘( p p), which includes all diagrams that
cannot be separated by severing two fermion lines between in- and outcoming ends.
(In Fig.2.24 diagram (a) is particle—particle irreducible, but diagram (b) is not.)

Then the diagram series for the particle—particle irreducible vertex part (or the
particle—particle irreducible two—particle Green’s function, if drop the external tails)
can be drawn as in Fig.2.25.

For the vertex function we thus obtain the Bethe—Salpeter equation, which is
a direct analogue of the Dyson equation for the one-particle Green’s function?
(Fig.2.26):

2 Of course, this equation can as well be written for the two—particle Green’s function itself, instead
of the vertex function.
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Fig. 2.26 Bethe-Salpeter
equation (particle-particle = +
channel) =
-ir AT
p-p)
(a) (b)
T ¢ B
I
= | I . 3‘<*>< =
| | £
“ip-n)

Fig. 2.27 Particle-hole irreducible vertex function

-l

“p-n)

Fig. 2.28 Bethe-Salpeter equation (particle—hole channel)

r(12;12)) = T(ppy(12; 1'2))

—|—i/d3/d3’/d4/d4'f‘(pp)(12; 34NG(33)GM4)T (345 12). (2.85)

Two-particle functions allow for more possibilities: there are more loose ends
in a diagram! Thus, we have a different particle—hole irreducible vertex, f‘(p H)»
(Fig.2.27, where diagram (b) is now (particle-hole) irreducible, while diagram (a)
is not). This yields another version of the Bethe—Salpeter equation (Fig.2.28):

r(12; 12y =Tpmy(12;1'2))

+i/d3/d3//d4/d4/1:(PH)(42;4’2/)G(43)G(3’4’)F(13;1’3/)-
(2.86)

Of course, both versions are equivalent mathematically, but not physically. Since
there is little hope that either can be solved exactly, some approximations are in
order, and we should choose, as usual, the version that is better as a starting point.
The latter one, e.g., proves to be useful for investigation of the processes with small
momentum transfer between quasiparticles, but this is beyond the scope of this book.



2.3 Problems 99

2.3 Problems

e Problem 1

starting from the expression for the grand potential, 2 = — PV,

1
. . dpdw _;,,
Q:/dﬂ(ZlV)tEn;lo/We tw G(P, UJ)v
0

find the pressure of the ideal Fermi gas at zero temperature

yal) = !
(G(p’ W) =0, W)= w—(ep— )+ iOsgnw) '

Compare to the classical expression P = nkpT and find the “effective pressure
temperature.” How is it related to the “effective energy temperature” Tr = p/kp?
e Problem 2

Reduce the ladder approximation series for the two-particle Green’s function to an
integral equation:
e -— - .
=~ + : + l : +...

——— e |

e Problem 3

Calculate the lowest order diagram for the polarization operator:

P+q0+{

€

q.t
and reproduce the results of Egs. (2.71), (2.72).
e Problem 4

Starting from the definition (2.16), derive the equation of motion for the unperturbed
phonon propagator.
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