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Abstract With recent advances in Ambient Intelligence (AmI), it is becoming
possible to provide support to a human in an AmI environment. This paper presents
an Adaptive Neuro-Fuzzy Inference System (ANFIS) model based scheme, named
as prediction of the attention area using ANFIS (PAA_ANFIS), which predicts the
human attention area on visual display with ordinary web camera. The
PAA_ANFIS model was designed using trial and error based on various experi-
ments in simulated gaming environment. This study was conducted to illustrate that
ANFIS is effective with hybrid learning, for the prediction of eye-gaze area in the
environment. PAA_ANFIS results show that ANFIS has been successfully
implemented for predicting within different learning context scenarios in a simu-
lated environment. The performance of the PAA_ANFIS model was evaluated
using standard error measurements techniques. The Matlab® simulation results
indicate that the performance of the ANFIS approach is valuable, accurate and easy
to implement. The PAA_ANFIS results are based on analysis of different model
settings in our environment. To further validate the PAA_ANFIS, forecasting
results are then compared with linear regression. The comparative results show the
superiority and higher accuracy achieved by applying the ANFIS, which is
equipped with the capability of generating linear relationship and the fuzzy infer-
ence system in input-output data. However, it should be noted that an increase in
the number of membership functions (MF) will increase the system response time.
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1 Introduction

The Ambient Intelligence (AmI) is aiming to provide pervasive support to humans.
The visual attention is one of the primary tools to figure out the user attention area
on a display [10, 17, 34]. It is a key challenge to figure out the appropriate rep-
resentation and awareness of a human’s attention states, some of research work
relevant to human attention are discussed in [1, 2, 9, 30]. “Mindreading” may
address different types of human states [14] e.g. intention, attention, emotions.
More dedicated services can be provided in AmI environment, if the user attention
area can be determined. Some research work have been already done but that is
purely based on using special type of tracking devices [11, 26]. The uses of such
devices in an application make it relatively expensive. This paper adopts non-linear
regression prediction technique, using web camera coordinates with a combination
of hand controlling coordinates. This makes it cost effective, reusable, robust and
with better accuracy to figure out visual attention area on visual display.

To provide personalized services in an AmI environment, the system has to be
able to make inferences based on the interaction with the user. To achieve this we
apply computational intelligence (CI). CI are commonly used for learner modelling
because of the complexity of relationships, which are difficult to represent. One
research [36] listed the main issues related to the use of machine learning tech-
niques for modelling purposes as: the need for large data sets, the need for labelled
data and computational complexity.

This paper present methods for identification of the visual attention area on a
display. The main objective is to adopt a suitable learning method for eye-gaze
identification. We used Adaptive Neuro-Fuzzy Inference System (ANFIS) based on
the acquired data from the environment in an application. Section 2 provides a brief
review of the work which is based on ANFIS. Section 3 presents the structure of the
proposed ANFIS based method. Section 4 presents the results and discussion of the
proposed system. Finally, Sect. 5 presents concluding comments about future
developments related to this work.

2 Related Work

There are several studies in the literature which deal with the detection of visual
attention. The results of [33] are based on a neural network for classification of
posture and a Hidden Markov Model for recognizing the state of interest. Another
approach in [16] is based on the creation of computing and communication systems
that can detect and reason about the human attention by fusing the information
received from multiple sources. Another study based on neuro-fuzzy approach is
reported in [7] to infer the attention level of a user in front of a monitor using a
simple camera but this is based on combining eye gaze and head pose information,
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in a non-intrusive environment. These models use two inputs together with other
biometrics to infer the user’s attention.

There are other works in literature around this issue but they are all based on
head pose estimation and also use more than one camera or extra equipment [25,
28]. In [11, 26] the authors suggested the gaze detection of visual attention but, as
mentioned above, that is based on the use of an eye tracking device.

The Adaptive-Neuro Fuzzy Inference System is a hybrid system that combines
the potential benefits of both, the artificial neural network (ANN) [15] and fuzzy
logic (FL) [23] methods. ANFIS is being employed in numerous modelling and
forecasting problems [21] and in different domains, e.g. chemical and biological
engineering [6], renewable energy [27], energy economics [29], stock market [12],
cancellation of EMG signals [35], time series prediction [37], speech recognition
and signal processing [13] and industrial management [5]. To the best of our
knowledge no body have used ANFIS to predict the user attention area in AmI so
far.

3 Traditional Architecture

One of the widely used hybrid intelligent systems is the neuro-fuzzy combination.
These systems take advantage of human-like ambiguity, interpretability, trans-
parency, and ability to model non-linear vagueness on data in an environment using
fuzzy logic [23]; also it has a flexible structure and superior capability of a neural
network [15]. Modern neuro-fuzzy systems are multilayer feed-forward neural
networks. In these systems the fuzzy rules are trained by the learning algorithm
implemented and applied on a neural network [8]. Fuzzy logic does not incorporate
any learning mechanism, while neural networks appeared as a black box approach;
do not have explicit knowledge representation. A typical neuro-fuzzy system such
as the Adaptive neuro-fuzzy inference system (ANFIS) introduced by Jang in 1993
[18] integrates both neural networks and fuzzy logic principles; it has potential to
capture the benefits of both in a single framework. Its inference system corresponds
to a set of fuzzy IF–THEN rules that have learning capability to approximate
non-linear functions [3]. Hence, ANFIS is considered to be a universal estimator
[21]. There are few characteristics that enable ANFIS to achieve a success [19]:

• It makes the complex system behaviour more refined using fuzzy IF-THEN
rules.

• It is easy to implement.
• It enables fast and accurate learning.
• It is easy to incorporate both linguistic and numeric knowledge for problem

solving.
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3.1 Takagi Sugeno Fuzzy Inference System (TS-FIS)

TS models are a powerful practical engineering tool for modeling and control of
complex systems [4]. The output of a TS model can be linear or a constant [22].
As ANFIS is based on Takagi–Sugeno fuzzy inference system [18], so the rules are
of the following type:

<j : IFðxmis@j1ÞAND. . .ANDðxmis@jpÞTHENðxg ¼ aj0 þ aj1x1 þ . . .þ ajnxnÞ;
j ¼ 1;Rf g

where <j denotes the jth fuzzy rule; R is the number of fuzzy rules; xm is the input
variable, @jp denotes the antecedent fuzzy sets, p ¼ 1; nf g; xg is the output of the jth
linear subsystem; ajl are its parameters, l ¼ 0; nf g. In ANFIS, the output linear
membership functions of the consequent part of TS-FIS are automatically adjusted.
TS-FIS consists of inputs, output(s), set of predefined rules and a defuzzification
method. Aggregation is employed to unify the outputs of all the rules resulting into
a single fuzzy set. Hence, the final output of the system is the weighted average of
all the rule partial outputs.

3.2 Artificial Neural Network (ANN)

ANN is a structure of interconnected neurons arranged in a systematic manner to
perform some computing task. It is widely used due to its capability of learning
using the training data. Its architecture usually consists of input hidden and output
layers. Each layer is composed of several processing neurons. Input layer includes
the inputs, data values obtained from training. Hidden layer processes the inputs
into the hidden layer. The training algorithm which is widely used in ANN is called
error back-propagation algorithm [24].

3.3 Back-Propagation Algorithm

Back-propagation is a machine learning feed forward, multilayer network parameter
optimization based algorithm for supervised mode of learning [24]. The number of
input, hidden, output layers and neurons in each layer depend on the application
requirements. The main objective of back-propagation learning algorithm is to
adjust the values of weights in the training data set in such a manner so as to get the
same value as the correct output value of the network using the validation data set.
This process is shown in Fig. 1.

In the forward pass, input weights are injected to subsequent layer. The acti-
vation function is implemented to generate the weights for the next layer.
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Finally, the output layer is ready to generate some output value. The generated and
original values of the output are utilized to derive the error which is propagated
further back to the input layer. The process will continue until the error is less than a
pre-defined error tolerance and the network is ready to be used.

3.4 ANFIS Architecture

It maps the first order Takagi-Sugeno Fuzzy Inference System in multilayer
feed-forward adaptive neural network to enhance performance with the above
mentioned attractive features. The first order Takagi-Sugeno fuzzy model’s infer-
ence mechanism and defuzzification process is shown in Fig. 2, [18]. It has
five-layer architecture.

Fuzzy If-Then rules are used to describe in ANFIS [18] a system for example by
two rules:

R1 = IF x is C1 and y is D1, then f1 = p1x + q1y + r1
R2 = IF x is C2 and y is D2, then f2 = p2x + q2y + r2

Fig. 1 Back propagation in
ANFIS

Fig. 2 ANFIS 5 layer
architecture, with forwards
and backwards propagation
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where x and y are the inputs, Ci and Di are the fuzzy sets fi are the outputs within the
fuzzy region specified by the fuzzy rule, and pi, qi, and ri are the design parameters
of the output/consequent part that are determined during the training process. Each
layer has a specific functionality.

Layer 1, consist of node function with adaptive parameters as follows:

o1j ¼ lCjðxÞ; j ¼ 1; 2 ð1Þ

where x is input value, o1j is membership value of fuzzy variable lCj, Cj shows
constant coefficients and j is the number of rules. Output of this layer is a fuzzy
membership grade of the input, which can be described with Gaussian membership
function as lCjðxÞ:

lCjðxÞ ¼ exp � x� cj
aj

� �2
" #

; ð2Þ

where aj and cj are the parameters of the membership function.
In layer 2, fuzzy AND operators are used, to fuzzify the inputs. The output of

this layer is represented as:

o2j ¼ wi ¼
Y
j¼1;2

lCj ¼ lCjðxÞ � lDjðyÞ; ð3Þ

Layer 3, consists of fixed nodes, which are used to calculate the normalized
firing strength. The output of this layer can be represented as:

o3j ¼ �wj ¼ wj

w1 þw2
; j ¼ 1; 2 ð4Þ

In layer 4, the nodes are adaptive. The output of each node in this layer is simply
the product of the normalized firing strength and for a first order Takagi-Sugeno
model. The output of this layer can be described as:

o4j ¼ �wjfj ¼ �wjðpjxþ qjyþ rjÞ; j ¼ 1; 2; ð5Þ

where �w is the output of the previous layer, and pi, qi, and ri are the consequent
parameters. In the last layer of ANFIS, it performs the summation of all incoming
signals from the previous layer 4 as:

o5j ¼
X

j
�wfj ¼

P
j wjfjP
j wj

: ð6Þ
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3.5 Hybrid Learning Algorithm (HLA)

This algorithm is a combination of the gradient descent and the least squares
methods which are used to minimize the error in the learning stage. The HLA
consist of two passes known as forward and backward pass. In the forward pass, the
info flows forward until o4j and the consequent parameters are determined by the
least square approach. In the backward pass, the error signals propagate backward
and the premise parameters are updated using gradient descendent approach. This
process is shown in Fig. 3. Hence, HL approach is much faster by reducing the
search space dimensions of the [18].

f ¼ w1

w1 þw2
f1 þ w1

w1 þw2
f2 ð7Þ

¼ �w1f1 þ �w2f2 ð8Þ

¼ ð�w1xÞp1 þð�w1yÞq1 þð�w1Þr1 þð�w2xÞp2 þð�w2yÞq2 þð�w2Þr2 ð9Þ

where p1, q1, r1, p2, q2, and r2 are the linear consequent parameters.
For the optimal values of these parameters, the least square method is used.

When the premise parameters are not fixed, the search space becomes larger and the
convergence of the training becomes slower. In the forward pass least square
method is used to optimize the consequent parameters. In the backward pass, the
error signals propagate backward and premise parameters are updated with the help
of gradient descent used to optimize the premise parameters method by keeping
consequent parameter fixed. Parameters updating rule is given as [18]:

ajlðtþ 1Þ ¼ ajlðtÞ � -:
@E
@ajl

ð10Þ

where aj are the adaptive parameters. - is the learning rate for parameter ajl;
gradient is obtained by using the chain rule as [31]:

@E
@ajl

¼
Xlþ 1

j¼1

@Ej

@lAjl

:
@lAjl

@ajl
ð11Þ

Fig. 3 Forward and backward pass in the hybrid algorithm
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The consequent parameters which are found during the forward pass, are used to
calculate the output of ANFIS. The output error is used to adapt the premise
parameters by means of a standard back propagation algorithm. It has been proven
that this hybrid algorithm is highly efficient in training the ANFIS systems [19].

3.6 ANFIS for Visual Attention Area Modelling

Neuro-Fuzzy technique has been used for intelligent modelling and control of
uncertain systems. It is based on the input/output data pairs collected by the system.
ANFIS is selected to predict the value of eye-gaze coordinates on the visual display.
We need to apply several steps to train the model using ANFIS. These steps
include: to define input/output values, to define fuzzy sets for the input values; to
define fuzzy rules; and to create and train the neural network.

To implement and test the ANFIS, a development tool is required. Matlab TS
fuzzy logic toolbox (FLT) [20] was selected as the development tool. This tool
provides an environment to build and evaluate fuzzy systems using a graphical user
interface (GUI). It consists of a FIS editor, the rule editor, a membership function
editor, the fuzzy inference viewer, and the output surface viewer.

The FIS editor displays general information about a fuzzy inference system. The
membership function editor is the tool that displays and edits the membership
functions associated with all input and output variables. The rule editor allows the
user to construct the rule statements. The rule viewer allows users to interpret the
entire fuzzy inference process at once. The ANFIS editor GUI menu bar can be
used to load a FIS training initialization and save the trained FIS.

3.7 Learning in ANFIS Using a Simulated Game

The basic purpose of our environment is to predict the value of the eye-gaze using
the ordinary web camera. Using the mouse coordinates we want to construct a
system that learns from x and y coordinates. Based on this learning it will adapt
predicted eye-gaze coordinates of the visual attention area in the environment. This
model of learning is a three-step process: first, we gather the data which will be
used for learning, then create the learning model based on the data which we gather
in first step, and finally adapt the learning model and deploy it in the environment.

Selection of the input have high influence on the prediction model. For this
reason, it is of great importance to collect significant inputs and then design the
system based on them. We need to adopt such a technique from which we can get
maximum advantage. A suitable technique, that is based on the assumption that the
ANFIS model is with the smallest Root Mean Square Error (RMSE) using a small
number of data [32]. In our model only two inputs (xg,yg) are selected for the
learning purpose.
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3.8 ANFIS Training in the Environment

This process starts after receiving the training input/output data set. Two vectors are
used to train the ANFIS, as training data is a set of input and output vectors.
Training data set is used to find the parameters for the membership function. Also,
in this process a threshold value for the error between the actual and desired output
is defined. If this error is greater than the threshold value then the parameters are
updated using the gradient decent method. It continues to change the premise
parameters until the error value becomes less then the threshold value. The
checking data set is then used to compare the model with the data [18].

ANFIS training rules use hybrid learning with combination of least square and
gradient descent methods to determine the consequent parameters. The aim of using
ANFIS is to identify the visual attention area on display. The further goal is to
achieve the best performance possible; this is totally dependent on how we create a
suitable training data-set to train the Neuro-Fuzzy system. Considering this reason,
we need to gather training data from different users with different age and from
male and female and on different display sizes and with different camera
resolutions.

3.9 ANFIS Training in Matlab

We have used ANFIS Matlab toolkit [20] for this purpose. The first step is to
prepare the training data in Matlab. ANFIS training uses the ‘anfis.m’ function.
Evaluation of the system compared to the desired output is conducted using the
‘evalfis.m’ function. The data-set must be in a matrix form before we input it to the
‘anfis.m’ function. Where each column is used to represent the number of input and
rows represent data-sets. The matrix contains as many input columns as needed but
the last column must be the output.

As in traditional approaches you need to decide or ask expert’s to create the
membership function, or use command ‘fismat.m’, which provide help in the cre-
ation of the initial set of membership functions. After the creation of membership
functions, the system training begins. We input the training data we defined using
the command ‘anfis.m’.

After the training process, the final training membership functions and training
error are produced, Fig. 4. The checking data-set can be used in conjunction with
the training data-set to improve accuracy. We can use as much data to train the
system as needed, even ANFIS can be used with single training data-set but input of
checking data increases the chance that the system quality will increase. Figure 4
illustrates the trend of errors using hybrid learning algorithms of ANFIS. These
depict that error monotonically decreases with an increase in number of epochs.

As soon as the system training is complete, the process of evaluation of the
system begins. We can enter the input data sets into our trained fuzzy system, but this
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data-set do not include the output column in the matrix. The function ‘evalfis.m’
represents the output of the ANFIS system in our developed environment. There are
different measurement parameters to test the effectiveness and efficiency of the
system; few of them are Root Mean Square

Error (RMSE), Mean Average Error (MAE), Mean Absolute Percentage Error
(MAPE), Normalized Mean Square Error (NMSE), coefficient of determination
(R2) and Coefficient of Correlation (R) between the desired learner contexts and the
learning content format as the system input/output. We will discuss them in latter
section. Once the ANFIS is trained, we can test the system against different sets of
data values to check its functionality.

The system training methodology is summarized in Fig. 5. For each time instant
we have two separate input parameters which control the eye-gaze x and mouse
x coordinates (xg, xm) and one output coordinate ~xg. At the same time, other two
input parameters were control the eye-gaze y and mouse y coordinates (yg, ym) and
one other output coordinate ~yg.

Further, ‘genfis1.m’ function is used to generate an initial single output FIS
matrix from training data. First, we need to initiate our model with default values
for membership function numbers “13*13” and further we need to define the type
of membership functions (these may be Gaussian curve, Generalized bell-shaped
and Triangular-shaped; with the following commands ‘gaussmf.m’, ‘gbellmf.m’
and ‘trimf.m’). There are few others as well but in our model we are just using these
three.

3.10 ANFIS Structure and Takagi–Sugeno fuzzy inference

The conditions that determine the learning content format depend completely on
experts. Each of the two input conditions is represented by the following term sets.
Display is divided in four grids, Each of xg; yg; xm and ym are shown in Fig. 6
representing the following linguistic terms for defining the membership functions,
upper-left-corner (ULC), Lower-Left-Corner (LLC), Upper-Right-Corner (URC),
Lower-Right-Corner (LRC), Upper-Mid_Centre (UMC), Lower-Mid_Centre
(LMC), Centre (C), Right-Centre (RC), Left-Centre (LC), Grid-1-Center (G1C),
Grid-2-Center (G2C), Grid-3-Center (G3C) and Grid-4-Center (G4C).

Fig. 4 Trend of errors with
ANFIS

42 J. Shafi et al.



Fig. 5 Flowchart of the
PAA_ANFIS
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In our case, the number of membership functions for each input is 13, so the total
numbers of membership functions used is 52. The generated TS-FIS structure
contains 169 fuzzy rules. Each rule has one output membership function which is of
type “linear”. ANFIS has a multi-input single output (MISO) structure. Membership
function parameters adjustment is done through the use of gradient based method,
which reflects how well different set of training data are modelled; as this data
represent different conditions in its parameters.

Several experiments have been conducted to assess whether the proposed model
with combination of ANFIS has produced acceptable result. ANFIS network
training involves mapping inputs through input membership functions and mapping
output through output membership functions. The parameters associated with each
membership function will keep changing throughout the learning process, but are
fixed afterwards.

The process of training, in ANFIS begins by specifying the number of sets of
each input variable and shape of their membership functions. Then, all the training
data passes through the Neural Network (NN), to adjust the input parameters to find
the input/output relationships. Another reason for passing the data in NN is that the
error can be minimized.

In this paper, an ANFIS model based on both Neural Network (NN) and Takagi–
Sugeno (TS) fuzzy inference system, has been developed to adapt learning content
formats for our gaming environment. The experiments were divided into two
ANFIS structures to demonstrate learning activities in different contexts. For this
purpose, computer gaming environment using Matlab statistical validation indexes

Fig. 6 ANFIS structure with two inputs, one hundred sixty nine rules and one output
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were used for determining the performance of the best proposed model. Once the
input/output have been recorded it is necessary to validate the quality of the model
results after training and before deploying it into the environment.

We trained the system with a variety of different settings such as dataset sample,
epoch number, membership function type and number, and number of inputs to
achieve the best performance. These results are discussed in the last section

3.11 Proposed Model for Eye-Gaze Prediction

The steps involved in the implementation of the proposed model using ANFIS
include:

Step1: Collecting data from the environment.
Step2: Determining training, validation and testing input- output sets.
Step3: Generating initial first order TSK fuzzy inference system.
Step4: Extracting rules.
Step5: Tuning antecedent and consequent parameters by ANFIS hybrid learning

algorithm. After setting training parameters, learning algorithm will be
continued to reach the specified error goal or maximum number of epochs.

Step6: Calculating performance measures.
Step7: Selecting the model with the minimum validation error.
Step8: Running the model.

By using TS-FIS and neural methodology in form of HLA, we generated the
optimal ANFIS structure. This procedure establishes the first order TSK fuzzy
inference system that models the data behaviour in a better way. The flowchart of
our proposed model is shown in Fig. 5.

4 Results and Discussions

Many experiments were conducted, and data were divided into two separate sets;
one for the training and other for the checking. The training data set was used to
train the ANFIS, whereas the checking data set was used to verify the accuracy and
the effectiveness of the trained ANFIS model, so it can be adopted in the envi-
ronment. In order to find out the optimal solution, that can address the requirements
of our problem of identifying the visual attention area with the help of eye-gaze. We
need to consider the numbers of important factors which can affect the system
efficiency before we deploy them in the environment.

Some of the aspects are taken into account in relation to ANFIS system training
such as: number of membership functions, type of membership functions, training
data samples and epoch number which generated different MAE and MASE.
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4.1 Performance Measures

We applied the commonly used performance measures in forecasting problems to
compare and evaluate the accuracy of our model. These performance measures are
Root Mean Square Error (RMSE), Mean Average Error (MAE) and Coefficient of
Determination (R2) between the desired learner contexts and the learning content.
Which are calculated by

MAE ¼ 1
N

XQ
q¼1

yq � ~yq
�� ��; ð12Þ

RMSE is defined as the square root of the mean squared error as:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XQ
q¼1

ðyq � ~yqÞ2
vuut ð13Þ

The difference of the RMSE between observed and predicted values was com-
puted for each trial with different epoch numbers, and the best structure was
determined by the lowest value of the RMSE. Coefficient of Determination (R2) is
used, to measure of how well future outcomes are likely to be predicted by the
framework. And can be given as:

R2 ¼ 1�
PQ

q¼1ðyq � ~yqÞ2PQ
q¼1ðyq � �yqÞ2

ð14Þ

where N is the number of testing patterns, ~yq is the predicted values, and yq is
original value, �yq is the average of all original values to Q testing patterns.
The value of R2 lies in between 0 and 1.0. It is used to describe how well a
regression line fits a set of predicted data. The value of R2 near 1.0 indicates that a
regression line fits the predicted data well, while value of R2 closer to 0 indicates a
regression line does not fit the predicted data very well. The model was trained for
200 epochs and it was observed that the most of the learning was completed in the
first 90 epochs as the root mean square error (RMSE) settles down to almost
0.01785 at 130 th epoch. Figure 7 shows the training RMSE curve for the ANFIS
model. After training the ANFIS, it is found that the shape of membership functions
(Fig. 8) is slightly modified. This is because of the close agreement between the
knowledge provided by the expert and input/output data pairs. Figures 9 and 10,
compares the accuracy of eye-gaze and ANFIS prediction values.
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5 Numerical Results

The first system was structured by selecting two inputs and feeding them into the
network given the name as function number (3*3). Two input parameters xm and xg
were selected. There were three membership functions represented as “Centre,
Right, Left”. First, we tested our model with default values for membership
function number (3*3); membership function types “Bell-shaped, Gaussian,
Triangular” are used. These defaults provide membership functions on each of the

Fig. 7 Training trend of
errors with ANFIS

Fig. 8 Membership functions
of eye-gaze with three MF’s
(Left) and membership
functions of eye-gaze with
seven MF’s (Right)
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two inputs, six altogether. The generated fuzzy inference system structure contains
9 fuzzy rules. More details are tabulated in Table 1 with different measurement
techniques.

Next, we use membership function number (13*13). The first system was
structured by selecting two inputs and feeding them into the network. Two input
parameters xm and xg were selected. The ANFIS has thirteen membership functions
represented as “ULC, LLC, URC, LRC, UMC, LMC, RC, LC, G1C, G2C, G3C,
G4C, C”. Now we have used/consulted a human expert who has selected/suggested
these membership functions. Again membership function types “Bell-shaped,
Gaussian, Triangular” are used for number (13*13). These human experts provide
membership functions on each of the two inputs, twenty-six altogether. The gen-
erated fuzzy inference system structure contains 169 fuzzy rules. More details are
tabulated in Table 2 with different measurement techniques.

Fig. 9 Modelling performance of estimated (red) versus real values (blue) using ANFIS in
simulated environment

Fig. 10 Prediction error in
simulated environment;
ANFIS model (blue line)
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Next, we use membership function number (5*5). The first system was structured
by selecting two inputs and feeding them into the network. Two input parameters xm
and xg were controlled. Has thirteen membership functions represented as “ULC,
LLC, URC, LRC, C”. Again, membership function types “Bell-shaped, Gaussian,
Triangular” are used for number (5*5). These human experts provide membership
functions on each of the two inputs, ten altogether. The generated fuzzy inference

Table 1 The scenario1 (membership functions number “3*3”)

ANFIS parameter Scenario(1) Scenario(1) Scenario(1)
Number of inputs 2

Membership function type Bell-Shaped Gaussian Triangular

Number of membership
function

3*3 (Right, Centre, Left)

Training data set 20 28 20 28 20 28

Checking data set 40 50 40 50 40 50

Epoch number 10 17 10 17 10 17

Number of nodes 35 35 35

Number of linear parameters 27 27 27

Number of non-linear
parameters

18 12 18

Total number of parameters 45 39 45

Number of fuzzy rules 9

MAE 0.03923 0.04175 0.01843 0.02888 0.02510 0.03479

RMSE 0.19807 0.20432 0.13576 0.16994 0.15843 0.18652

Table 2 The scenario2 (membership functions number “13*13”)

ANFIS parameter Scenario(2) Scenario(2) Scenario(2)
Number of inputs 2

Membership function type Bell-Shaped Gaussian Triangular

Number of membership
function

13*13(ULC,LLC,URC,LRC,UMC,C,LMC,RC,LC,G1C,
G2C,G3C,G4C)

Training data set 10 30 10 30 10 30

Checking data set 20 60 20 60 20 60

Epoch number 8 15 8 15 8 15

Number of nodes 195 195 195

Number of linear parameters 305 305 305

Number of non-linear
parameters

28 18 28

Total number of parameters 333 323 333

Number of fuzzy rules 169

MAE 0.01547 0.05432 0.01325 0.02234 0.02364 0.04587

RMSE 0.12441 0.23307 0.11511 0.14947 0.15375 0.21417
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system structure contains 25 fuzzy rules. More details are tabulated in Table 3 with
different measurement techniques.

Next, we use membership function number (7*7). The first system was struc-
tured by selecting two inputs and feeding them into the network. Two input
parameters xm and xg were controlled. Has seven membership functions represented
as “ULC, LLC, URC, LRC, RC, LC, C”. Again membership function types
“Bell-shaped, Gaussian, Triangular” are used for number (7*7). A human expert
provides membership functions on each of the two inputs, fourteen altogether. The
generated fuzzy inference system structure contains 49 fuzzy rules. More details are
tabulated in Table 4 with different measurement techniques.

The ANFIS models are evaluated based on their performance in training and
checking sets as shown in Tables 1, 2, 3 and 4. The ANFIS models have shown
significant performance variations against the evaluation criteria in terms of data
sample, number and type of membership functions. It appears that the ANFIS
models are more accurate and consistent in different subsets, where average values
of RMSE and MAE are 0.20896 and 0.04367 respectively.

The experimental results shown in the tables above demonstrate that the fuzzy
rule base selected by the human expert produces consistent results for the test data
used i.e. 10 and 18 in Scenario(1),20 and 62 in Scenario(2), 60 and 80 in Scenario(3)
and, finally, 60 and 100 in Scenario(4). However, not all situations are covered by
expert’s fuzzy rules and some missing rules are detected by ANFIS. Tables 1, 2, 3
and 4 show that all situations for all input attributes are covered by the sets of 9,
169, 25, and 49 rules; however some of the rules have been found to produce
illogical decisions because the training sample size was not large enough to cover
all possible cases.

Table 3 The scenario3 (membership functions number “5*5”)

ANFIS parameter Scenario(3) Scenario(3) Scenario(3)
Number of inputs 2

Membership function type Bell-Shaped Gaussian Triangular

Number of membership
function

5*5 (ULC, LLC, URC, LRC, Centre)

Training data set 60 80 60 80 60 80

Checking data set 120 160 120 160 120 160

Epoch number 10 20 10 20 10 20

Number of nodes 265 265 265

Number of linear parameters 440 440 440

Number of non-linear
parameters

20 15 20

Total number of parameters 460 455 460

Number of fuzzy rules 25

MAE 0.04923 0.06875 0.02884 0.03888 0.03254 0.04847

RMSE 0.22188 0.26220 0.16982 0.19718 0.18042 0.22016
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The models are evaluated based on their performance measures (RMSE and
MAE) in training and checking data-sets. The results shown in Table 1, 2, 3 and 4
reflect that ANFIS model have shown significant performance variations against the
evaluation criteria in terms of data sample, number of membership functions, and
type of membership functions. Scenario(2), which consists of two inputs and
membership function(3*3), has minimum RMSE,MAE and the highest correlation.
It appears that the ANFIS models are accurate and consistent in different subsets as
the lowest value of RMSE is 0.11511 Scenario(2) and the highest value of the
RMSE is 0.29453 Scenario(4).

Both the type and number of MF are important in building the ANFIS archi-
tecture. The required number of membership functions is determined through trial
and error based on error values. It indicates that each ANFIS model is very sensitive
to the type and number of MF. Increasing the number of MF’s per input does not
necessarily increase the model performance, but usually leads to model over fitting.
The RMSE values were used to determine the best MF and epoch number in order
to select the best fit model. From these results, the Gaussian membership function
with epoch numbers of 8 and 15 was found to be the best fit model with the lowest
RMSE value and with epoch 15 and 30 (Scenario(2) and Scenario(4)).

Tables 1, 2, 3 and 4 show different approximations regarding different epoch
numbers and membership functions (3*3, 13*13, 7*7, and 5*5). It is shown that the
number of training samples has influenced ANFIS behaviour by adding new pos-
sibilities to produce more acceptable results. For Fuzzy Logics it is of great
importance to train the system with different training data that tries to covers
different possible data samples. Training is also important to build ANFIS archi-
tecture; as they include epoch numbers, the error, the initial step size, and decrease
or increase rate of the step size.

Table 4 The scenario4 (membership functions number “7*7”)

ANFIS parameter Scenario(4) Scenario(4) Scenario(4)
Number of inputs 2

Membership function type Bell-Shaped Gaussian Triangular

Number of membership
function

7*7 (ULC,LLC,URC,LRC,RC,LC,C)

Training data set 60 100 60 100 60 100

Checking data set 100 210 100 210 100 210

Epoch number 15 30 15 30 15 30

Number of nodes 397 397 397

Number of linear parameters 900 900 900

Number of non-linear
parameters

45 30 45

Total number of parameters 945 930 945

Number of fuzzy rules 49

MAE 0.05923 0.08675 0.04843 0.07852 0.05963 0.08561

RMSE 0.24337 0.29453 0.22007 0.28021 0.24419 0.29259
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In Scenario(1), Scenario(2), Scenario(3) and Scenario(4) different epoch numbers
are used. One important point is that increasing the epoch number for a training data
set does not necessarily improve the system performance significantly but it helps to
overcome the problem of over-fitting. The trend of predicted data using ANFIS is
illustrated in Figs. 11 and 12 along x and y axis respectively. Figure 11 illustrates
that predicted data using ANFIS is converging more to the regression line.
Approximately 91.23 % of the predicted data fits along the regression line for x-
axis, while in case of Fig. 12, 89.01 % predicted data is converging to the regression
line for y-axis.

Fig. 11 Trend of predicted xg using PAA_ANFIS

Fig. 12 Trend of predicted yg using PAA_ANFIS
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5.1 Comparative Performance Analysis

The performance analysis and a comprehensive difference of ANFIS and linear
regression (LR) are presented in Table 5, on the basis of trend of generated data,
fitness of test and predicted data, trend of error and execution time. The results
obtained have been compared using 150 training data and 125 testing data pairs.

It is observed that ANFIS result is highly correlated with least RMSE as com-
parison with LR. Decreasing rate of error is higher because of its hybrid learning
algorithm. Mean execution time is also computed which is competitively low.
Figures 13 and 14 depict the fitness of generated data over test data. The CORR and
RMSE between predicted and test data are shown in Table 6.

Results in the tables are sufficient proof, that ANFIS model performance is, in
general, accurate and acceptable, where some rules are covered by human expert
training data-sets and the missing rules are extracted by ANFIS. Furthermore ANFIS
has capability of generating linear relationship in input-output data. The results of

Table 5 The comprehensive analysis of ANFIS and LR for eye-gaze prediction

Factors ANFIS LR

Capturing of fuzziness Using FIS Not available

Correlation in test and generated data High Less

Coefficient of determination High Less

Error rate Low High

Execution time Less High

Fig. 13 Trend of prediction of eye-gaze coordinates (green line); ANFIS model (blue line)

Fig. 14 Trend of prediction of eye-gaze coordinates (green line); LR model (blue line)
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the use of ANFIS models demonstrate that ANFIS can be successfully applied to
predict the eye-gaze visual attention area in the environment.

6 Conclusions

In this research, we used ANFIS model to predict the user attention area using an
ordinary web-camera. We implemented the PAA_ANFIS in developed game to
investigate its accuracy. The performance of ANFIS was evaluated using standard
error measurements techniques which revealed the optimal setting necessary for
better predictability. PAA_ANFIS adopted a hybrid approach that combined the
Fuzzy Inference System with the Neural Network in determining a complete fuzzy
rule system. Combining a fuzzy inference system into an ANFIS Structure, we take
advantage of neural methodology to train a fuzzy system that increases its capa-
bility for dealing with nonlinearity and imprecision in addition to its easier
implementation.

The PAA_ANFIS approach has successfully solved the problem of prediction.
The utilized performance measures confirmed higher forecasting accuracy of our
model in comparison to Linear Regression. Hence ANFIS appears as a better choice
then linear regression.

Future research on this scenario needs to study new techniques which are
evolving and online. These techniques have advantage over ANFIS, that we do not
need to ask expert to define membership function. As these memberships functions
are even artificial which cannot reflect the real world scenario. So we expect that
using an evolving technique will increase the feasibility of developing more
effective and predictive systems.
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