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Abstract Intelligent behaviors generally mean actions showing their objectives
and proper sequences. For robot, to complete a given task properly, an intelligent
computational model is necessary. Recurrent Neural Network (RNN) is one of the
plausible computational models because the RNN can learn from previous expe-
riences and memorize those experiences represented by inner state within the RNN.
There are other computational models like hidden Markov model (HMM) and
Support Vector Machine, but they are absent of continuity and inner state. In this
paper, we tested several intelligent capabilities of the RNN, especially for memo-
rization and generalization even under kidnapped situations, by simulating mobile
robot in the experiments.

1 Introduction

In the robotics and artificial intelligent society, how to implement powerful com-
putational model like human brain has been a big issue. The artificial neural net-
work (ANN) has been studied at least 50 years for the purpose of making intelligent
system comparable to brain [1-3]. Recently, among those ANNs related models,
deep learning has shown amazing performance in the visual and voice recognition
problems [4, 5]. Those recent successes of the ANN seem to give promising futures
for realization of a real intelligent system. For the behavioral level, however, a
conventional feed forward neural network (FFNN) model is not suitable for gen-
eration of intelligent actions because the FFNN has no context node memorizing
previous action sequences. The RNN is a neural network model with feedback
connections. Because of the feedback connections, the RNN can memorize actions
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it experienced, which can lead to generation of intelligent actions. Moreover, the
RNN has its own advantageous in generalization capability compared to other
behavioral computational models.

In this paper, computational ability of the RNN is investigated. The purpose of
the task is to reach the several goal targets and way points with a proper sequence
and trajectory and the robot used in this paper is a differential wheeled mobile robot.
In the task, there are two goal targets, one is a red color point and the other is a
green color point. In the training phase, the mobile robot moves to the red point first
and after closer to the red point to some allowable error, turns and moves to the
green point. To succeed this task, context information should be memorized by the
RNN. The positions of robot starting and target points were generated randomly
from O to 1 on the normalized x-y plane. In the test phase, using obtained training
data, the relation between current goal positions and desired robot movement is
learned. All the process related to experiments is computer simulation programed
by the MATLAB. In the following sections, RNN simulation results and some
analysis are presented.

2 Artificial Neural Networks

2.1 The Recurrent Neural Network

The RNN is an artificial intelligence computational model. In contrast to the FFNN,
the RNN has feedback connections by which temporal memory can be stored. In the
robotics, this RNN model has been used for generating variety of robot trajectories
such as mobile robot and robot manipulators [6, 7] (Fig. 1).

In general, the RNN can be categorized into two models, one is a continuous
time RNN (CTRNN) and the other is a discrete time RNN (DTRNN). In this paper,
the DTRNN is used for our robot simulation experiments.

Fig. 1 Recurrent neural
network
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Fig. 2 Cascaded recurrent neural network and back propagation through time

2.2 Training Algorithm

There are various algorithms for training the RNN such as BPTT (Back
Propagation-Through Time), EKF (Extended Kalman Filtering) algorithm and
optimization training [8, 9]. In contrast to the FFNN, its training algorithm in most
case is conventional BP (Back Propagation) algorithm; there is no clear winner in
training the RNN. In this paper, the BPTT algorithm is used for training the RNN.
The BP algorithm was invented for the purpose of training the conventional FFNN
and the learning rule behind the BP algorithm utilizes a gradient descent method.
The BP algorithm cannot be applied directly to the RNN because the RNN has
feedback loops. To apply the BP algorithm to the RNN, it is needed to cascade the
RNN through its training time. Figure 2 shows cascaded RNN architecture.

Since all connections inside the RNN is cascaded through time, there exist no
closing loops and the conventional BP algorithm can be applied.

2.3 Mobile Robot Kinematics

In this section, mobile robot kinematics for moving to a target point is described.
The mobile robot used in this paper is differential wheeled robot. For given velocity
v and angular velocity o, next position and heading angle of the mobile robot can
be calculated by equation below:
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where, 0 is the heading angle value of the mobile robot with respect to the x axis.

2.4 Feed Forward Neural Network for Mobile Robot

Before conducting main experiments with multiple way points by RNN, the FFNN
is tested for a mobile robot to get to a single goal point. The neural network has two
input nodes and two output nodes. Two input nodes consist of the current angle
value between the robot and a goal and the distance value from the robot to a goal
position. Two output nodes consist of the velocity and angular velocity values for
the next movement. Also the network has two hidden layer each with 40 nodes. The
training data was collected through simulation in which the mobile robot reached
the goal position according to the following equation:
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Fig. 3 Mobile robot trajectories when there is only one goal positions
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where constant k; were 0.05 and 0.2, respectively. Robot starting and goal positions
were generated randomly on the x-y plane from O to 1. The simulation results are
plotted in Fig. 3.

As shown in Fig. 3, the mobile robot could reach the goal position with proper
sequences. Definitely, however, this simple task does not require the robot to be
aware of the context information. The FFNN’s output values solely depend on the
current input values. Therefore, when there are more than two goals, the FFNN gets
confused whether or not it has already reached the goal with higher priority.

3 Implementation

3.1 Architecture

To have the mobile robot to reach several target positions in a proper sequence, the
RNN is required. In this paper, the RNN has four input nodes and two output nodes.
Four input nodes consist of the current heading angle values respectively between
the mobile robot and the goals 1 and 2 and the distance values respectively from the
mobile robot to the goals 1 and 2. Two output nodes consist of the velocity and
angular velocity values for the next movement. The network has one hidden layer
with 50 nodes. Also the network has 10 context node with feedback connections.
Activation function used in the network node is a sigmoid function by which only
one directional rotation is permitted to the mobile robot because the sigmoid
function can generate a positive value only. In the training phase, initially all weight
values exist of the RNN were set to random based on the Gaussian distribution.
And the learning rate for training the network was fixed to 0.1 during the entire
learning procedure (Figs. 4 and 5).

Fig. 4 Angle and distance
between the robot and goal
position
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Fig. 5 The recurrent neural network architecture for the mobile robot

4 Experiments

After training the RNN, in the test phase, starting and target point positions were
generated with the same method used in collecting the training data. Total training
time was about 5 h by the MATLAB programming simulator. The test results are
plotted in Fig. 6.
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Fig. 6 Mobile robot trajectory when there are two goal targets
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Fig. 7 Mobile robot trajectory when external disturbance exist

In the experimental results, the mobile robot always moved to goal points with
proper sequences. In the figure, ‘Start’ is the starting position of the mobile robot
and ‘Goal 1’ and ‘Goal 2’ are positions of goals 1 and 2, respectively. In Fig. 6,
some trajectories showing strange morphology like circling and that is because in
this simulation, mobile robot was permitted to rotate only one direction. Since the
robot and goal positions are generated randomly in the training and test phases, we
can conclude that the RNN properly generates not only given training trajectories
but also unlearned trajectories, therefore guarantees generalization capability of the
RNN. To prove robustness of the RNN, in an additional experiment, external
disturbance was given to kidnap the robot to other places. After 20 steps moving
from the initial stating position, the mobile robot’s position was moved abruptly to
randomly selected position on the x-y plane. The results is plotted in Fig. 7.

In the figure, ‘Initial’ is the initial position of the mobile robot and ‘Start’ is the
starting position of the mobile robot after kidnapping. As shown in the figure, even
though the mobile robot was kidnapped, it could generate a proper trajectory.
Finally, the change of the context node activation value is plotted in Fig. 8
according to the mobile robot’s trajectory. We found that only one context node out
of 10 context nodes was changed through time.

In this figure, we can find some regularity. If the robot gets closer to the goal 1,
the context node value gets increased. And after turning to goal 2, the context node
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Fig. 8 Change of context node 3

value gets decreased. The turning point is indicated on Fig. 8 using big circle
containing red point on the center of it. It is not enough to conclude from Fig. 8 that
the context layer has a memory in which a clear switching point exists. However, it
looks like that the mobile robot has strong tendency to reach the red point first.

5 Conclusion

In this paper, we tested various capability of the RNN through mobile robot sim-
ulation. From the fact that the mobile robot could generate proper sequences even
with the external disturbance, we confirmed that the RNN was robust and reliable
behavioral computational model. Such kind of characteristics of the RNN may be
extended to more complex task such as object manipulation by using humanoid
robot arms and walking pattern generator for humanoid robots.
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