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Abstract. Feature selection has become one of the most active research areas in
the field of data mining. It allows removing redundant and irrelevant data sets of
large size. Furthermore, there are several methods in the literature for selecting
attributes. In this article, a new multi-objective method is proposed to select
relevant and non-redundant features. Our proposed feature selection method is
divided into three stages: The first step computes the feature relevance value
based on random forests. The second step, computes the dissimilarity matrix
representing the dependence between the features of our training datasets, and
transform it into a complete graph whose nodes represent features and edges
represent the values of dissimilarities between them. The last step is for the
optimization in which a multi-objective optimization algorithm is applied. The
proposed method is applied on many datasets to find the most relevant and
non-redundant features and the performance of the proposed method is com-
pared with that of the popular MBEGA, mRMR (MIQ) and mRMR (MID).

Keywords: Feature selection - Feature relevance - Feature redundance -
Multi-objective optimization + Random forest

1 Introduction

Feature selection is a problem that has to be addressed in many areas. The resolution of
general problems is based on the treatment of features [1]. So the performance of the
treatment system depends on the correct selection of features: considering many fea-
tures increases the risk of considering redundant and irrelevant features. Therefore, it is
necessary to use a method for reducing the data size. The feature selection identify a
subset of attributes of minimal size necessary and sufficient to define the target concept
[2]. Generally, a typical feature selection method illustrated in Fig. 1, consists of four
components: a subset generation or search procedure, an evaluation function, a stop-
ping criterion, and a validation procedure [3]. The selection of attributes will be based
on two criteria: relevance and redundancy.

Definition 1 Relevance: In the literature, there are several definitions of the concept of
relevance of a feature, the best known is that of [4, 5]. A feature fi is said relevant if its
absence reduces significantly the performance of the used classification system.
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Fig. 1. General feature selection process [3]

Definition 2 Redundancy: The notion of redundancy is relatively associated with
correlation function. So, we say that two attributes are redundant if their values are
completely correlated [6]. The concept of redundancy will be defined with the Markov
blanket [7].

If G be a set of attributes, an attribute is redundant and can be removed from G if it
is not relevant and Markov blanket M in G. According to the property of Markov
blanket, it is easy to see that a redundant attribute remains removed redundant when
other attributes are removed.

2 Related Work

In the literature, feature selection methods are generally grouped into three categories:
filter, wrapper and embedded approaches [8]. The filter approach uses statistical mea-
sures calculated to filter characteristics according to the number of criteria. This step is
generally carried out before applying any classification algorithm [8]. In filter approach,
there are several methods such as minimal and redundancy-maximal-relevance criterion
(mRMR) [9]. The mRMR is a screening method for the selection of attributes who have
the best interests of the target class, are a little redundant and most dissimilar to each
other. This method is based on statistical measures such as mutual information, corre-
lation criteria, etc. The two optimization criteria (maximum relevance (MR) and min-
imum redundancy (mR)) are based on mutual information [10]. There are two types of
mRMR that is different depending on the combination of the two criteria(addition and :
mRMR(MID) and mRMRMIQ).

mRMR (MID) = max(Pertinence — Redundancy) (1)
mRMR (MID) = max(Pertinence — Redundancy) (2)

Besides, there are many other methods such as: Correlation based on feature
selection (CFS), Markov blanket filter (MBF)...
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The wrapper methods on the contrary, use induction algorithm to evaluate the
candidate feature subsets. They generally select feature subsets more suitable for the
induction algorithm than the filter methods. In wrapper approach, there are several
methods such as:Markov blanket-embedded Genetic Algorithm(MBEGA) [3] provided
by Zexuan and Al in the selection of genes. MBEGA used Markov blanket to narrow
the search by adding some relevant attributes or removing redundant and/or irrelevant
attributes in the solutions selected by genetic algorithm (GA).

The embedded feature selection method, similar to wrapper methods and the feature
selection is linked to the classification stage. The embedded methods have been pro-
posed to reduce the classification of learning. They try to combine the advantages of
both previous methods. The learning algorithm takes advantage of its own variable
selection algorithm. See for example: PLSRFE [11], RF-RFE [12].

Most of the traditional feature selection methods define some metrics to evaluate
each individual feature, such as signal-to-noise ratio (SNR) [6] and information gain
[13]. They also use many statistical hypotheses testing techniques such as parametric
t-test, F-test [11]. Since evaluating 2V subsets becomes an NP-hard problem, subop-
timal subsets are found by using search algorithms that find a subset heuristically.
A number of search algorithms can be used to find a subset of variables that maximizes
the objective function which is the classification performance [14].

3 Reliable Attribute Selection Based on Random Forest
(RASER)

The feature selection is applied to reduce the number of attributes in many applications.
Most features selection methods mainly focus on finding the relevant features [15]. We
show that the notion of relevance is not sufficient for effective selection of
high-dimensional data because of the high correlation that may exist between different
features.

In many problems, there exist different aspects of solutions which are partially or
wholly in conflict. Therefore, treating these problems as single objective optimization
produces an unreliable result. In multi-objective optimization problem the objectives
may estimate those different aspects of solutions which are conflicting in nature. After
defining the problem of multi-objective optimization, meta heuristics are designed to
solve the multi-objective problems. The goal of a multi-objective optimization is to
identify a set of solutions in the Pareto optimal set [6].

This section is devoted to the explanation of our contribution, which is to propose a
new method for the selection of relevant non-redundant features on the basis of the
random forests method. Our method is divided into three steps. The approach followed
is recapitulated in Fig. 2.
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Fig. 2. The steps of our model

First, we compute the relevance values of each feature using random forests. In the
second step, we compute the dissimilarity matrix from our training set by using the
correlation criterion. Then, our problem is represented by a complete graph whose
nodes represent the attributes and the edges represent the value of dissimilarity between
them.

The last step is the optimization step in which we apply a multi-objective opti-
mization algorithm (relevance, redundancy) on the dissimilarity graph to obtain an
optimal subgraph embedding the most relevant non-redundant features.

3.1 Measuring Features Relevance

Random forests do not require the reduction of the prediction space before classifi-
cation. In addition, random forests measure the relevance of features for each predictor
candidate [16]. This study examines the effectiveness of variable importance measures
by random forests in identifying the true indicator of a large number of candidate
predictors. Random forests provide an original way for calculating the relevance value
of feature. Random forest consists of a number of decision trees. Every node in the
decision trees is a condition on a single feature. So, in a random forest or each node of
the tree represents an atttribute. Random forests handle the problem of relevance but
not the problem of redundancy. Therefore, we will use the graph dissimilarity to handle
features redundancy. Algorithm 1 is used for computing of the relevance value [16].
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Algorithm 1. Measure of relevance value using random forests

1 Input: X = [z, 72,73, ..., zx[" :training samples
2 Y = [y1,u2,¥3,.... ux|7 : classes labels

3 Output:list of artribute relevance values R

4 Begin
5 initialization: Ny = 0,M; = O,M,’ =0,
6 N¢= Number of times when the observation i appears in the OOB samples.
7 M¢=Number of times when the observation i appears in the OOB samples, and misfiled.
8 M7= Number of times when the observation i appears in the OOB samples, and misfiled
after permutation of values of the variable j in OOB.
9 | For i=1.ndo
10 For j=1.pdo
1 For k=1.K do
12 IF (observation i is in OOB;) THEN
13 | Ny=N;+1
14 End IF
15 IF (observation i is in OO By and misclassified) THEN
16 | M =M +1
17 End IF
18 Swap the values of the random variable j in OOB,,.
19 IF (observation i is in OO By and misfiled after swapping the variable ; values in
0OOB) THEN
20 M =M +1
21 End IF
22 End For
23
24 End For
25
26 | End For
27 the relevance of the j variable = 2 Z:'_l Z(3) where Z,(5) = (M] — M()/N,
28 End

3.2 Measuring Redundancy

The feature selection process is represented by the graphs, whether G = (V; E) a graph
constructed by a set of nodes V and a set of edges ECV x V; and W is a weight matrix
whose values are in the range [0:1]. Each node of the graph represents an attribute and
each edge between two attributes represents the relationship between them.

For a set A of N attributes where A = {a;; az;as3;...;ay}, the arrangement of the
training set may be considered as a two-dimensional matrix where the columns rep-
resent the attributes and rows represent instances attributes.
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There are a variety of methods for measuring of similarity dissimilarity between the
attributes such as: Euclidean distance, correlation coefficient [6], etc. By using one of
these dissimilarity measures a symmetric matrix is generated called dissimilarity
matrix. Therefore if we have a set of N attributes A = {a;; az;as; . . .; ay }, computation
of dissimilarity between attributes is handled by a S,,.

The dissimilarity matrix is computed from the data matrix by using the correlation
coefficient [1] between each pair of attributes. The correlation coefficient ¢ between
two random attributes x and y is defined by:

cov(x,y)

var(x)var(y)

o(xy) = 3)

Where var(.) denotes the variance of a variable and cov(.) the covariance between
two variables. If x and y are completely correlated (i.e., there is a linear dependency),
then o(x, y) is 1 or —1. If they are totally uncorrelated then ¢ (x; y) is 0. Hence Eq. (4)
represents the dissimilarity between x and y.

(1 =lo(xy)l) 4)

Subsequently, according to the dissimilarity matrix a weighted complete graph G is
formed. The value at row i and column j in the dissimilarity matrix S,,, represents the
weight of the edge between node a; and a;. As each feature has some dissimilarity value
with other features (present in dissimilarity symmetric matrix S,,), hence the graph G is
a complete graph.

Now our problem is how to determine the optimal number of relevant and
non-redundant attributes. So, we have to select an optimal subgraph g of G that
contains the most relevant attributes and non-redundant. Therefore, we will apply the
algorithm Multi-objective Binary PSO based Approach [6] as explained subsequently.

3.3 Subgraph Computation

The problem of finding the most relevant and non-redundant attributes is modeled by
finding the optimal subgraph from a weighted undirected graph. The attributes con-
tained by the extracted subgraph comprise the final selected relevant and non-redundant
features.

Figure 3 is an example, that the left graph is the initial graph that contains 5 nodes
and value of sij is the dissimilarity value between attributes and each attribute has a
relevance value Ri.

The sub-graph on the right is the returned after the application of the optimization
algorithm.

The problem of finding the subgraph is an NP-hard problem [1]. To solve our
problem we will use multi-objective optimization algorithm graph based MbPSO [6],
which is described by the Algorithm 2. In multi-objective optimization problem the
objectives may estimate those different aspects of solutions which are conflicting in
nature [6].
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Algorithm 2. Graph based MObPSO
1 Input: data matrix dt ,C=number of attributes, seul=0.9.

2 Output:Archive A

3 Begin

4 [2n, Vn, Gh, P..];}'z, =initialize(dt) «< Random Jocations and velodties

s G VLELVWLEW1]=Sm(V1Y x V1F) « subgraphs g,, for N particles are formed from dissimilasity matrix S,

it el rwiy oo
¢ fl=(1- AT ) qaverage dissimilarity value for the N subgraphs
iVilvwi,, o .

7 /2-(!——1—1‘"1—-) <average sar value for the nodes coatained by N subgraphs

s IF funess(z,) ¥ fitness()u, Vu ¢ ATHEN

® | A:=2zq « [nitialize archive A by first non-dominated z

10 End IF

n For n = 1..N do

12 For d = 1..Cdo

2 Und:zw. g+l (Fng = Tn ) 4r2(Cnax, )

“ Tnd = Tnd t Una

13 IF 254 > scud THEN

1 Tng =1 «adiscretize the cell value

b4 End IF

] End For

9 End For

» For n = 1..N do

n GulVLEL VWL EWI1] = Sm(V1, x V1) « new subgraph produced by the evaluated particl

VI Y o
2 fin = ETATES < average dissimilarity value for the new subgraph
w1 vw .

2 12, = St «<average snr value the nodes contained by the new subgraph

%4 A= AUz,

3 For k = 1..N do

2 IF fttness(znk) # fitness(Pn) THEN

7 P i 2 < Update personal best

b1 IF Non.dominated f1tness THEN

2 | Pr, := Random — choteelrn, Pn]

» End IF

n End IF

2 Gp := random — select(A)

n End For

El)

S End For

2% A= 2 (St(fttness(znk) F fitness(Py),Yu € A) « Noa-dominated sorting is applied to the updated archive
Crowdingsort(A) < ding di sorting for archive From step.6 to step-33 are repeated according to number of
iteration

27 End

The Algorithm 3 describes the different steps of our proposed new method cited
above.
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Fig. 3. Example of subgraph extration

Algorithm 3. Reliable Auribute Slection based on Random forest(RASER)

1 Input: B = {Xy, X3, X3, ..., X,} : daasets
2 Y = {y1, w.v3....,us} : classes labels

3 seuil=0.9

4 Output: S:set of fearures

5 Begin

6 R «+ Random Forest(AT, B) 4 for each attribute , the degree of relevance is calculated
using the Alogithme![1]

7 | For i =1.ndo

8 For j = l.ndo

9 My(ay,ay) < —o(ay,ay) < comp the dissimilarity matrix M using the

proximity measure of the equartion (@).

10

n End For

12 End For

13 G « generationGraph(R, My) 4 generation Graph This is a function that generates a
weighted graph.

14 | g+« MbPSO(B,X..Y,seuil,G)

15 End

4 Experimental Results

In this section, we first describe the datasets, their preprocessing procedure and the
performance metrics followed by the results of different algorithms.

In this article nine datasets are used which are publicly available from [1]. Table 1
summarizes these datasets. The first column reports the datasets name, the second
column the number of features and the third column the number of instances. The final
column reports the number of classes as well as the size of each class. For example, the
WBC dataset is composed of 699 instances described each by 10 features. It is com-
posed of two classes (458 Benign, 241 Malignant).

Performance is evaluated using sensitivity, specificity, accuracy and error-rate.
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Table 1. Description of the used datasets

Dataset # # # classes

name features | instances

WBC 10 699 2 (458 Benign, 241 Malignant)

WPBC 34 198 2 (151 non-récurrent, 47 récurrent)

WDBC 32 569 2 (357 benign, 212 malignant)

Spambase 57 4601 2 (spam, not spam)

Ionosphere 34 351 2 (good, bad)

Madelon 500 4400 2

Dermatology 33 366 6 (112 psoriasis, 61 seboreic dermatitis, 72 lichen
planus, 49 pityriasis rosea, 52 cronic dermatitis, 20
pityriasis rubra pilaris)

Sensitivity = P (5)
ensitivity = -5
TN
Specificity = ——— 6
pecificity = -5 (6)
FP +FN
E te = 7
O = TN TP+ TN + FP + FN )
TP+ TN
Accuracy = i (8)
TP+ TN+ TN+ FP +FN

Where
TP:  True Positive = correctly identified
TN: True Negative = correctly rejected
FP:  False Positive = incorrectly identified
FN: False Negative = incorrectly rejected

As this evaluate our method, it is necessary to use a datasets that were not used for
learning: this is what is called the test datasets.

It contains also labeled examples to compare the predictions of a hypothesis with
the actual value of the class. This test is generally achieved by reserving part of the
initial supervised examples and that will not be used in the learning phase.
Cross-validation is a method of estimating reliability of a model based on a sampling
technique.

It is based on estimated performance from examples that were not used in the
design of the model. The cross-validation algorithm k-fold cut the initial set of D
examples in k blocks. The cross-validation algorithm is described in [1].

The performance of our proposed method RASER is compared with: MBEGA [3],
mRMR(MID) [9], mRMR(MIQ) [9] methods. The datasets are arbitrarily divided into
two groups: all together for learning and for testing. Each algorithm is executed for
each training set and evaluated by the appropriate test portion.
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The performance analysis is extended using 10-fold cross validation. The all
algorithms are executed on the total sample versus datasets and the output features are
validated using 10-fold cross-validation using Support Vector Machine (SVM).

4.1 Value of Relevance

To compute the features relevance value, we applied the random forest method that
contains ntree trees. The Fig. 4 shows the influence on the choice of ntree value

relevance. We can see in Fig. 4 that the number of trees (ntree) has practically no effect
on the relevance.

T
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Fig. 4. Influence of ntree on value of relevance for WBC datasets
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Fig. 5. Attributes relevance value of WPBC datasets



So for our work, we choose 200 as ntree value, that is, each built forest contains
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200 trees. Figure 5 show the relevance of attribute values for the WPBC dataset.

4.2 Performance

In Table 2 we compare the classification results obtained with the original dataset that
contains all the attributes and the dataset that contains the attributes selected by our
method. We note that our algorithm, in general returns a classification rate higher than

that returned by the classification of the original dataset.

Table 2. Comparisons of the classifications results

Dataset Methods Specificity Sensitivity % % error
(%) (%) accuracy rate

WBC RASER 98 97.3 97.6 24
Original 97 96.1 96.4 3.6
classification

BC RASER 88.1 96.1 93.4 6.5
Original 55.3 78.1 76 24
classification

WPBC RASER 97.6 95.5 96.2 3.7
Original 95.7 96.9 96.5 34
classification

WDBC RASER 95.5 98.3 97.2 2.7
Original 93.3 96.5 95.3 4.7
classification

Spambase RASER 34 98 74 26
Original 1 100 61 34
classification

Ionosphere RASER 96 97 96 3
Original 52 66 64 36
classification

Dermatology | RASER 99 100 95 5
Original 100 98 89 10
classification

Madelon RASER 51 46 50 50
Original 50 47 48 52

classification
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Table 3. Comparisons of the classifications results with other feature selection algorithms

Dataset Methods Specificity (%) | Sensitivity (%) | % accuracy | % error rate
WBC RASER 98 97.3 97.6 2.4
MBEGA 95.9 97.6 96.9 3.1
mRMRMID) | 92 91.3 91.5 8.4
mRMRMIQ) | 90.8 96.7 94.6 53
BC RASER 88.1 96.1 93.4 6.5
MBEGA 45.5 82.3 71.3 28.7
mRMRMID) | 57.3 73.8 69.8 30.1
mRMRMIQ) | 65.5 70.1 70.2 29.7
WPBC RASER 97.6 95.5 96.2 3.7
MBEGA 68.2 73.2 72.7 27.2
mRMRMID) | 60.8 72.9 71.1 28.9
mRMRMIQ) | 66.9 75.1 73.8 26.1
WDBC RASER 95.5 98.3 97.2 2.7
MBEGA 90.9 98.8 95.7 43
mRMRMID) | 92.7 95.1 94.1 5.8
mRMRMIQ) | 92.2 96.3 94.7 5.2
Spambase RASER 34 98 74 26
MBEGA 10 99 64 35
mRMRMID) | 65 35 61 38
mRMRMIQ) | 66 38 62 37
Ionosphere | RASER 96 97 96 3
MBEGA 81 21 73 27
mRMRMID) | 65 38 61 38
mRMRMIQ) | 47 24 75 84
Dermatology | RASER 99 100 95 5
MBEGA 100 97 90 10
mRMR(MID) | 97 96 81 18
mRMRMIQ) | 98 96 93 6
Madelon RASER 51 46 50 50
MBEGA 38 57 54 46
mRMRMID) | 5 54 0.53 47
mRMRMIQ) | 49 51 50 50

The cross-validation scores of different algorithms are reported in Table 3. It is
clear from this table for the most of datasets the sensitivity, specificity, accuracy, and
errorrate values of our model are better than mRMR(MID) mRMR(MIQ) and MBEGA.
The average Accuracy for our method is very much upper than other methods i.e.
proposed method results are more non-redundant and relevant features than other
comparative methods.
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Conclusion

In this paper, we have proposed a novel feature selection algorithm based on random
forest to select the most relevant and non-redundant one. In that purpose, we have used the
random forest method to measure the relevance value attributes and the correlation
coefficient to calculate the value of redundancy. The proposed method is performed in
three basic steps three stages: the measure of relevance of attributes, modeling and
optimization. Finally, we tested our approach for the selection of attributes on datasets and
we have approved its effectiveness. These encouraging results should stimulate future
research. Our immediate concern is to use another measures of dissimilarity criterion.
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