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Outline

» Statement of the inverse problem
« App for a linear problem

» Data mistit

* Model norms and their importance
* Tikhonov approach to inversion

* A flow chart to keep you on track



Our statement of the inverse problem

» Given observations: d°, j=1,...,N

—
- Uncertainties: €; @
- Ability for forward modelling: Fm] = d

* Find the earth model that gave rise to the data.
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Model Inversion estimates Earth models
based upon data and prior knowledge.




Linear problem

dj = /gj(l“)m(x)dx gi(z) = e cos(2mjqz)

* d;:|-th datum
* g, kernel function for |-th datum

* . Model
Each datum is an inner product of
the model with the kernel function.
% E;,; For this case
/\
\/ di =g -m = 4.89




Analogy with 1D frequency domain EM

Resolve system (2008)

 FDEM system (Resolve)

« Signals: sinusoids at 5 frequencies

* Penetration depth depends upon frequency
 Measurements are fields from buried conductors
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Forward Problem

1
« Datum is defined as:  d: :/0 gi(z)m(x)dx

« Discretize model: m = (my,ma,...,mys)
Xl X2
d; = / gi(x)midx + / gi(x)madzx + ...
0 X1
M
j=1
e In matrix form: d = Gm

Discretized model

0
My X1
Mo X2
' Xy
M XM

100 layers in the app

G: (N x M) matrix
d: (N x 1) vector
m: (M x 1) vector




Linear inversion app (demo)

* [t will help us
- Develop a model e
- Consider kernels e e
- Generate data

* Model: m(x)

« Kernels (physics): \w | ‘

gj(x) = e’Pcos(2mjqz)

e Data:

4 = [ gi@miz)ds

http://em.geosci.xyz/apps.html



http://em.geosci.xyz/apps.html

Models with the app (demo)

Build a 1D model

« Background
« Box car
 (Gaussian

add_noise

m(x)

00 02 04 06 08 10

N = o [ %]
x i

eeeeee




Kernels with the app (demo)

« Kernels for FEM are decaying sinusoids

gi(z) = eJP” cos(2mjqx)

 N: number of data

« M: number of cells )
e p: controls decay 0
« g: frequency k:‘
 |1: starting | value @
* |N: ending ] value i

* ymin, ymax (plot limits)
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Real observation includes noise

e Data: d=Gm

option model data kernel

add noise dObS —d -+ noise

percentage | 0.2

floor | 0.001
Model Data
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Real observation includes noise

e Data: d=Gm

option model data kernel
add_noise
percentage | 0.2 dObS —d + noise
floor | 0.001 «<— shows noise level
Model Data
2 0.6 1
1 _
_ 0.4 1
% 0 1<)
0.2 1
_1 X
-2 0.0 -
00 02 04 06 08 10 5 10 15
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Inversion

Model

m),

Inversion
processing
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Inverse problem

- Observed data: d3*°, j=1,...,N

« Uncertainty: €;

* Ability to simulate data: Fim] =d

* Find the model which fits the observation

F—l
« For linear problem: Gm =d meRM  M>N
d e RY

M N more unknowns than data
GeR (underdetermined system)



Inversion using Mistit criterion

Forward modelling Gm=d
Data d°* =d + e
Noise €

 Gaussian errors with standard deviation, €;

N o d. — Jdobs. 2
* Misfit measure: cbd:Z(j : )

g=1

€;

« Expected value of ¢« is Elga] =N

. . ¢y: target misfit
 Data are fit when ¢a ~ ¢4 o= N



Inversion with misfit only

dobs

Inversion

Adjust
parameters

bq < Py

Accept model

Modify try again

=1

€

=L ()

J
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Inversion app (demo

Linearinversion

= C 0 @ localhost:8888 oks/Linearlnversion.ipynb

' " Jupyter Linearlnversion nsaed cranges) A Logou
» With accurate data |
File Edit View Insert Cell Kernel Widgets Help Trusted |Py1hor‘ 30
+ = @ B 4+ ¥ MRun B C Markdown | =

In [37): Q2 = app.interact_plot_model()

m_backgro... 0.00
] ] m1 1.00
* With noisy data. i,
m1_center 0.20
dmi 0.20
m2_center 0.75
sigma_2 0.07
option model data kernel
add_noise

percentage | 0.1 ‘

floor | 0.1 ‘

Rows of matrix G Model Data




The basic problem of non-uniqueness

« Each datum is a “volumetric” response

e Data are
M
di — ZGijmj
j=1
d = Gm G: (N xM)
* In the app
- M=100
- N=20

- S0, M>N (underdetermined problem) = infinitely many solutions



Questions to consider

« Consider the simple problem that involves two

unknowns: my and m, Any point here

- We have one datum: my + 2m, = 2 satisfies x+2y=2
N
« What is the value of my and m,? o
(1, 0.5) > z:
- (2,0) .
_ N
1




Possible norms

e Smallness
= |m||® = Zm

« Smallness with reference

P = |m — mrefH2 = Z(my — Miref j)2

J

e SMoothness

= H H = Z mj41 — mj)2
J

1.0 1

m;

0.5 1

0.0 0.5 1.0
m

¢m:m%+mg

— m = (0.392,0.784)

Om = (M1 — Myef)? + (Mo — Myer)?

—m = (0.8,0.61) mMmyer=1

Om = (m1 — m2)2

—m = (2/3,2/3)
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How to pick "one” from "many”

» Define: ruler to measure size (norm) of models
» Choose the “smallest”

* £.g. height

Lindsey Seoqi Doug
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Model norms: Generally finding functions

Smallest model:

Smallest with reference:

Smoothest model:

Combination:

Discretize:

Dy = /mzdx
Gm = /(m — Myep) da
o= [ (02

dm\ 2
_ o 2 i
gbm—as/(m Moyef) d:l?—l—ogx/(dx)da?

Om = s || Wo(m — myep) 3 + aa[Wo (m))|;



Summary

« Norms provide ways to select a specific solution
* Also need to address data errors and a misfit criterion
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Inversion using Mistit criterion

Forward modelling Gm=d
Data d°® =d + ¢
Noise €

 Gaussian errors with standard deviation, €;

N o d. — Jdobs. 2
* Misfit measure: cbd:Z(j : )

g=1

€;

« Expected value of ¢« is Elga] =N

. . ¢y: target misfit
 Data are fit when ¢a ~ ¢4 o= N



Combining misfit and model norm

« (Goal for our inverse problem: find the model m that
— produces an acceptable misfit (Pd < ¢y)
— minimizes the model norm, @,

* Re-cast as an optimization:

minimize ¢4+ BOm where 0 < 8 < o0

« [ :trade-off (Tikhonov) parameter



The role of 5

Analogy: an optimization problem with two requirements
° Travelling from Ato B Buenos Aires

- minimize time taken RN \
- minimize fuel consumption |

¢ = time + 3 - fuel —

- both time and fuel consumption are functions of speed

* 8 =0:minimize time (regardless of fuel)

=
1
e

* large 5. minimize fuel (but still get there)

. A
: Time on road

,n

c
o

)
o
=
v
c
3

2™
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The role of 5

* A typical problem might be:
* Minimize fuel consumption

e Subject to getting there in 2 hours
b — 00

B

Pd

Time on road

T=2 hours — gb:}

B —0
Fuel consumption g

Pm

Buenos Aires

\

La Plata

¢ = time + (5 - fuel

| |
Pd Prm



The role of 5 : managing misfit

« Our inverse problem

- Find the model (m): minimize @q + Bopm,

- Which beta to use?

- If standard deviations of data are known,

- Desired misfit is

- Choose 8 so that

El¢a| = N
¢g =N

Pa(m) = ¢y

Tikhonov curve




Inversion app (demo)

mode € Run
Explore
mO 0.00
mref 0.00

percentage | 5

floor | 0.02
chifact | 1
data obs/pred misfit

beta_min | 0.0001

set range of B

beta max | 100

n_beta | 81
alpha s | 0.01
alpha_x | 0
option misfit tikhonov
i_beta 0
scale linear log

Model Data
[ ]
2 0.4] % e Observed
1 . x  Predicted
- _ 0.2
z 0 *
—1 *x?
11— True 0.0 . .. ¥ e o
2] Pred . ‘55:5’.
0.0 0.2 0.4 0.6 08 1.0 5 10 15
X ki

¢3=2.0e+01, §,,=4.0e-03, B=1.1e+01

$4=2.0e+01, p,=4.0e-03, B=1.1e+01

102 102

Pa

10! 10!

102 100 10° 107! 1072 1073 10°*

-3
Beta 10
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e Solve

minimize ¢4+ Lo,

* [ too large = underfitting

- Structural information lost

* 3 too small - overfitting the data

- Noise becomes imaged as structure

* [ justright = optimal fit
gbd(m) ~ N

- Best estimate of a model which
adequately re-creates the observations

3 is the trade-off parameter

Model

dd

Tikhonov curve

0.0

—— True

Pred

0.2 1

0.2

0.4

0.6

0.8

1.0

0.6

Data

0.4 1

X %
0.0

—— Observed
x  Predicted




e Solve

minimize ¢4+ Lo,

* [ too large = underfitting

- Structural information lost

* (3 too small = overfitting the data

- Noise becomes imaged as structure

* [ justright = optimal fit
gbd(m) ~ N

- Best estimate of a model which
adequately re-creates the observations

3 is the trade-off parameter

Tikhonov curve

dd

Model

Data
0.6

o = N

\[7 T//\\_ “

m(x)

—— True

0.2 1
—21 Pred

00 02

0.0
04 06

0.8

—— Observed
x  Predicted




e Solve

minimize ¢4+ Lo,

* [ too large = underfitting

- Structural information lost

* 3 too small - overfitting the data

- Noise becomes imaged as structure

* [ justright > optimal fit
gbd(m) ~ N

- Best estimate of a model which
adequately re-creates the observations

3 is the trade-off parameter

Tikhonov curve

dd

Model

0.0

0.41 «
A I XL

—— True

Pred

0.2

Data
0.6

/]

0.2 1

0.4

. 1.0
X

0.0
0.6

0.8

—— Observed
x  Predicted




Flow chart for inverse
problem

Given:

- Field observations

- Error estimates

- Ability to forward model
- Prior knowledge

Discretize the Earth

Choose a suitable

Design model

misfit criterion objective function

Perform inversion

|

Evaluate results

lterate

A

A 4

Interpret preferred model(s)




Summary

* Solving linear inverse problem MC\TD

minimize ¢4+ Bo,

Trade-off parameter, (3

N dobs ¢ ~ ¢*
Data misfit Z ( ) q;f B ]\;l
: d -

Model objective . B 9 (d_m)2
function Om = ot /(m Mref) d$+04:c/ dr dx

(or regularization)

bm

small (3
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Summary

* Solving linear inverse problem —a
0 4

minimize ¢4+ Bo,

Trade-off parameter, (3

N dobs ¢ ~ ¢*
Data misfit Z ( ) q;f B ]\;l
: d -

Model objective . B 9 (d_m)2
function Om = ot /(m Mref) deF%:/ dr dx

(or regularization)

How do we solve this optimization problem? om  gmall B



Outline

» Statement of the inverse problem

« App for a linear problem

» Data mistit

* Model norms and their importance.
* Tikhonov approach to inversion

* A flow chart to keep you on track



Homework problem

« Accessing app

- Link: https://mybinder.org/v2/gh/geoscixyz/geosci-labs/master?filepath=notebooks%2Findex.ipynb

- Wait until you see index page

- Then

: Ju pyter index (autosaved)

File Edit View Insert Cell Kernel Widgets Help

+ 2 @D » ¥ MRun @ C » Markdown

Inversion

e Linearlnversion.ipynb: 1D Linear inversion app

A
v

— Jupyter index (autosaved)
File Edit View nsert Cell Kernel Widgets Help

B+ < @ B 4 ¥ MHRin B C W  Makdown 3 &=

GeoSci-labs

The purpose of these notebooks is to provide tools for you to investigate fundamental concepts in ammplied

geophysics. They support the open source textbooks :

eosci.xyz, a resource for applied geophysics
xyz, a resource for electromagnetic geophysics.

These notebooks are powered by SIMPEG, an open source for Si

ion and Parameter Estimati

Geophysics.
If you have feedback, we would like to hear from you!
« Contact us

« Report issues
« Join the development

Contents

A

Trusted | Python3 O

/ click

e Linearlnversion-CG.ipynb: 1D Linear inversion (with CG solver) app

e 2D-Linearlnversion-Crosswell-Tomorgraphy-Lp.ipynb: 2D Crosswell Tomography inversion with I, norms
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https://mybinder.org/v2/gh/geoscixyz/geosci-labs/master?filepath=notebooks/index.ipynb

Homework problem

e Question:

- Use default parameters in Linearlnversion.ipynb
- Except data error (%) =0 (keep floor = 0.01)

- What is the value of 8 that corresponds to the inflection point of
the Tikhonov curve (corner of the L-curve)



Next up ...

|
@KIHI\/ VAR

Overview Tikhonov Linear Nonlinear Lp-norms Field scale The future
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