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Reliability is a constant struggle – for everyone!
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Agenda

Azure is one of the biggest networks 

in the world 

Changes at scale and without any 

negative impact? 

o Abstract/compartmentalize/contain

o Simulate

o Emulate

o Validate
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What does it mean to be “hyperscale”?
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Microsoft builds (very) large Data Centers





Microsoft Builds Big Data Centers –

the Cloud is about Scale





 Data from https://research.fb.com/building-switch-software-at-facebook-scale/

Changes cause outages 

Sources of Error in Facebook (2018)

https://research.fb.com/building-switch-software-at-facebook-scale/


o Grow at hyper speed

o 1000’s of changes a day

o Reliability

o Agility

How do we build and 

operate the most 

reliable hyperscale 

network? 
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Azure DC networking – building blocks

Amount of 
details

Degree of 
abstraction

rack

rack



Azure DC networking – building blocks

Amount of 
details

Degree of 
abstraction

rack

pod

…

POD



Azure DC networking – building blocks

Amount of 
details

Degree of 
abstraction

rack

pod

…

DC

rack

pod

…

…

DC



Azure DC networking – building blocks

Amount of 
details

Degree of 
abstraction

AZ

Regional 

Network



Azure DC networking – building blocks

Amount of 
details

Degree of 
abstraction

Regional 

Network

Microsoft

WAN

Regional 

Network

Region



Azure DC networking – building blocks
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Self-containment 
boundaries 

self-containment
[ˌselfkənˈtānmənt]
NOUN

1.the condition of being complete, or having all that is needed, in itself.
2.the quality of not depending on or being influenced by others; independence.



Azure DC networking – routing
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Requirements:

o reduce number of routes to the strictly necessary minimum

o enough details to prevent blackholing

o in multi-planar topology POD local backup is always preferred 

o parallel plane backup path is preferred over “plane merge” point (beyond DC)



Azure DC networking – routing
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Naïve approach (too little information)

Path Vector + aggregation:

o blackholing on next-next-hop failure



Azure DC networking – routing
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Naïve approach (too much information)

Link State:

o excessive flooding

o blast radius 



Azure DC networking – routing
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Pragmatic approach

Path Vector + once bounce:

o local traffic always stays local, longer backup path through bounce

o backup path is always available (with minimum path hunting) 
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Network Change Verification System (NCVS)

SoNiC

Simulation

Emulation

RNG RNG

DC DC DC DC
DC DC

Topology

Configurations

Manual 

Operating 

Procedure

(MOP)

Output: Routing 

tables (FIBs)

Spock



Emulation vs Simulation

Distributed Emulation Efficient Simulation

Coverage: subset of a datacenter entire Azure region

Speed: non-interactive (~ 1 hour) interactive (~ minutes)

Scalability:

100 routers

VMs one VM per router

10,000 routers

VMs one VM for all 

routers
1

Fidelity: Bug compatible  with actual 

devices 

Validated daily: NLS vs production 

ribs across all Azure switches
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Test in a high-fidelity simulator before you fly!



Network Logic Solver

RNG RNG

DC DC DC DC

DC DC

Azure region topology

Configuration files

Output: Routing tables 

(RIB/FIB)

Scales to Azure 

Regions

Models routing protocols behavior Efficiently simulates control 

plane
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Orchestrator

Various VM’s: 

vendor names are 

coincidental

SoNiC

VM A

VM B VM C

Virtual links

L1

T1 T2

L2

T3 T4

Azure

S1 S2

SoNiCSoNiC

Network Emulation

RNG RNG

DC DC DC DC
DC DC

Topology

Configurations

SoNiC SoNiC



Open Network Emulator (ONE) – digital tween

Production 

Network

Configuration

Software

Hardware

Configuration

Software

Hardware

Configuration

Software

Hardware

Emulated Production 

Network

Configuration

Software

vHardware

Configuration

Software

vHardware

Configuration

Software

vHardware

30+ million core-hours on Azure Network Emulator yearly runs

high fidelity
devices work exactly as production

support from multiple vendors

seamless
push-button deployment

fast
network with 1000s of devices created in minutes



ONE typical usage scenario 

Network engineer 

describes desired change

An emulated 

replica is created
Change is applied 

to emulated replica

Replica verified by 

Z3 theorem prover

Pass/Fail

(with feedback)

SONiC

SONiC

SONiC

SONiC

SONiC



Agenda

Changes at scale and without any 

negative impact? 

o Simulate

o Emulate

o Validate



Formal methods: Forwarding Information Base (FIB) Verifier

Continuously check for “intent gap”

Derive routing invariants from topology and 

architectural metadata
o local correctness of each device

o global reachability properties

Validate invariants against actual FIBs

Errors trigger workflow for automated or 

manual remediation

Continuous check on over 100K+ devices in fleet

Z3
Generate 

Local 

Contracts

Z3

Z3

Z3

Pull forwarding 

tables

Pull forwarding 

tables

Pull forwarding 

tables

Pull forwarding 

tables

Schedule

Configuration 

retrieval



Spock Overview

What is Spock

o Network testing framework in C#

o Invariants as test methods with assertions (e.g., Assert.IsTrue)

o Special API + DSL for symbolic reasoning: Assert.AllPackets(…)

o Mixes concrete and symbolic testing

How does Spock verify user assertions

o Classical model checking algorithms from the 90s

o Careful implementation and domain optimizations



[SpockTestMethod(scope: Datacenter)]
public void TorReachabilityTest(Datacenter dc) { 
foreach (var t0 in dc.T0s) {
foreach (var prefix in t0.VlanAddresses) {
var relevant = ContainedBy(prefix);
var reachable = Reachable(dc.T0s, t0);
var invariant = If(relevant, reachable);
Assert.AllPackets(invariant);
...

Passed: BgpSessionTest
Failed: TorReachabilityTest

Datacenter: dc01
Packet: 10.12.1.3
Path: dc01-0108-01t0,

dc01-0108-12t1
...

RNG RNG

DC DC DC DC

DC DC

Input: Azure region topology

Input: Routing tables (FIBs)

Input: Specification as a test

Spock

Output: Test result

Spock Architecture
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We are hiring!



Thank you!


