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WHY:
Any machine learning algorithm has its limitations and 
disadvantages. And if in the case of natural language 
processing or image recognition, these problems are 
visible to the naked eye, with amino acid sequences it can 
be not so obvious. Therefore, we decided to check if ESM, 
the most popular large protein language model at the 
moment.
HOW:
We examined remote homology using randomly generated 
sequences and compared ESM data with existing amino 
acid substitution tables.

Natural Language Processing (NLP) is a dynamically 
developing field of machine learning. One of the main 
breakthroughs in this area is the invention of transformer 
models. From the idea to apply transformers to protein 
sequences, the ESM (evolutionary scale model) was born.
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