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Cloud-Based

350+ kw

IT Workload/Density Drivers

RISING RACK 
DENSITY

AdvancedCPU/GPU R&D

Software-defined

IoT

ML / LLMs

BI

Dawn of Computing & 
Data Centers / ENIAC

Workloads at Warp Speed: The 
Changing Data Center
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Aligned’s Modular Design: 
The Foundation for AI & Cloud Evolution

Hybrid Cooling for AI & Cloud

Built for AI, GPUs, and high-density workloads.
AI Enablement  Designed for extreme GPU densities. Seamless Integration 
Works with Aligned’s primary water loop & chillers. Closed-Loop Design 
Sustainable, water-efficient cooling.

Optimized for traditional cloud and compute.
Flood Room Design Enables dynamic high-density deployment. 
Patented Microchannel Coil High delta T heat transfer. 
Structural Ceiling Grid Returns heat while optimizing space.



SIDE CONNECTION
COMPATIBILITY

TOP CONNECTION
COMPATIBILITY

PIPE TAP ON
BRANCH SUPPLY
& RETURN PIPING

OVERALL DATA CENTER CHILLED
WATER LOOP WITHIN GALLERY

DELTAFLOW~ SEAMLESSLY
INTEGRATES INTO SAME

CHILLED WATER LOOP

4'-10"

4'-10"

DELTAFLOWS~ & DELTA CUBES
ARE THE SAME WIDTH ALLOWING
FOR FLEXIBILITY TO ADJUST TO 
CLIENTS NEEDS SEAMLESSLY

DELTAFLOW~

CONNECTIONS

BUTTERFLY VALVES
ALLOWING FOR

ISOLATION DURING
MAINTENENCE

BALL VALVES ON
SUPPLY & RETURN

MOTOR CONTROL
VALVE ON RETURN

BALANCING VALVE
ON RETURN

STRAINER ON SUPPLY

AUTOMATIC
CONTROL VALVES
ON RETURN

TECHNOLOGY
WATER SUPPLY
(SHOWN BLUE)

STRAINER
ON RETURN

TECHNOLOGY
WATER RETURN
(SHOWN RED)

BUTTERFLY VALVES
ALLOWING FOR ISOLATION
DURING MAINTENANCE

INTERCHANGEABLE SYSTEM

DELTAFLOW~ UNIT

DELTA CUBE UNIT

LIQUID-COOLED RACK

AIR-COOLED RACK

PRIMARY TECHNOLOGY
WATER LOOPS

TECHNOLOGY WATER
BRANCH PIPING

TECHNOLOGY
WATER RETURN
(SHOWN RED)

TECHNOLOGY
WATER RETURN
(SHOWN RED)

TECHNOLOGY
WATER SUPPLY
(SHOWN BLUE)

TECHNOLOGY
WATER SUPPLY
(SHOWN BLUE)

BALL VALVES ON SUPPLY &
RETURN ALLOWING FOR 
ISOLATION OF RACKS

BALL VALVES ON SUPPLY &
RETURN ALLOWING FOR 
ISOLATION OF RACKS

AUTOMATIC CONTROL
VALVES ON RETURN

AUTOMATIC CONTROL
VALVES ON RETURN

FLEXIBLE PIPE/HOSE
ALLOWING FOR DIRECT
SIDE CONNECTION

FLEXIBLE PIPE/HOSE
ALLOWING FOR DIRECT
TOP-SIDE CONNECTION

2MW POD - MIXED COOLED ENVIRONMENT 
(70% LIQUID & 30% AIR)



High-density GPU servers & server racks

Direct Liquid Cooling (DLC)

Support mixed and 

variable densities across 

the same row

Liquid Cooling Technology

Seamlessly integrates into 

existing heat rejection system

Air Cooling Technology

Seamlessly transition between air, hybrid, & liquid cooling, 

or a custom blend, within the same data hall with 0 downtime. 

Scale up or out to support virtually any density & deployment 

demands – enterprise compute, Cloud, AI, & future applications / 

technology platforms.

Flexible Cooling Designs



ALIGNED’S APPROACH: 

WITH WORKLOADS, TECHNOLOGY, AND DEPLOYMENT ALL IN 

FLUX, A COMPLETE SET OF FOUNDATIONAL COMPONENTS IS 

REQUIRED TO ADAPT.

SUPPLY 
CHAIN

ADAPTIVE
DESIGN

LIQUID & AIR
COOLING

STRATEGIC PARTNERS

MODULAR 
INFRASFRASTRUCTURE

ENGINEERING 
EXPERTISE
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