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Constructing Mycobacterium tuberculosis Drug
Resistance Prediction Model

Po-han Li, Yu-Sheng Ting, and Kuan-Hao Chao

Abstract—The worldwide spread of antimicrobial resistance (AMR) bacteria is a serious global issue. Among them, Tuberculosis (TB)
caused by Mycobacterium tuberculosis is the major global health problem caused from a single pathogen which listed in the 10 causes
of death from 2000 to 2016. Constructing TB antidrug resistance prediction model is crucial because drug susceptibility testing in lab is
time-consuming. Furthermore, it could help doctor in early diagnosis. However, current prediction sensitivity and specificity of
Isoniazid(INH), Rifampicin(RMP) and Ethambutol(EMB) TB drugs are not good enough. To address the need, we utilize protein
information of each assembled Mycobacterium tuberculosis genome in PATRIC database to develop the state-of-the-art drug
resistance model with machine learning approach. Our results show that with enough amount of data, the trained model with specific
hyperparameters can outperform the previous studies, which may make the future diagnosis much faster.

Index Terms—Mycobacterium tuberculosis, machine learning, prediction model
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1 INTRODUCTION

THE worldwide spread of antimicrobial resistance (AMR)
bacteria turns out untreatable infections and humanity

health crisis. It is a serious global problem which is not
limited to national borders and can affect peoples around
the world without discrimination [1], [2], [3]. The World
Health Organization (WHO) has stated the threat to the
ever-increasing AMR bacterial infections in a 2014 global
report [4]. AMR not only jeopardize human health but also
has a negative impact on the global economy. A 2009 Euro-
pean Union (EU)-based research about AMR identified that
multidrug resistance caused 400,000 infections and 25,000
deaths each year; with regard to economic, it cost 900 million
euros and 600 million days of lost productivity annually [5],
[6]. Another European Union (EU)-based research made an
estimation model based on collected EARS-Net data. The
model reckoned that 671,689 infections and 33,110 deaths
in EU, 2015 [7]. In the United States, 2013, it is estimated
that about 2 million peoples acquire severe infections with
AMR bacteria, and at least 23,000 people died each year; the
economic cost ranges from 20billionto35 billion per year [8].
The instances above show the severity of AMR problem in
recent years.

Among all these AMR bacteria, Tuberculosis (TB) caused
by Mycobacterium tuberculosis is one of the major global
health problem which attracts world’s close attention [9],
[10]. It is the leading cause from a single pathogen and
listed in the top 10 causes of death from 2000 to 2016, which
ranks higher than HIV/AIDS [10], [11]. Several meetings
and conferences are held and the goal, eliminating TB
epidemic by 2030, is set by all member of WHO and UN
[10]. Although the global death percentage and the rank-
ing of TB drop annually, there are still millions of people
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acquire TB disease each year. In 2017, it is estimated that
10.0 million infections and 1.6 million deaths worldwide
[11]. The first modern TB chemotheraphy began in 1952.
Afterwards, strains of Mycobacterium tuberculosis started to
acquire resistance to various drugs gradually [12]. Due to
the severe harmful impact that TB has brought, it is critical
to establish a systematic treatment on TB and multidrug
resistant TB (MDR-TB).

A TB treatment guidline book published by WHO clearly
describes the disease symptom and recommended treat-
ment [13]. The drug for TB Disease treatment is cautiously
chosen in stepwise selection process considering efficacy,
drug-resistance, patient-safty and cost [13], [14]. There are
more than 20 drugs developed to for TB treatment. Among
them, five first-line drugs, including Isoniazid(INH), Ri-
fampin(RMP), Pyrazinamide(PZA), Ethambutol(EMB) and
Streptomycin(STM), are used for the treatment of new pa-
tients. The daily or 3 times per week recommended dose
of these drugs are avaialable in the book and WHO official
website [13]. If patients have been previously affected and
the result of drug susceptibility testing is resistant to at
least Isoniazid(INH) and Rifampicin(RMP), then second-
line drugs should be used for treatment instead. Second-
line drugs, including aminoglycosides(WHO group 2), flu-
oroquinolones(WHO group 3), thioamides(WHO group 4),
are used for MDR-TB treatment. Drugs that may be useful
but have unproven efficacy are classified as third-line drugs
[13], [15]. Of all these drugs, first-line drugs are the most
important and widely-used.

The process of phenotypic drug-susceptibility testing
is slow and expensive [16]. It is still difficult to identify
resistant strains quickly and choose the appropriate second-
line drugs because bacterial culture in lab takes time. Tra-
ditional diagnosis of tuberculosis takes about four to eight
weeks from sample culturing to antibiotic susceptibility
testing [17], [18]. Although the culturing time has been
reduced into 72 hours [19], it is still time-consuming to get
the drug resistance result. Therefore, constructing a precise
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Mycobacterium tuberculosis drug resistance prediction model
is crucial. The prediction model could help doctor makeing
early diagnosis.

Current TB drug resistance prediction model mainly
uses database comparison approach [20], [21], [22]. How-
ever, among the first-line drugs, the sensitivity and speci-
ficity of Pyrazinamide(PZA), Ethambutol(EMB) are not
good enough to make the prediction. Moreover, the sample
number for building the model is limited in previous work,
which are 307 in PZA and 484 in EMB [22]. Some researches
tried machine learning approach based on DNA sequenc-
ing data and have improved the result of Isoniazid(INH),
Rifampicin(RMP) and Ethambutol(EMB) [23]. However, the
result of PZA is still inaccurate and the method of construct-
ing prediction model using protein data has not been tried.

To address the need, we utilized the Mycobacterium tu-
berculosis feature file in PATRIC database and try to imporve
the prediction rate by machine learning approach.

2 METHODS

2.1 Database Selection
According to a review paper published in 2010 [24], there
are many TB databases avaialable on the Internet. However,
most database has limited data source and the format and
file structure between these databases are mostly incompati-
ble. Therefore, it makes data preprocessing a labor-intensive
job. In this study we choose one of the largest bacterial
database, PATRIC [25], as our raw data source. PATIRC,
the Pathosystems Resource Integration Center, is a bacterial
database providing integrated data and analysis tools. It
welcomes clinical and biomedical researchers around the
world to upload their assembled TB genome and antidrug
resistance test result. It also provides FTP functionality,
thus making it easy to access these great amount of data
programmatically.

2.2 Data Preprocessing
We use PATRIC.features.tab gene annotation file provided
by PATRIC database to build our resistance prediction ma-
chine learning model. There are many features including
self-defined gene id, gene feature(CDS, tRNA, pseudogene),
chromosome location, +/- strand, protein id etc. We select
protein id as our main feature. The data have been orga-
nized into two types of tables, genome table and protein
table. The identity of each genome is recorded in the first
column of the genome table, and each boolean variable
recorded in the second column indicates whether the ac-
cording genome is resistant or susceptible to the target drug.
A protein table of each genome records the numbers of the
gene sequence fragment of the according proteins.

2.3 Machine Learning Models
Different models of different hyperparameters but of simil-
iar structures are used to predict the resistance of a genome.
All the models take a 9,071-dimension vector as the input,
which is the protein table of the genome, and output a
2-dimension vector, each dimension in which represents
the predicted probability of the resistance and susceptance
respectively. One of the model structures is shown in Fig.

Fig. 1. Model of four layers

1. All the models have softmax function as the activation
function of the last layer, ReLU function as the activation
function of one of the layers, and use Adagrad as the
optimizer, cross-entropy as the loss function.

The first comparison is of the difference among the
number of layers of the models. The depth of the network
of the models vary from 2 to 6. The second comparison is
of the difference value of the learning rates. The learning
rates of the models are 0.01, 0.001, 0.0001, 0.00001, 0.000001,
respectively, and all of them are based on the 6-layer struc-
ture. The last comparsion is of the difference of the layer
using ReLU function as the activation function, and all of
them are based on the 4-layer structure.

2.4 Validation Split
To evaluate the accuracy of the prediction of the model in
the training process, ten-percent of the data are used as
a validation set, which are not used as the training data.
The validation split is chosen so that the traing set and the
validation set has the same resistance to susceptible ratio as
the origin set.

2.5 Evaluation
The output of the model is a 2-dimension vector, the first di-
mension in which indicates the probability of the predicted
resistance. A threshold is setted that if the probability is
higher than the threshold value, then the genome would
be classified as having drug resistance, and as having no
drug resistance if otherwise. The threshold can be adjusted
to obtain different sensitivity and specificity. Having differ-
ent points of different threshold, the ROC curve (receiver
operating characteristic curve) could be plotted, as shown in
Fig.2. In this experiment, the threshold changes from 0% to
100%, and each time increases 5%. Connecting the 21 points
with the origin and point (1,1), a ROC curve with 23 points
can be obtained. It should be noticed that given the ROC
curve and the resistance to susceptible ratio, TP, TN, FP, and
FN can all be obtained by simple calculation.

AUC (Area under the Curve of ROC) is equal to the
probability that the classifier will rank a randomly chosen
instance higher than a randomly chosen negative one, which
is used to evaluate the accuracy of the prediction of the
model. The larger the AUC is, the more accurately the model
can predict whether the genome has drug resistance.

3 RESULTS

In the task of predicting the resistance to PZA, in which
there are 3,295 drug-susceptible genome and 378 drug-
resistant genome as training data, the model with 4-layer
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Fig. 2. As the threshold adjusted, the point moves in the ROC space.

Fig. 3. Changing the depth of the model.

and 0.0001 as the learning rate works better after completing
500 epochs of training. The AUC of the model is 0.970.

3.1 Change in Depth
With the learning rate of 0.0001, 5 ROC curves can be
obtained after completing 500 epochs as shown in Fig.3
by changing the depth of the models from 2 to 6. It can
be noticed that all the models outperform the result of the
previous study [26], which has the sensitivity of 70.9% and
the specificity of 93.9%, as presented as the blue point.

3.2 Change in Learning Rate
With the 6-layer structure and the ReLU function as the
activation function of the fifth layer, 5 ROC curves can be
obtained after completing 500 epochs as shown in Fig.4
by setting the learning rate as 0.01, 0.001, 0.0001, 0.00001,
0.000001, respectively. It can be noticed that only the model
trained with the learning rate of 0.0001 outperforms the

Fig. 4. Changing the learning rate of the model.

Fig. 5. Changing the position of the ReLU activation function.

result of the previous study [26], which has the sensitivity of
70.9% and the specificity of 93.9%, as presented as the blue
point.

3.3 Change in the Layer Using ReLU Function as the
Activation Function
With the 4-layer structure and the learning rate of 0.0001, 5
ROC curves can be obtained after completing 500 epochs as
shown in Fig.5 by changing the layer using ReLU activation
function from the first layer to the fifth layer. It can be
noticed that all the models outperform the result of the
previous study [26], which has the sensitivity of 70.9% and
the specificity of 93.9%, as presented as the blue point.

3.4 The Result for EMB
The similiar experiment is done on EMB, in which there are
4,808 training data in total. With the learning rate of 0.0001,
5 ROC curves can be obtained after completing 500 epochs
as shown in Fig.6 by changing the depth of the models from
2 to 6. It can be noticed that all the models except the one
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Fig. 6. Changing the depth of the model predicting the drug resistance
to EMB.

Fig. 7. Changing the depth of the model predicting the drug resistance
to ETH.

with 2 layers outperform the result of the previous study
[26], which has the sensitivity of 88.7% and the specificity of
81.7%, as presented as the blue point.

3.5 The Result for ETH
The similiar experiment is done on ETH, in which there are
571 training data in total. With the learning rate of 0.0001, 5
ROC curves can be obtained after completing 500 epochs
as shown in Fig.7 by changing the depth of the models
from 2 to 6. It can be noticed that none of the models
outperforms the result of the previous study [26], which
has the sensitivity of 73.6% and the specificity of 93.3%, as
presented as the blue point.

3.5.1 Changing the Validation Percentage
The amount of the data is too small to train the network
in the case of ETH. Thus, to have more training data, the
validation set has been reduce to 5% of the total data, and
the data used to train the model increase to 95% of the total

Fig. 8. Changing the validation split percentage for the training on ETH

Fig. 9. Changing the model generalization ability for the training on ETH

data. 5 ROC curves can be obtained after completing 500
epochs as shown in Fig.8 by changing the depth of the
models from 2 to 6. It can be noticed that there is some
improvement because one of the model outperforms the
result of the previous study [26], which has the sensitivity of
73.6% and the specificity of 93.3%, as presented as the blue
point.

3.5.2 Changing the Model Generalization Ability

Since using ReLU as the activation function can make the
model have the better generalization ability [27], the linear
activation function is replaced by the ReLU function in dif-
ferent layers. With the 3-layer structure and the learning rate
of 0.0001, 3 ROC curves can be obtained after completing
500 epochs as shown in Fig.9 by using linear function in all
layers and using ReLU activation function in the first and
the second layer, respectively. It can be noticed that still none
of the models outperforms the result of the previous study
[26], which has the sensitivity of 73.6% and the specificity of
93.3%, as presented as the blue point.
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Fig. 10. 11-layer model used for the training on ETH

Fig. 11. Using the 11-layer model to predict the drug resistance to ETH

3.5.3 Very deep model on ETH
Since the deeper network has the better generalization abil-
ity [28], the 11-layer model shown in Fig.10 is adopted. With
the ReLU function used as the activation function in the
ninth layer, the ROC curve can be obtained after completing
5,000 epochs as shown in Fig.11. It can be noticed that the
model is almost as accurate as the result of the previous
study [26], which has the sensitivity of 73.6% and the
specificity of 93.3%, as presented as the blue point.

4 DISCUSSION

4.1 The Deeper, the Better?

When evaluating the ability of fitting curves of a model, we
say the deeper the model is, the better it is. The reason is that
theoretically, when a model gets deeper, the set of functions
it can fit expands exponentially. However, the experiment
shows that the model with five layers is better than that with
six layers. It should be noticed that with the same width,
deeper model means more parameters, which could make it

take more time to fit the training data. If the target function
of predicting resistance can be fit by two models, the deeper
model needs more time to fit the function. Thus, as both
models completing more than 500 epochs, it is possible that
the 5-layer model is better than the 6-layer model.

4.2 Learning Rate
If the learning rate is too large, it is likely that the updated
parameters during the traning process keeps skipping the
local minimum. For example, in the training of PZA, the
AUC of the learning rate of both 10−2 and 10−3 are 0.5, as
shown in Fig.4, which indicates the models work as well as
randomly guessing. Thus, it can be verified that too large
learning rates may actually make the model learn nothing.

However, if the learning rate is too small, the training
could be very slow, which can also be verified in the training
of PZA by noticing that the AUC of the learning rate of 10−4

is larger than that of 10−5 and that the AUC of the learning
rate of 10−5 is larger than that of 10−6.

Therefore, the appropriate learning rate should be used
to train the model.

4.3 The Position of ReLU
In the prediction of the drug resistance based on the number
of specific proteins, the effect may be signifcant only when
the number of the proteins exceeds some threshold. There-
fore, some negative values in the network can be converted
to zero by ReLU function since the values are useless. The
ReLU activation function is used to make the input value
of the next layer non-negative. Using ReLU function as
the activation function in different layers means making
the value non-negative after different levels of processing.
However, in the experiment, the results of using ReLU
activation function in different layers don’t vary a lot, which
means that the phenotype of drug resistance may depend on
the existence of the specific proteins rather than the number
of the proteins.

4.4 The Preformance of Predicting the Drug Resistance
of ETH
There are two possible reasons that the performance is bad
in the task of ETH. One is the lack of data, the other is that
the function of predicting in ETH is so complicate that the
model can’t learn from the existent training data.

To deal with the first problem, the experiment of chang-
ing the validation split percentage. The results are shown in
Fig.8. Although the performance is better than the results
using the original validation split percentage, the ROC
curves seem unreasonable because of the irregular polylines.
It is because the small amount of testing data will make the
testing accuracy of no valuable reference.

The second problem is tried to solved by adding ReLU
activation function and using very deep model instead. The
former method doesn’t significantly improve the result but
have slightly larger AUC. Although using the latter method,
the result can be almost as good as the previous study, the
AUC doesn’t improve much.

It can be concluded that the failure of the prediction of
the drug resistance of ETH is due to the lack of training data.
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5 CONCLUSION

The depth of the model and the learning rate used to train
the model should both chosen appropriately. In this task,
the best model is of about 5 layers, and the learning rate is
about 0.0001. In which layer the ReLU activation function is
used doesn’t matter.

The performance on predicting the drug resistance to
PZA and EMB is good because of the huge dataset. How-
ever, the performance on ETH is bad due to the lack of
dataset.
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