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The paywall was launched in March 2011 as a “soft” paywall, 
so that non-subscribers  can read a number of free articles per month



history: 2011



prognosis: doom



[Feb 2, 2022]

current: not doom



Whether the user subscribed

Predictive vs Prescriptive 
Machine Learning

Predictive ML
What will happen 

without an 
intervention?

Prescriptive ML
What is the best action 

to maximize an 
outcome?

(past NYT activity)

Number of pageviews 
next month

Action 1

Action 2

Action 3
(past NYT activity)

We typically don’t know what 
would have happened if actions 

1 and 3 were taken. So the 
ground truth is unknown and 

RCTs are important!

The ground truth is known.



● NYT mission and business goal:
○ Engagement:  We seek the truth and help people understand the world
○ Conversion:  15 million subscribers by 2027

● Engagement and Conversion have a inherent trade-off that is controlled by 
paywall rate.
○ More paywalls give us more subscribers but hurt engagement and 

reader habituation.

● We use Randomized Control Trials (RCTs) or A/B tests to understand the 
relationship between the engagement and conversion tradeoff.

Business trade-offs



Learning trade-offs from RCTs

Users

Model RCT

0% 
paywalls

X% 
paywalls

2X% 
paywalls

3X% 
paywalls

A small percentage

Conversion Rate
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Randomized Control Trial (RCT)

More paywalls

0% paywalls

3X% paywalls

X% paywalls

2X% paywalls

● Users in these variants have a random chance of seeing a paywall
● RCT is constantly active to capture any time-varying effects



RCT data power ML model training

● Use of RCT data: 
a. the model learns the effect of 

paywalls applied to access requests 
on the conversion/engagement 
tradeoff

b. model performance can be measured

RAPTORS model

knob

● The goal of the model is to 
○ improve the trade-off by only 

paywalling the most worthwhile 
clicks

○ provide a “knob” to change the level 
of the trade-off Conversion Rate
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Randomized Control Trial (RCT)

More paywalls

0% paywalls

3X% paywalls

2X%

X%



Estimate model performance

Backtesting: Offline model evaluation
How would the model have 
performed in the past?

Click # 1 2 3 4 5 6 …

RCT ✅ ❌ ❌ ❌ ❌ ✅ …

Model ✅ ❌ ✅ ❌ ✅ ✅ …

0% paywalls

50% paywalls

100% paywalls

Lifts

*totally fake numbers
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2011: “Recommended for you”
● Limited to one location
● Simple algos



critical difference: observation vs. intervention





- “bandit”: Bush, Robert R., and Frederick Mosteller. "Stochastic 
models for learning." (1955).



- Bush, Robert R., and Frederick Mosteller. "Stochastic models 
for learning." (1955).



Bandits and Adaptive Optimization, Matt Gershoff (Conductrics) 2012











lessons learned



(actually ML, shhhh…)



Monica Rogati June 12th, 2017 https://hackernoon.com/the-ai-hierarchy-of-needs-18f111fcc007
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