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Migration Workflows

Velostrata enables you to rapidly perform migration operations on single or multiple VMs
directly from vCenter. These operations can include run-in-cloud, migrate, test clone, etc. Using
the vCenter Ul to accomplish these tasks is fast and only requires a few clicks. Plus, these
operations complete quickly, often in a matter of minutes, empowering fast, simple migrations.

Alternatively, for more complex applications, you can also use our runbook automation feature
which lets you take an inventory of available VMs, then define a very specific order for those
migrations to take place. This is valuable when you are looking to automate the migration of a
more complex app with dependencies.

Here is the general overview of the phases you are likely to encounter while using Velostrata:
Phase 1: Model (For more complex applications)

« Capture VM inventory using Velostrata's Runbook Automation.
Phase 2: Test before you migrate (Optional)

+ Create a copy of a running on-premises Workload and run it in cloud. This enables you to
test an application in cloud without disrupting the live production system. The clone can be
fully operational within minutes. See Running a Test Clone.

Phase 3: Fast cutover to cloud

Once you have completed testing on the clone, get the application and data live in the cloud in
minutes. Data syncs back to on-prem as a safety net. The remaining data is migrated in the
background.

1. While your VM is on-premises or at source cloud, make any necessary adjustments, for
example, lower the TTL on the DNS, consider any IP address issues, and so on.

2. Move the VM to destination cloud. See Running a VM in the Cloud. Once this is completed,

perform any validation/sanity tests and deploy any fixes.

Migrate the storage to the destination cloud. See Migrating VM Storage to the Cloud.

4. Prepare to detach the VM. This takes the data from the cloud storage and writes it to cloud

drives. See Preparing to Detach.

Note: Steps 2 to 4 (above) can be accomplished all together by Running the Migration
Wizard or using Runbook Automation.

w

Phase 4: Detach

1. Once the preparing to detach task completes successfully, you can detach the VM. You must
assign a scheduled downtime slot for detaching. See Detaching the VM.

2. After detaching the VM, perform any required validation, and then either cleanup or rollback
(if you do not want to detach the VM from Velostrata). See Starting the Detach Cleanup
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Operating Systems Adaptations

This topic describes the changes performed by the Velostrata RPM, as well as the VM
modifications made for the run-in-cloud and detach operations for both Windows VMs and
Linux VMs.

Changes Performed by Velostrata RPM

The Velostrata RPM prepares the Linux machine for booting in cloud using the Velostrata
solution. The package can remain installed when the VM is running in VMware on-premises/
Source cloud, as changes are activated only when detecting a run-in-cloud operation. Upon
removal of the package, all changes are reverted.

The set of changes made to the system are:

+ Enable boot in-cloud integration.

+ Enable serial console log integration.

+ Cloud-specific changes for the Velostrata storage channel.
+ Hardware-specific adaptations for cloud migration.

For more detailed technical information, contact Velostrata support.

VM Modification for Run in Cloud - Windows VM

When you move a VM to the cloud, Velostrata shuts down the VM gracefully, and takes a safe
point snapshot of the VM prior to its move to the cloud.

Modifications to the networking and storage drivers are then made to allow the VM to boot in
the cloud.

* Install driver: NETKVM driver installation for GCP.

« Change network configuration.

+ System tuning for iSCSI and MPIO access.

+ Change license/edition.

+ Disable VMware tools.

« Change page file location.

+ Ensure hibernation is disabled.

+ Change recovery options.

+ Enable RDP.

+ Deploy Velostrata framework that allows you to run custom actions
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VM Modification for Run in Cloud - Linux VM

The Velostrata RPM is required to be installed before migrating to the cloud.

When you move a VM to the cloud, Velostrata shuts down the VM gracefully (if it is running this
requires VMware Tools to be installed in the VM), and takes a safe point snapshot of the VM
prior to its move to the cloud. Modifications to the networking and storage drivers are then
made to allow the VM to boot in the cloud.

* Make the necessary changes to the boot sequence in order to boot in cloud (initrd).
+ Enable serial console log integration.
* Make changes specific to GCP as needed.
+ The following modifications are dynamically applied in the cloud:
« Remount mounts with the _netdev option to support the proper shutdown sequence.
* Remap swap files.
+ Start Velostrata keep-alive service.
+ Perform disk optimizations.
+ Perform network configuration adaptation including the following:

* Remove static IPs and routes: Most migrated systems are preconfigured to static
network environments, which includes pre-defined IPs, gateways, routes, network
cards, etc. Cloud environments, however, only allow DHCP configuration with network
topology managed outside of the VM itself. RPM contains built-in actions to remove all
static configuration and reconfigure the default network interface (typically eth0) with
DHCP.

« Primary IP of hostname is updated in /etc/hosts: Some migrated applications rely
on /etc/hosts to extract local IP address based on the /etc/host entry. When the VM/
application is moved to cloud this involves, among other changes, change of the IP
address. RPM contains built-in actions to correct /etc/hosts with the new IP address to
preserve compatibility with migrated applications.

VM Modification for Detach - Windows VM

During detach of a Windows VM, Velostrata performs a cloud agent installation as
recommended by GCP, via a VM agent for Windows

Note: These changes are in addition to those made for the run-in-cloud operation.

VM Modification for Detach - Linux VM

To ensure proper Linux boot and functionality after detach, the framework includes the
following built-in actions for detached VMs:

* Further tuning of the network configuration.

Note: These changes are in addition to those made for the run-in-cloud operation.
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UEFI Support for Windows Migrations

UEFI (Unified Extensible Firmware Interface) replaces the basic BIOS firmware originally present
in most Windows PCs. Utilizing UEFI offers the user various advantages around security and
disk management. VMware introduced support for UEFI with vSphere 5.0. As a result, it is
possible you are utilizing UEFI on some of the VMs running in your datacenter.

Cloud providers, however, do not support UEFI, so we have developed a special transformation
process that will automatically convert UEFI systems to the MBR format during migration. This
process, however, has some limitations that are important:

1. This process is only currently supported on Windows systems
2. This process supports a maximum of 4 visible partitions on the source system.

1. Additional details: GPT layouts typically include four partitions: Recovery, EFI (BCD),
Reserved (hidden), and at least one user data partition. During our conversion, the
reserved partition will be removed. As a result, migrated systems can support two user
partitions on the boot disk (for example, a C and a D drive).

w

Supports drives up to 2TB

Software RAID and Dynamic Disks are not supported.

Systems will be migrated in write-isolation mode, which means any changes to the data is
not synchronized back with the on-prem system.

6. You can still perform a rollback to on-premises operation, but it is no longer stateful. As in,
the system in the cloud will turn off, and the system on-prem will boot back up, but the data
changes made in the cloud will not persist to the on-prem system.

vk

When systems meet the requirements above, the conversion will take place automatically when
a user selects a system to migrate to the cloud. If the requirements are not met, you will receive
an appropriate error message for diagnosis.

Important Note: as mentioned in step 5, it is important to re-iterate that write back is not
supported when migrating machines that are are configured with UEFI at source.
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Cloud Instance Rightsizing Overview

When moving a virtual machine to the cloud, the question of instance rightsizing comes up -
out of the many different instance types and sizes offered, which should you chose? Velostrata
has developed a rightsizing feature to help answer this question. The feature includes built-in
usage monitoring and a recommendation engine that provides cost- and performance-
optimized cloud instance type and size recommendations.

Based on the user indicating which of the virtual machines to watch, the Velostrata virtual
appliance on-premises starts collecting and analyzing utilization statistics, at a fine resolution,
from VMware vSphere. The observed activity patterns are then classified into utilization
buckets, based on which memory and CPU needs are estimated.

For better recommendation accuracy, Velostrata recommends at least 7 active days as a watch
period, or a typical business cycle for the monitored workloads. A warning is shown when the
activity period recorded is insufficient in order to provide a recommendation with an adequate
confidence level. Nevertheless, a cost-optimized recommendation is still offered based on the
available observation.

Cost-optimized recommendations are based on the observed utilization and activity
classification. Performance-optimized recommendations are based on the provisioned VM's
characteristics. Such recommendations are available in the Run In Cloud, Test Clone, Migrate
and Offline Migration operations, and are accessible in the vCenter Web Client user interface,
PowerShell module, REST API, and Automation Runbook Tool for mass migration planning.

For each operation where recommendations are presented, the virtual machine’s provisioned
vCPUs, RAM and number of disks are indicated, as well as the observed CPU and RAM usage
classification. Recommendations include three options performance-optimized cloud instance
options, as well as three cost-optimized options. The cumulative monitoring and active
durations are indicated in days. In the vCenter Web Client wizards, the lowest cost
performance-optimized option is selected by default. Clicking any other option sets the target
instance selection accordingly. Only relevant options are presented, based on the number of
disks, storage type and supported types by region as applicable to the target cloud in which the
previously selected Velostrata CloudExtension resides.

Presented options also include expected monthly costs. These are to be used as relative cost
indicators and not used for actual billing forecasting purposes. The expected cost uses on-
demand compute price lists only, and does not include disk and network costs, and does not
consider reduced cost options such as discount agreements, pre-purchased compute and
reserved instances, spot and pre-emptive instances, or other price reduction plans. If the online
price list is not accessible (internet access required), no cost-optimized recommendations are
provided.
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Monitoring VM Usage

Velostrata has a built-in recommendation engine that provides cost- and performance-
optimized recommendations when:

* Running a VM in the cloud.
* Running a test clone.
+ Migrating a VM to cloud.

This functionality is available for AWS, Azure and GCP.

In order to provide an effective recommendation, Velostrata recommends monitoring the VM
usage for at least 7 active days.

To start monitoring a VM:

1. On the vSphere Web Client, select the desired VM or VMs.
2. Right-click on the VM or VMs and select Velostrata Operations > Start Monitoring Usage.

| E,

Velostrata Message

Start monitoring selected virtual machine(s)?

| Yes No

e

3. Click Yes. Ayes appears in the Velostrata Monitoring VM Usage column.

vmware’ vSphere Web Client  #= Updatedat 426PM ) | rool@iocalos =~ | Help
Navigator X [mnzn g (3 | @) Actions ~ p—
4 Back Gefting Started  Summary Monitor Configure Permissions | vMs | Resourca Pools Datastores Networks Update Manage
L & a a
(3172221266 Virtual Machines VM Templates in Folders wApps
- de-test
#5 New Virtual Machin... %% New VM from Library.. ¥ Deploy OVF Tempiate... | i@ Open Console [ Shut Down Guest0S W) Restad Guest OS (g Migrale... | G Actions = B (q
7222127
- e Name Proisioned Space  Used Space ot CPU tost Men Velaskata Monitoring VA Ussge
& wi2r2Qui-22163245-0 {3 contos-mini-22163010-Mpz 416 GB 416 GB 0 HHz 298 MB yes
{3 wi2r2gui-22163245-0p7 4416 GB 4416 GB 22 NHz 3112 M8
- 20bjects [o Export [ Copy ~
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To stop monitoring a VM:

1. On the vSphere Web Client, select the desired VM or VMs.
2. Right-click on the VM or VMs and select Velostrata Operations > Stop Monitoring Usage.

—_ -
Velostrata Message

3 Stop monitoring selected virtual machine(s)?

-

Yes No

3. Click Yes.
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Setting Bandwidth Throttling for Migration

You can prevent network saturation for migration loads by setting bandwidth throttling for
migration traffic (this does not apply to on-demand traffic).

Via Velostrata Web Management

1. Open a Web browser and navigate to the Velostrata Manager Virtual Appliance IP address.

TARGET CLOUD SOURCE CLOUD SYSTEM SETTINGS
RUNBOOK REST API POWERSHELL
AUTOMATION MODULE DOWNLOAD

© 2018, Velostrata Ltd . i
e ‘,_' ) Online Documentation

2. Click System Settings.

3. Login with username 'localsupport' and use your Velostrata Subscription ID (or GCP billing ID)
as your password.

4. Click the Network settings tab.
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V=LOSTRATA NETWORK SETTINGS

vCenter Plugin MNetwork Settings

ethQ

Raw configuration: | iface ethO inet dhep

ethl configuration

[ Set storage migration rate limit to CI Mbps

Save

5. Check the box next to Set storage migration rate limit to

6. Enter the limit in megabits per second (maximum value of 10000000).

7. Click Save.
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VM Migration Operations
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Running a VM in the Cloud

When you move a VM from on-prem to the cloud, Velostrata shuts down the VM gracefully
if it is running (requires VMware Tools to be installed in the VM), and takes a safe point
snapshot of the VM prior to its move to the cloud. While moving a VM to the cloud you can:

+ Scale up the VM and assign it more CPU and RAM resources by selecting an appropriate
cloud instance type.
+ Select a storage policy.

Velostrata includes a built-in rightsizing engine that provides cost- and performance-
optimized recommendations. In order to provide an effective recommendation, Velostrata
recommends monitoring the VM usage for at least 7 active days.

To run a VM in GCP from on-premises or another cloud, follow the appropriate steps,
below:

Run on-prem VM in GCP

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the VM and select Velostrata Operations > Run in Cloud.

=1
3. Select the Velostrata Cloud Extension.

4. The Cloud VM Name is filled in automatically from the VM. Modify the Cloud VM Name as
required.

Note: From version 3.1, the random trailing suffix is no longer added to the name.
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Run In Cloud - centos-mini-12125557-s3u
Velostrata Cloud Extension
Velostrata Cloud Extension
Cloud Instance
Storage Policy
Networking Velostrata Cloud Extension: gcp_datacenter-2_1520852157_xpL | ~

Summary Cloud VM Name: centos-mini-12125557-s3u

Bac Next Finish Cancel | .

Note: If you select a Cloud Extension that is impaired, (Impaired) is appended to the
Velostrata Cloud Extension name. It is not recommended to move a VM to run in an
impaired Cloud Extension. For more information, see High Availability Overview.

5. Click Next.

6. Select the Project and Instance Type (VM size). Three options are recommended for
performance-optimized VMs, and three options are recommended for cost-optimized VMs.
Note: The prices are for compute cost only and do not include disk and network costs.
Note: If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.

Note: If the online price list is not available, no cost-optimized recommendations are
provided.
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Run In Cloud - centos-mini-04135336-30y

" Velostrata Cloud Extension

Cloud Instance Cloud Instance

Storage Policy Source VM Provisioned Observed Usage

Networking CPU 2 Naoinfarmation

Samuma Y RAM: 268 No information
Disks: 1

Recommended Options:

Performance Optimized
ni-standard-2 (2 CPUs 7.5 GB RAM)
ni1-highmem-2 (2 CPUs 13 GB RAM)
ni-highcpu-4 (4 CPUs 3.6 GB RAM)

Project. wvelos-auto-1

Wonitoring Duration: Mot monitored

Active Duration: Mot monitored

Manthly Cost (Pay-As-You-Ga)
$52.70
$65.59
$78.62

Instance Type | n1-standard-2 (2 CPUs 7.5 GB RAM)

4?#1.“

7. Click Next.

Run In Cloud - centos-mini-12125557-s3u

" Velostrata Cloud Extension
+ Cloud Instance
Storage Policy

Networking Storage Policy: (=) Write Back
() Write Isolation

Storage Policy

Summary

8. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of

Storage Policy need to be carefully reviewed, as this will affect the data changes done while

running in cloud:

Velostrata VM Migration and Operations
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1. Write back (default option): When running in cloud using the write back policy, all
changes in the cloud will be written to the on-premises storage, this write-back activity
happens in background, in an interval of 5GB accumulated changes or 1 hour (whatever
comes first).

2. Write isolation: When using write isolation policy, all changes done while running in
cloud are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-
premises. When moving the VM back to run on-premises, it will go back to its state and
data point in time captured in the base snapshot. Related Virtual Machines that are
moved to cloud together using the Write Isolation policy should be moved back on-
premises together to maintain state alignment.

9. Click Next.
Run In Cloud - centos-mini-09192712-054-clone1531154073
Velostrata Cloud Extension )
Cloud Instance Networking
Storage Policy
Subnet 10.60.0.0/20
Summary
Metwork Tags (comma separated): velostrata ﬂ
Instance Service Account (optional): cloud-edge-permanent
Configure Private P Auto
Edge Node: Mode A
External IP: Mone
Back Next Finish Cancel
10. Select a cloud Subnet. Typically, the selection here would be of a private network subnet.

11.

12.
13.

14.

Enter the required Network Tags (comma separated), for example, velostrata. Network tags

are used by networks to identify which instances are subject to certain firewall rules and

network routes. For example, if you have several VM instances that are serving a large

website, tag these instances with a shared word or term and then use that tag to apply a

firewall rule that allows HTTP access to those instances.

Select the Instance Service Account (optional).

From the Configure Private IP drop-down list, select Auto to allow an available address on

the subnet to be automatically assigned, or Static if a specific address assignment is

required.

1. If you select Static, a Static IP field appears. Enter the required static IP for the instance
or specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

From the Edge Node drop-down list, select the required node.
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15. For External IP, select None, Static and enter the External IP address name (this is the
name for an external IP address created on the GCP console previously) or Ephemeral (the
external IP is assigned by Google).

1. This IP appears as the Public IP Address in the Velostrata Cloud Extension portlet.

2. Ifyou select Ephemeral (the external IP is assigned by Google), the same setting persists

when you detach, cleanup or cancel detach.
3. If you select static, you will need to populate the external IP address name, too.

16. Click Next.

Run In Cloud - centos-mini-09192712-g54-clone1531154073

Velostrata Cloud Extension

Cloud Instance Summary
Storage Policy
Networking Velosirata Cloud Extension:

Cloud Instance Type:

Gloud VM Name

Froject

Service Account for Instance

Storage Policy:

Network Tags:

Subnet

Edge Node

Static IP:

External IP:

17. Review the summary and then click Finish.

The process of running the VM in the cloud can be viewed in the Cloud Instance

gcp_datacenter-2_1531153632_bGW

1-micro (1 CPU 0.6 GB RAM)

centos-mini-12125557-s3u

velos-auto-1

cloud-edge-permanent

Write Back

velostrata

10.60.0.0/20

Node A

Auto

Ephemeral

Finish

Cancel

Information portlet on the VM Summary page, and by monitoring the created vSphere task.
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You can connect to the VM when the Remote Console field in the Cloud Instance
Information portlet turns green and reads "Ready". You can connect to the VM using the

private IP address or FQDN.
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Run AWS VM in GCP

During migration of an instance from AWS to GCP, Velostrata takes ownership of the instance
disks at AWS. At the end of the process, the original AWS instance remains intact and powered

off.

+ Stops the source VM in AWS

*+ Creates the Velostrata VM Importer at AWS

« Attaches the disk from the source VM to the Velostrata worker service account (velos-
worker-sa).

+ Creates an instance in GCP

* Streams data from the importer to the GCP Cloud Extension

+ Terminates the importer and re-attaches the disks to the source VM

Note: During cloud-to-cloud migrations, the VMs will be moved in write isolation mode, which
means the data is not synchronized between AWS and GCP during the migration.

For detailed instructions on how to run VMs from AWS in GCP, please refer to our Runbook
Automation section.

Note: When you run a VM in the cloud and the instance does not start up in a healthy way,
Velostrata uses VM auto healing to fix the problem and restart the instance. If this does not

succeed, the Run in Cloud task is rolled back.

To view the related events, view the Monitor > Tasks tab, like below:
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For clouds that were previously supported in other versions:

Velostrata VM Migration and Operations

Page 21


http://docs.velostrata.com/m/60079/c/240173
http://docs.velostrata.com/m/60079/c/240173

On-prem-to-AWS: To run a VM in the cloud:

AWS Spot Prices Overview

When you run a VM in the cloud on AWS, you can choose to pay on-demand pricing or select to
spot market bid.

Spot instances let you bid on spare Amazon EC2 instances to name your own price for compute
capacity. The spot price fluctuates based on the supply and demand of available EC2 capacity.

You can select the defined duration for the run in cloud instance, by choosing no reservation
(AWS can take back the instance) or reserve the instance for between 1 and 6 hours.

When you move an instance into the cloud using a spot market instance, the full migration
wizard is not available for the instance. It is also not possible to shutdown or reconfigure a spot
market instance. You are able to restart a spot market instance.

For more information, see https://aws.amazon.com/ec2/spot/pricing/.

AWS Spot Instance

If the spot market bid is unsuccessful for an AWS VM an error message appears.

b et bk Ex

To view the related events, view the Monitor > Tasks tab.
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For an AWS instance, the Cloud Instance Information pane shows the Pricing Model (or Spot
Market Bid or On-demand).

v Cloud Instance Information =
[ VM State
k‘_l-;} Last Status -
Pricing Model Spot Market Bid
Cloud Status Checks  System Status: initializing, Instance Status: initializing o
Cloud Extension datacenter-2_wpc-1410fi71_1476858632
Storage Migration Cache On Demand 3
Remote Console
Security Groups Test hosts
Private IP Address 172.31.10.181
Public IP Address -
Edge Node NodeA
CPU 1CPU
Memory 375GB
Cloud Instance Id i-Ocee0e0ebe953dede
Instance Type m3.medium
Storage Mode Nrite Back
» Network Adapter eni-8a21b7d4

AWS: To run a VM in the cloud:

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the VM and select Velostrata Operations > Run in Cloud.
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3. Select the Velostrata Cloud Extension and enter a Cloud VM Name.

Run In Cloud - centos-mini-18174114-809

Velostrata Cloud Extension

Velostrata Cloud Extension
Cloud Instance

Storage Policy
Security Groups Velostrata Cloud Extension: datacenter-2_vpc-1410ff71_152138... | =

| Networking Cloud VM Name: centos-mini-18174114-809
Summary

Back Mext Finish Cancel i

Note: If you select a Cloud Extension that is impaired, (Impaired) is appended to the
Velostrata Cloud Extension name. It is not recommended to move a VM to run in an
impaired Cloud Extension. For more information, see High Availability Overview.

Note: If you select to run your VM in a CE that is in the AWS Marketplace, a message
appears indicating that you may incur usage costs according to the subscription terms.

4, Click Next.

5. Select the Instance Type (VM size). Three options are recommended for performance-
optimized VMs, and three options are recommended for cost-optimized VMs.
Note: The prices are for compute cost only and do not include disk and network costs. Spot
and reserved instances may also have price reduction plans.
Note: If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.

Note: If the online price list is not available, no cost-optimized recommendations are
provided.

6. Select On-Demand or Spot Market Bid for the Pricing Model.
7. If you select Spot Market Bid, select the Defined Duration (No reservation or between 1
and 6 hours) and enter the $USD maximum price you are willing to pay for the spot.

Note: If you want to review the spot pricing history on the AWS site, click Pricing History.
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Run In Cloud - centos-mini-18174114-809
+" Velostrata Cloud Extension
Cloud Instance
Cloud Instance
Storage Policy Source VM Provisioned Observed Usage Monitoring Duration:  Not monitored
Security Groups CPU: 2 Mo information
Networking RAM: 268 Mo information Active Duration Mot monitored
e Disks: 1
Recommended Options:
t2.medium (2 CPUs 4 GB RAM) $36.0
t2 large (2 CPUs & GB RAM) $72 57
md large (2 CPUS 8 GB RAM) $70.02
Instance Type [tzmedium (2 CPUs 4 GB RAM) [-)
Pricing Model: [ on-Demand [-]
Back || Net || Finish || cancel

Instance Type: | 2.micro | 1vCPU | 1 GB RAM B3
Pricing Model: | Spot Market Bid B3
Defined Duration: | No reservation |= |
Maximum Price Sel your max price (per instancefhour)

SUSD Pricing History

8. Click Next.
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Run In Cloud - centos-mini-18174114-809

Velostrata Cloud Extension

Cloud Instance Storage Policy

Storage Policy

€ Security Groups Storage Policy: (=) Write Back

| Wi i
| Networking Write Isolation

Summary

Back MNext Finish Cancel "

9. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of
Storage Policy need to be carefully reviewed, as this will affect the data changes done while
running in cloud:

+ Write back (default option): When running in cloud using the write back policy, all
changes in the cloud will be written to the on-premises storage, this write-back activity
happens in background, in an interval of 5GB accumulated changes or 1 hour (whatever
comes first).

+ Write isolation: When using write isolation policy, all changes done while running in
cloud are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-
premises. When moving the VM back to run on-premises, it will go back to its state and
data point in time captured in the base snapshot. Related Virtual Machines that are
moved to cloud together using the Write Isolation policy should be moved back on-
premises together to maintain state alignment.

10. Click Next.
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Run In Cloud - centos-mini-18174114-809

»" Velostrata Cloud Extension
" Cloud Instance

f o Storage Policy

1 Networking

Summary

Security Groups

Security Groups:

Test hosts

AZURE-IPSEC

Cisco Cloud Services Router- CSR1000V
default

More test hosts

OpenVPH

OpenVPN Admin interface

Production

Remote Deskiop

SQL Server

SSH access
test1-WebSenverSecurityGroup-DPDGOPABNCGI

Back ||

Next |

Finish

Cancel

11. Select the required Security Groups.

Note: If you do not enter a Network Security Group, the default Network Security Group

configured for the Cloud Extension is used.

Note: If public access if required from the internet to the VM, a DMZ is required with an

associated security group, including appropriate inbound and outbound rules.

12. Click Next.

Velostrata VM Migration and Operations

Page 27



| Runin Cloud - centos-mini-18174114-809

Velostrata Cloud Extension
Cloud Instance Networking
Storage Policy

Security Groups Subnet: 172.31.0.0/20

Networking

Summary Configure Private IP: Static:
Static IP or ENIID:

Edge Node: MNode A

Mote: ENI option overrides subnet and security groups selection

Back Next Finish Cancel | .

13.

14.

15.

16.

17.
18.

Select a cloud Subnet. Typically, the selection here would be of a private network subnet.
When Cloud Edge nodes (A, B) are placed in different AZs, the Cloud Edge node in the same
AZ as the selected subnet is automatically used, otherwise a manual node selection is
required.

From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is
required.

If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

From the Edge Node drop-down list, select the required node. When Cloud Edge nodes are
placed in the same Availability Zone (AZ), a manual selection of the Cloud Edge node to use
is required.

Click Next.

Note: If you select to run your VM in a CE that is in the AWS Marketplace, the License Type
is Marketplace.
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Run In Cloud - centos-mini-18174114-809

Velostrata Cloud Extension
Cloud Instance

Storage Policy

Security Groups
Networking

L S S ¢

Summary

Velostrata Cloud Extension:

Cloud Instance Type:

Cloud VM Name:

Velostrata License Type:

Pricing Model:

Storage Policy:

Security Groups:

Subnet

Edge Node:

datacenter-2_vpc-1410f71_1521387673_KZy

t2.medium (2 CPUs 4 GB RAM)

centos-mini-18174114-809

Velostrata Issued

On-Demand

Write Back

default | sg-3dec2i58

172.31.0.0/20

Node A

Mext

18. Review the summary and then click Finish.

The process of running the VM in the cloud can be viewed in the Cloud Instance
Information portlet on the VM Summary page, and by monitoring the created vSphere task.
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You can connect to the VM when the Remote Console field in the Cloud Instance
Information portlet turns green and reads "Ready". You can connect to the VM using the
private IP address or FQDN.

On-prem-to-Azure: To run a VM in the cloud:

For Azure, select the type of Windows license to use, that is, either reuse your on-premises
license (Azure Hybrid Use Benefit) or use a cloud-provided license:

* The Azure Hybrid Use Benefit is designed to help you to migrate to Azure without paying
twice for the Windows license. If you have an existing on-premises Windows Server/Client
license with active Software Assurance (SA), select to apply the Azure Hybrid Use Benefit.
This enables you to reuse your on-prem license in the cloud.

* When using the cloud-provided license, the Windows license is included in the instance
charges, and may be as much as 40% of the instance cost.

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the VM and select Velostrata Operations > Run in Cloud.

<3

=

3. Select the Velostrata Cloud Extension.
4. The Cloud VM Name is filled in automatically from the VM. Modify the Cloud VM Name as
required.
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Note: From version 3.1, the random trailing suffix is no longer added to the name.

|| Run In Cloud - centos-mini-19110824-gkm

Velostrata Cloud Extension

| Cloud Instance Velostrata Cloud Extension

Storage Policy

Security Groups Velostrata Cloud Extension: datacenter-2_1521450507_hVs
Networking Cloud VM Name: centos-mini-19110824-gkm
Summary

Bacl MNext Finish Cancel -

Note: If you select a Cloud Extension that is impaired, (Impaired) is appended to the
Velostrata Cloud Extension name. It is not recommended to move a VM to run in an
impaired Cloud Extension. For more information, see High Availability Overview.

5. Click Next.

6. Select the Instance Type (VM size). Three options are recommended for performance-
optimized VMs, and three options are recommended for cost-optimized VMs.
Note: The prices are for compute cost only and do not include disk and network costs.
Note: If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.
Note: If the online price list is not available, no cost-optimized recommendations are
provided.

7. Select whether to Show only types supporting premium storage.

Note: Instances that use premium storage may have a different cost.

Select the Resource Group and Availability Set.

(Windows) Select whether to use a Cloud-provided license, or if you have an existing on-

premises Windows Server/Client license with active Software Assurance (SA), select Hybrid

Use Windows Server or Hybrid Use Windows Client to apply the Azure Hybrid Use Benefit.

0
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Run In Cloud - centos-mini-19110824-gkm

" Velostrata Cloud Extension
Storage Policy
Security Groups
Networking
Summary

Cloud Instance

Source VM Provisioned Observed Usage

CPU: 2 Mo information
RAM 2GB Mo information
Disks: 1

Recommended Options:
Show anly types supporting premium storage [
Performance Optimized
standard_a2_vZ (2 CPUs 4 GB RAM)
standard_d2_v3 (2 CPUs 8 GB RAM)
standard_d2_vZ2_promo (2 CPUs 7 GB RAM)

Monitoring Duration: Mot monitored

Active Duration: Mot monitored

Monthly Cost (Pay-As-You-Go)
$62 64
$77.03
$79.92

Instance Type: [ Standard_A2_v2 (2 CPUs 4 GBRAM) | ~ |
Resource Group \ rg1521450504-2Rb ‘ - |
Availability Set: | <None=

[~]

10. Click Next.

Run In Cloud - centos-mini-19110824-gkm

" Velostrata Cloud Extension
%" Cloud Instance
Security Groups
Networking
Summary

Storage Policy

Storage Policy: (=) Write Back
() Write Isolation

11. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of

Storage Policy need to be carefully reviewed, as this will affect the data changes done while

running in clou

Velostrata VM Migration and Operations

Page 32



+ Write back (default option): When running in cloud using the write back policy, all
changes in the cloud will be written to the on-premises storage, this write-back activity
happens in background, in an interval of 5GB accumulated changes or 1 hour (whatever
comes first).

+ Write isolation: When using write isolation policy, all changes done while running in
cloud are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-
premises. When moving the VM back to run on-premises, it will go back to its state and
data point in time captured in the base snapshot. Related Virtual Machines that are
moved to cloud together using the Write Isolation policy should be moved back on-
premises together to maintain state alignment.

12. Click Next.

Run In Cloud - centos-mini-19110824-gkm
Velostrata Cloud Extension
| e Network Security Group

Storage Policy

Securily Groups. Netwark Security Group: AzureMain-NEurope-DevTest

Networking

Summary

Back Mext Finish Cancel "

13. Select the required Network Security Group.

Note: If you do not enter a Network Security Group, the default Network Security Group
configured for the Cloud Extension is used.

14. Click Next.
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| Run In Cloud - centos-mini-19110824-gkm

Velostrata Cloud Extension i

| + Cloudnstance Networking
Storage Policy
Security Groups Subnet: 172.19.0.018

Networking

Summary Configure Private IP Auto

Edge Node: Mode A

Back Next Finish Cancel "

15. Select a cloud Subnet. Typically, the selection here would be of a private network subnet.

16. From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is
required.

17. If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

18. From the Edge Node drop-down list, select the required node. A manual selection of the
Edge Node to use is required. Select Node A or Node B. The default selection is Node A.

19. Click Next.
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Run In Cloud - centos-mini-19110824-gkm

Velostrata Cloud Extension
Cloud Instance

Storage Policy

Security Groups

Networking

CLCCs

Summary

Welostrata Cloud Extension:

Cloud Instance Type:

Cloud VM Name:

Welostrata License Type:

Resource Group:

Availability Set.

Storage Policy:

Security Groups

Subnet

Edge Mode

datacenter-2_1521450507_hVs

Standard_AZ2_v2 (2 CPUs 4 GB RAM)

centos-mini-19110824-gkm

Velosirata Issued

rg1521450504-2Rb

=None=

Write Back

AzureMain-MEurope-DevTest

172.18.0.018

Mode A

Next

20. Review the summary and then click Finish.

The process of running the VM in the cloud can be viewed in the Cloud Instance
Information portlet on the VM Summary page, and by monitoring the created vSphere task.
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You can connect to the VM when the Remote Console field in the Cloud Instance
Information portlet turns green and reads "Ready". You can connect to the VM using the

private IP address or FQDN.
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Running a VM Back On-Prem/On Source

When a VM is moved to run in cloud a base snapshot is taken. When the VM is moved to
run back on the source, different behaviors will take place, depending on the storage policy
used for that VM.

+ Write Isolation: When using write isolation policy, the VM is moved back on-premises to
the same point in time captured in the base snapshot. To maintain state alighment
across related VMs when they use the write isolation policy, all related VMs should be
moved back together.

« Write Back: When running in cloud using the write back policy, and as long as new or
changed data is available, a new snapshot (consistency checkpoint) is taken and saved
on-premises on every write back cycle (1 hour or 5GB changes, whatever comes first).
When you choose to run such a VM on-premises, the remaining data changes are
written back and the VM is then moved back on-premises. When the move back is
complete, all interim snapshots taken by Velostrata are deleted and the virtual disks are
consolidated.

+ Forced move back: If there is a sustained cloud outage you may choose to force the VM
to run on-premises or on the source. For VMs that use the Write Back policy, this moves
the VM back to on-premises using its latest consistency checkpoint. This will result in
data loss up to the last stored checkpoint.

Note: As a safety measure, the base snapshot of a VM that runs in cloud using the Write
Back policy is not deleted automatically, when the Force option is used. The base snapshot
can be deleted manually when verified to be no longer needed.

Note: In the cloud-to-cloud scenario, the source machine is shut down, the storage policy is
write isolation, and when moving the VM back to the source, it is returned to the state that
it was in when the migration operation started.

Using Web Manager

1. Login to your Velostrata Web Manager at HTTPS://IP_OF_VELO_MANAGER
2. Click the Runbook Automation tab.

3. When prompted for a username and password, use 'apiuser' as the username and your
password is your Velostrata subscription ID or your GCP billing ID.

4. Click the monitor icon for one of the runbook automation jobs.
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5. Select the VM you wish to return on-premises and click the 'Move Back' button on top.

V=LOSTRATA JOB MONITORING

Runbook Automation Virtual Machines

Start Stop Reboot Move Back

VmID #~ Target Instance Name Project
i-001778a82f04f3401

i-056d81826efe94c53

i-092aedcb644848a2d

i-099bd38d8d4832f8a

i-Oeable274197ae70f

© 2018, Velostrata Ltd. VELOSTRATA.COM Show 10 v |entries

Terms of Use | Open Souree Licenses Showing 1-5 of 5
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200
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300

100

Migration Status
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Using vCenter

To run a VM back on-prem:

1. On the vSphere Web Client, select the desired Virtual Machine.

2. Right-click on the required VM and select Velostrata Operations > Run On-Premises.

aa
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Run On-Premises

Set selected virtual machine(s) to run an-premises?

|:| Force run on-premises. This option may be used in case of a prolonged cloud outage.

Warning: Forcing may result in data loss up to last stored checkpoint. This action may affect
application state in related virtual machines.

To avoid accidental use ofthis feature, please type in the following numberin the box below:
9557

[ OK ][ Cancel ]

3. If there has been a prolonged cloud outage, and you want to force a run on-premises, select
Force run on-premises.

4. Type in the displayed confirmation code to approve the action.

5. Click OK. VMs returning from the cloud are automatically started on premises.

The process of running the VM on source can be viewed on the Cloud Instance Information
portlet on the VM Summary page, and by monitoring the created vSphere task.
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To run a VM back on source:

* To move a workload back from GCP to AWS, run the PowerShell command, run: Move-
VelosVm [-ld] <String[]> [-Destination] Origin [Confirm:$false] [-Force]

Where:
[Confirm:$false] disables the dialog box warning message.
-Force forces the move back.

For example: Move-VelosVm i-123abc -Destination Origin -confirm:$false
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Running a Test Clone

A workload can be tested in cloud using a Test Clone.

This is especially useful prior to migration as a Test Clone leaves the on-premises VM running,
moves an identical clone (snapshot) of the VM to the cloud of choice, and similar to the Run In
Cloud operation, the workload is up and running in the cloud within minutes. Some additional
notes:

* Itis highly recommended that a Test Clone be used in an isolated environment, to prevent
network collisions with the on-premises live workload.

+ The Test Clone cloud instance is created in write-isolation storage mode (all changes are
committed only in cloud and are not persisted back on-premises).

* Only one Test Clone can be used for any specified VM at a time.

Run a Test Clone in GCP

1. On the vSphere Web Client, select the desired Virtual Machine.

2. Right-click on the VM and select Velostrata Operations > Test Clone.

3. Select the Velostrata Cloud Extension from the drop-down menu.

4. Give the Test Clone a new VM Name (optional, can use default populated value if desired).

5. Click Next.

TesiClone - centos-mini-092011503-2dC

I Velosirata Cloud Exiension
i

e E— Velostrata Cloud Extension

Networking
Summary Velostrata Cloud Extension: gcp_datacenter-2_1531156503_bth

Cloud VM Name: centos-mini-09201503

Back Next Finish Cancel
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6. Select the Instance Type (VM size) using the rightsizing recommendations as desired and
click Next.

Additional notes:

+ The prices are for compute cost only and do not include disk and network costs.

+ If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.

+ If the online price list is not available, no cost-optimized recommendations are provided.

TestClone - centos-mini-09201503-2dC

Velostrata Cloud Exension
Cloud Instance
Networking Source VW Provisioned  Observed Usage Monitoring Duration: 0 days
Summary CPU: 2 No information
RAM: 2GB No information Active Duration: 0 days
Disks: 1

Recommended Options:

custom-2-2048 (2 CPUs 2 GB RA $41.68
custom-2-3072 (2 CPUs 2 GB RAM) §44.20

custom-2-4096 (2 CPUs 4 GB RAM) $46.65

No information No information
No information No information

| Mo information No information

Project. velos-auto-1

Instance Type: custom-2-2048 (2 CPUs 2 GB RAM) v

Back Next Finish Cancel

7. Select the desired subnet from the drop-down menu.

8. Enter the required Network Tags (comma separated), for example, velostrata. Network tags
are used by networks to identify which instances are subject to certain firewall rules and
network routes. For example, if you have several VM instances that are serving a large website,
tag these instances with a shared word or term and then use that tag to apply a firewall rule
that allows HTTP access to those instances.

9. Select the Instance Service Account (if desired) from the drop-down menu.

10. From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is required.

A. If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

11. From the Edge Node drop-down list, select the required node.

12. Enter the External IP address name. This is the name for an external IP address created on
the GCP console previously. If you select static, define that in the field that appears.

Velostrata VM Migration and Operations Page 42



13. Click Next.

TestClone - centos-mini-09201503-2dC

" \Velosfrata Cloud Extension

+ Cloud Instance Networking

Networking

Summary Subnet: I 10.60.0.0/20 ‘ - |
Network Tags (comma separated) velostrata 0
Instance Service Account (optional): B
Configure Private IP | Auto ‘ - |
Edge Node: | Node A [-]
External IP: | None [-]

[ Back MNext Finish Cancel -

14. Review the summary and then click Finish.

TestClone - centos-mini-09201503-2dC

" Velostrata Cloud Extension Mote: Velostrata will attempt to quiesce the guest OS5 using Viviware Tools, before taking a snapshot.

Crash-consistent snapshot will be used for guests that do not support quiescing. [~)
+" Cloud Instance Please consultwith the ViMWare Tools documentation for more information on snapshot support
+ Networking

somman

Velostrata Cloud Extension: gcp_datacenter-2_1531156503_bth

Cloud Instance Type: custom-2-2048 (2 CPUs 2 GB RAM)
Cloud VM Name centos-mini-09201503
Project: velos-auto-1

Service Account for Instance:

Network Tags: velostrata
Subnet. 10.60.0.0/20
Edge Node Node A
Static IP: Auto
External IP: None

Back Mext Cancel

The process of running the VM in the cloud can be viewed in the Cloud Instance
Information portlet on the VM Summary page (or by monitoring the created vSphere task).
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+» Cloud Instance Information

[2 VI State
b\.r_r} Last Status
Run Mode
Cloud Extension
Storage Migration
Remote Console

Network tags

Test Clone

gcp_datacenter-2_1531156503_

Cache On Demand

velostrata

Private IP Address 10.60.0.14
FPublic IP Address

Preferred Edge Node  NodeA
Actual Edge Node ModeA
CPU 2 CPUs
Memory 2 GB

Cloud Instance Id
Project

Zone

centos-mini-09201503
velos-auto-1

europe-westi-d

>

Senvice Account

Instance Type custom-2-2048

Storage Palicy Write Izolation

Metwork Adapter

For clouds supported in previous editions of Velostrata:

AWS: To run a test clone;

Select the type of Windows license to use, that is, either reuse your on-premises license (Azure
Hybrid Use Benefit) or use a cloud-provided license:

* The Azure Hybrid Use Benefit is designed to help you to migrate to Azure without paying
twice for the Windows license. If you have an existing on-premises Windows Server/Client
license with active Software Assurance (SA), select to apply the Azure Hybrid Use Benefit.
This enables you to reuse your on-prem license in the cloud.

* When using the cloud-provided license, the Windows license is included in the instance
charges, and may be as much as 40% of the instance cost.

There is a built-in recommendation engine that provides cost- and performance-optimized
recommendations. In order to provide an effective recommendation, Velostrata recommends
monitoring the VM usage for at least 7 active days. For more information, see Monitoring VM

Usage.

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the VM and select Velostrata Operations > Test Clone.
3. Select the Velostrata Cloud Extension.
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TestClone - centos-mini-20104250-BRR

Velostata Cloud Exension

Velostrata Cloud Extension
Cloud Instance

Security Groups
Networking

Velosirata Cloud Extension: datacentar-2 wpc-1410071
Summary

4. Click Next.

5. Select the Instance Type (VM size). Three options are recommended for performance-
optimized VMs, and three options are recommended for cost-optimized VMs.
Note: The prices are for compute cost only and do not include disk and network costs. Spot
and reserved instances may also have price reduction plans.
Note: If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.
Note: If the online price list is not available, no cost-optimized recommendations are
provided.

6. Select On-Demand or Spot Market Bid for the Pricing Model. If you select Spot Market
Bid, select the Defined Duration (No reservation or between 1 and 6 hours) and enter the
$USD maximum price you are willing to pay for the spot.

Note: If you want to review the spot pricing history on the AWS site, click Pricing History.
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Test Clone - rhel72-11 1623 21-UIC
w" Velostrata Cloud Extension
couinsiance
Security Groups Source VM Provisioned Observed Usage Monitoring Duration:  Notmonitored
Hetworking CPU: 1 No information
Summary Rah: 2GB No information Active Duration: Notmonitored
Disks: 1
Recommended Options:
Performance Optimized Monthly Cost (Pay-As-You-Go)
t2.small (1 CPU 2 GB RAN) $18.0
t2.medium (2 CPUs &4 GB RAM) $36.0
m3.medium (1 CPU 3.75 GB RAM) §52.56
Instance Type: | 2small (1 CPU 2GB RAM) -
Pricing Modek | on-Demand | *
Back || Mew || Finisn Cancel
Test Clone - rhel72-11162321-UIC

" Velostrata Cloud Extension

[cainstance

Networking Source VM Provisioned Observed Usage Menitoring Duration:  Notmonitored
Security Groups CPU: 1 No information
Summary RAM: 2G8 No information Active Duration: Notmonitored

Disks: 1

Recommended Options:

Performance Optimized Monthly Cost (Fay-As-You-Go)

t2.small (1 CPU 2 GB RAM) 5180

t2 medium (2 CPUs 4 GB RAN) 5360

m3.medium (1 CPU 3,75 GB RAMN) $52.58

Instance Type: _t2.small (1 CPU 2GBRAM) =

Pricing Model: SpotMarketBid [-

Defined Duration: No resenation v

Maximum Price Set your maxprice (perinstance/hour)

sUSD | Pricing Hisbry |

Back || MNet || Finish Cancel

7. Click Next.
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Test Clone - centos-mini-20104250-BRR

' Velostal Cloud Exension

»' Cloud Instance Security Groups

Networkng Secunty Group Testhosts

Summary AZURE-IPSEC

8. Select the required Network Security Group.

Note: If you do not enter a Network Security Group the default Network Security Group

configured for the Cloud Extension is used.

Note: If public access if required from the internet to the VM, a DMZ is required with an

associated security group, including appropriate inbound and outbound rules.

9. Click Next.
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Test Clone - w1 2r2gui-25120444-6zc

%" Velostrata Cloud Extension
%" Cloud Instance
" Security Groups

Summary

Networking

Subnet

Configure Private IP

Edge Node:

172.29.1.0024

Auto

MNode A

Back

Mext

Cancel

10. Select a Subnet. Typically, the selection here would be of a private network subnet. When
Cloud Edge nodes (A, B) are placed in different AZs, the Cloud Edge node in the same AZ as
the selected subnet is automatically used, otherwise a manual node selection is required.

Test Clone - wi2r2gui-25120444-Gzc

»" Velostrata Cloud Extension
" Cloud Instance
W' Security Groups

Summary

Networking

Subnet

Configure Private IP:

Static IP

Edge Nade

172.29.1.0/24

Static

Node A

Back

M

Cancal
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11. From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is
required.

12. If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

13. From the Edge Node drop-down list, select the required node. When Cloud Edge nodes are
placed in the same Availability Zone (AZ), a manual selection of the Cloud Edge node to use
is required.

14. Click Next.

Note: If you select to run your VM in a CE that is in the AWS Marketplace, the License Type is
Marketplace.

TestClone - centos-mini-20104250-BRR

/ Velostrata Cloud Extension Note: Velosirata will aflempl lo quiesce he guest OS using Whvare Tools, bafore taking a snapshot
rash-cons istent snapshot & used for guests that do not support quiescing
w' Cloud Instance Please con 1 with the VWiWare Too \acumentaton for maor Y
# Security Groups

W'  MNetworking Summary

Back ] Finish

15. Review the summary and then click Finish.

The process of running the VM in the cloud can be viewed in the Cloud Instance
Information portlet on the VM Summary page, and by monitoring the created vSphere task.

Recent Tasks
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You can connect to the VM when the Remote Console field in the Cloud Instance
Information portlet turns green and reads "Ready". You can connect to the VM using the
private IP address or FQDN.

» Cloud Instance Information

a 3
m &
L :

t
a

Azure: To run a test clone;

There is a built-in recommendation engine that provides cost- and performance-optimized
recommendations. In order to provide an effective recommendation, Velostrata recommends
monitoring the VM usage for at least 7 active days. For more information, see Monitoring VM
Usage.

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the VM and select Velostrata Operations > Test Clone.
3. Select the Velostrata Cloud Extension.
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TestClone - centos-mini-20104250-BRR

Velostata Cloud Exension

Velostrata Cloud Extension
Cloud Instance

Security Groups
Networking

Velosirata Cloud Extension: datacentar-2 wpc-1410071
Summary

4. Click Next.

5. Select the Instance Type (VM size). Three options are recommended for performance-
optimized VMs, and three options are recommended for cost-optimized VMs.

Note: The prices are for compute cost only and do not include disk and network costs. Spot
and reserved instances may also have price reduction plans.

Note: If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.
Note: If the online price list is not available, no cost-optimized recommendations are
provided.

6. Select the Resource Group and Availability Set.

7. Select whether to use a Cloud-provided license, or if you have an existing on-premises
Windows Server/Client license with active Software Assurance (SA), select Hybrid Use
Windows Server or Hybrid Use Windows Client to apply the Azure Hybrid Use Benefit.

8. (Windows) Select whether to use a Cloud-provided license, or if you have an existing on-
premises Windows Server/Client license with active Software Assurance (SA), select Hybrid
Use Windows Server or Hybrid Use Windows Client to apply the Azure Hybrid Use Benefit.
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TestClone - wi2core-11181341.1Xb

+" Velostata Cloud Exension

Cloud Instance

Note: Activity duration may be insufficient for accurate rec

" Velostrata Cloud Extension
Networking
Security Groups

Summary

Cloud Instance

Source VM Provisioned Observed Usage

CPU: 1 No information
RAN: 2GB No information
Disks: 1

Recommended Options:

Performance Optimized

LA L Cloud Instance
Networking

Source VM Provisioned Observed Usage Monitoring Duration: 0 days
Summary

CPU: 2 10%

RAM 2GB 0.25GB Active Duration 0 days

Disks: 1

Recommended Options:
Show only types supporting premium storage [
Pesformance Optimized Monthly Cost (Pay-As-You-Go)

basic_a2 (2 CPUs 3.5 GB RAM) §81.36

standard_a2_v2 (2 CPUs 4 GB RAM) £9360

standard_a2 (2 CPUs 3.5 GB RAM) $1206

Cost Optimized Monthly Cost (Pay-As-You-Go]

basic_a0 (1 CPU 0.75 GBE RAM) $12.95

standard_a0 (1 CPU (.75 GB RAM) §14.30

standard_a1_v2 (1 CPU 2 GB RAM) 54464

Instance Type | Basic_a2 (2 CPUs 3.5 GB RAM) -

Resource Group: | rg1510416522-nRw -

Availability Set: | <None= v

Windows Licanse: [Cloua-pmwaad Licensa (default) > °

[ Back ][ Next Finish Cancel
Test Clone - rhel72-11162321-UIC

Monitoring Duration:  Notmonitored

Adtive Duration: Notmonitored

Monthly Cost (Pay-As-You-Go)

t2.small (1 CPU 2 GB RAM) $18.0
t2 medium (2 CPUs 4 GB RAN) 5360
m3.medium (1 CPU 3,75 GB RAMN) §52.58
Instance Type: t2.small (1 CPU 2 GB R AN} =
Pricing Model: SpotMarketBid =
Defined Duration: No resenation -
Maximum Price Set your maxprice (perinstance/hour)

SUSD | Pricing Hisbory |

Back || Mex | Finish Cancel

9. Click Next.
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Test Clone - centos-mini-20104250-BRR

' Velostal Cloud Exension

' Cloud Instance Security Groups

Hetworking Secunty Groups Testhosts
Summary AZURE-IPSEC

outer- CSR1000V

esll-WebSenerSecuntyGroup-DPFDGOPAE

Nax
by

10. Select the required Network Security Group.

Note: If you do not enter a Network Security Group the default Network Security Group

configured for the Cloud Extension is used.

11. Click Next.

Test Clone - w1 2r2gui-25120444-6zc

%" Velostrata Cloud Extension

»” Cloud Instance Networking
" Security Groups
etworking ————— JENOR 17225 1024

Summary

Configure Private IP Auto

Edge Mode: MNode A

Back

Mext

Cancel
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12. Select a Subnet. Typically, the selection here would be of a private network subnet.

Test Clone - wi12r2gui-25120444-6ic

Velostrata Cloud Extension
Cloud Instance
Security Groups

Summary

Networking

Subnet

Configure Private IP:

Static IP

Edge Node

172.29.1.0/24 L

Static

Mode A

Back

M L Cancal

13. From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is

required.

14. If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

15. From the Edge Node drop-down list, select the required node. A manual selection of the
Edge Node to use is required. Select Node A or Node B. The default selection is Node A.

16. Click Next.
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TestClone - wi2r2gui-19092833-2B0

W Velostata Cloud Extens lon Male: Valosirata will atlempt o quiescs he guest 05 using Viiware Toals, before taking & snapshal. l
Crash-conslstent =napshotwill be used for guesis that do not support qulescing. ] !

W Cloud Instance Please consult with the WiMare Tools documentation far more infarmation on snapshot support

w' Securlty Groups

o Networking Summary

Velostrata Cloud Extension:  datacemter-2_1497853716_JOT

Cloud Imstance Type: Standard_AD | 1 vCPU | 0,75 GB RAM
Velostrata License Type: Bring Your Own License

Resource Group: 14978637 13-RIT

Availability Set: <Mana>

Windows License Cloud-provided License (default)
Security Groups AzureMain-NEurope-default

Subnet 172.29,1.0/24

Edge Mode: Mode A

Back Finish Cance

17. Review the summary and then click Finish.

The process of running the VM in the cloud can be viewed in the Cloud Instance
Information portlet on the VM Summary page, and by monitoring the created vSphere task.

;| Recent Tasks

Velostrata Manager Test Clone % w2008-20105002-GJy 45% &

You can connect to the VM when the Remote Console field in the Cloud Instance
Information portlet turns green and reads "Ready". You can connect to the VM using the
private IP address or FQDN.
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'+ Cloud Instance Information ol
VM State Running
LastStatus -
Pricing Model On Demand
Cloud Status Checks System Status: ok, Instance Status: ok
Run Mode Tast Clone
Cloud Extension datacenter-2_wpc-141071_1476949369
Storage Migration Cache On Demand >
Remote Console Ready
Secunty Groups Testhosts
Private IP Address 172.31.9.206
Public IP Address -
Edge Node NodeA
CPU 1CPU
Memory 1G8
Cloud Instance id |-Otagacdc7dDd63cld
Instance Type 2 micro
Storage Policy Write Isolation
» Network Adapter ani-815oc40f
Al
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Delete a Test Clone

Once you have completed your testing with your test clone, you can delete it. Deleting the test
clone will have no impact whatsoever on your live system or data. The test clone was running in
an isolated test bubble in the cloud, so that it performs like the real application (and data), but
without affecting it. Any changes you made to the data in the test clone will not reflect back to
your live system on-prem.

Deleting Test Clone via Web Manager

1. Login to your Velostrata Web Manager at HTTP://VELO_IP

2. Click the Runbook Automation tab.

3. Login with 'apiuser’ for the username and use your GCP Billing ID for the password.
4. Click Start New Job

5. Define a job name, select your runbook inventory CSV file (which lists the test clone instances
you are about to stop).

6. Select Delete Test Clones from the drop down.
7. Click Start.

For more information on using Runbooks, please visit this section.

Start New Job

Job Name:

Runbook CSV: Choose File | Mo file chosen

Operation: Select...

Run in cloud
Test clone
Mowve back

Delete clone

Full migration
Offline migration
Detach

Cleanup
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Deleting Test Clone via vCenter

To delete a Test Clone:
1. On the vSphere Web Client, select Datacenter > Velostrata > Delete Clone
2. Enter the number that appears in the box and click OK.

—
Delew Clone

Delete Clone of the virtual machine(s)?
|_] Force to Delete Clone. This option may be used in case of a prolonged cloud outage

Waming: Deleting a clong VM in cloud will permanenty remove any data crealed on it while running in
cloud. Make sure o copy such data 0 a persistent locaton before deleting the clone.

To awoid accidental use of this feature, please type in the following number in the box balow

8616

| ok ][ cancel

The process of deleting the Test Clone can be viewed on the Task Console by monitoring the

created vSphere task:

| [;] Task Console
[ =
b= 'E

Tash Mo Target SIAtus I

Velostrata Manager Delete Clone 51 centos-mini-20104. = 20% 3]

The process can also be monitored via the Velostrata portlet:
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~ Cloud Instance Information =]

WM State Moving Back To vSphere (Running)|
LastSwatus  Stopping cloud instance i

Pricing Model On Demand

Cloud Status Checks -

Run Mode Test Clone

Cloud Extension datacenter-2_wpc-1410fT1_147694

Storage Mgration Cache On Demand

Remote Console Ready

Security Groups Testhosts

Private IP Addrass 172.31.9.206

Public IP Address -

Edge Node NodeA

CPU 1CPU

Nemory 168

Cloud Instance id H0fasacdc7d0d63ckd

Instance Type 2. micro

Storage Policy Write isolation

» Network Adapter eni-515bcddf
1
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Running the Migration Wizard

The Migrate wizard in vSphere does the following steps:

1. Moves the VM to the cloud.

2. Migrates the storage to the cloud while the VM is running in cloud.

3. Prepare to detach the VM. This takes the data from the AWS S3 object, Azure blob, or GCP
cloud storage and writes it to dedicated disks for the server.

Once the Migrate wizard is completed after several hours, the VM is Ready to Detach. See
Detaching the VM.

For Azure, AWS and GCP, there is a built-in recommendation engine that provides cost- and
performance-optimized recommendations. In order to provide an effective recommendation,
Velostrata recommends monitoring the VM usage for at least 7 active days. For more

information, see Monitoring VM Usage.

On-prem VMware to GCP

1. On the vSphere Web Client, select the desired Virtual Machine.

2. Right-click on the required VM and select Velostrata Operations > Migrate.
3. Select the Velostrata Cloud Extension.

4. Define a new name for the Cloud VM (if desired).

5. Click Next.
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| Full Migration - centos-mini-01111642-i0m

Velostrata Cloud Extension

Cloud Instance Velostrata Cloud Extension
Storage Policy
i Networking Velostrata Cloud Extension: gep_datacenter-2_1522570602_vIN | ~

1 Migration Cloud VM Name: centos-mini-01111642-i0m
Summary

Back Next Finish Cancel i

6. Select the Project and Instance Type (VM size).

Three options are recommended for performance-optimized VMs, and three options are
recommended for cost-optimized VMs. Additional notes:

* The prices are for compute cost only and do not include disk and network costs.

+ If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.

+ If the online price list and/or sufficient monitoring periods are not available, no cost-
optimized recommendations are provided.

7. Click Next.
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Full Migration - centos-mini-04135336-30y

Velostrata Cloud Extension
J
Storage Policy
Networking
Migration

Summary

P —

=

Cloud Instance

Source VM Provisioned Observed Usage
CPU: 2 Mo information

RAM: 2GB Mo information
Disks: 1
Recommended Options:
Periormance Optimized
ni-standard-2 (2 CPUs 7.5 GB RAM)
ni-highmem-2 (2 CPUs 13 GB RAM)
n1-highcpu-4 (4 CPUs 3.6 GB RAM)
Project: velos-auto-1
Instance Type: n1-standard-2 (2 CPUs 7.5 GB RAM)

Monitoring Duration: Mot monitored

Active Duration Mot monitored

Menthly Gost (Pay-As-You-Go)
$52.70
$65.59
$78.62

Back Next Finish Cancel =

8. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of

Storage Policy need to be carefully reviewed, as this will affect the data changes done while

running in cloud:

+ Write back (default option): When running in cloud using the write back policy, all changes
in the cloud will be written to the on-premises storage. This write-back activity happens in
background, in an interval of 5GB accumulated changes or 1 hour (whatever comes first).

+ Write isolation: When using write isolation policy, all changes done while running in cloud
are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-premises.
When moving the VM back to run on-premises, it will go back to its state and data point in

time captured in the base snapshot. Related Virtual Machines that are moved to cloud

together using the Write Isolation policy should be moved back on-premises together to
maintain state alignment.

Note: Once the VM is running in cloud, the storage policy may be switched between Write Back
and Write Isolation. To do this, right-click the VM and select Reconfigure virtual machine.

9. Click Next.
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| Full Migration - centos-mini-01111642-i0m

Velostrata Cloud Extension

Cloud Instance Storage Policy

Storage Policy

Networking Storage Policy ») Write Back
| A "
1 Mig ration Write Isolation

Summary

Back Next Finish Cancel | .

7. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of
Storage Policy need to be carefully reviewed, as this will affect the data changes done while
running in cloud:

+ Write back (default option): When running in cloud using the write back policy, all
changes in the cloud will be written to the on-premises storage. This write-back activity
happens in background, in an interval of 5GB accumulated changes or 1 hour (whatever
comes first).

+ Write isolation: When using write isolation policy, all changes done while running in
cloud are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-
premises. When moving the VM back to run on-premises, it will go back to its state and
data point in time captured in the base snapshot. Related Virtual Machines that are
moved to cloud together using the Write Isolation policy should be moved back on-
premises together to maintain state alignment.

Note: Once the VM is running in cloud, the storage policy may be switched between Write
Back and Write Isolation. To do this, right-click the VM and select Reconfigure virtual
machine.

8. Click Next.
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1 Full Migration - centos-mini-09201503-2dC-clone1531156775

Velostrata Cloud Extension

Cloud Instance Networking

Storage Policy

Migration

Summary Network Tags (comma separated): velostrata [i )
Instance Service Account {optional)
Configure Private IP: Auto v
Edge Node Node A v

External IP: None b

Back Next Finish Cancel

9. Select a cloud Subnet. Typically, the selection here would be of a private network subnet.

10. Enter the required Network Tags (comma separated), for example, velostrata. Network
tags are used by networks to identify which instances are subject to certain firewall rules and
network routes. For example, if you have several VM instances that are serving a large website,
tag these instances with a shared word or term and then use that tag to apply a firewall rule
that allows HTTP access to those instances.

11. Select the Instance Service Account (optional).

12. From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is required.

A. If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

13. From the Edge Node drop-down list, select the required node.

14. For External IP, select None, Static and enter the External IP address name (this is the
name for an external IP address created on the GCP console previously) or Ephemeral (the
external IP is assigned by Google). Notes:

* This IP appears as the Public IP Address in the Velostrata Cloud Extension portlet.

+ If you select Ephemeral (the external IP is assigned by Google), the same setting persists
when you detach, cleanup or cancel detach.

* If you select static, you will need to populate the external IP address name, too.

15. Click Next.
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Full Migration - centos-mini-04135336-30y

«" Velostrata Cloud Extension

+ Cloud Instance Migration

«" Storage Policy

' Networking Disk Type | ssD
W_ Service Account

Summary

Next

Finish

16. Select the Disk Type and Service Account.

17. Click Next.

Full Migration - centos-mini-09201503-2dC-clone1531156775

" Velostraia Cloud Exension

+ Cloud Instance Summary

+ Storage Policy

+ Networking Velostrata Cloud Extension:
»" Migration

Cloud VM Name:

Project:

Storage Policy:
Network Tags:
Subnet

Edge Node:
Static IP:
External IP:
Disk Type

Service Account:

Service Account for Instance:

gcp_datacenter-2_1531156503_bth
custom-2-2043 (2 CPUs 2 GB RAM)
centos-mini-09201503-2dc-clone 1531156775
velos-auto-1

cloud-edge-permanent

Write Back

velostrata

10.60.0.0/20

Node A

Auto

None

55D

cloud-edge-permanent

18. Review the summary and then click Finish.
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The process of running the VM in the cloud and then migrating the VM can be viewed in the
Cloud Instance Information portlet on the VM Summary page, and by monitoring the
created vSphere task.

Once the Migrate wizard is completed after several hours, the VM is Ready to Detach. See
Detaching the VM.

AWS to GCP

During migration of an instance from AWS to GCP, Velostrata takes ownership of the instance
disks at AWS. At the end of the process, the original AWS instance remains intact and powered
off.

+ Stops the source VM in AWS

Creates the Velostrata VM Importer at AWS

Attaches the disk from the source VM to the Importer

* Creates an instance in GCP

+ Streams data from the importer to the GCP Cloud Extension

+ Terminates the importer and re-attaches the disks to the source VM

For detailed instructions on how to migrate VMs from AWS in GCP, please refer to our Runbook
Automation section.

For clouds and operations supported in previous versions:

On-prem-to-AWS: To run the migration wizard from vSphere:

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the required VM and select Velostrata Operations > Migrate.
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Full Migration - Vielos\'P NGateway

Cloud Instanc e Velostrata Cloud Extension

Storage Policy
Security Groups
Velostrata Cloud Extension: | datacenter-2_1510412878_
Networking
Migration

Surmmary

Next

w

Select the Velostrata Cloud Extension.
Click Next.

e

5. Select the Instance Type (VM size). Three options are recommended for performance-

optimized VMs, and three options are recommended for cost-optimized VMs.

Note: The prices are for compute cost only and do not include disk and network costs. Spot

and reserved instances may also have price reduction plans.

Note: If the VM has not been monitored for a sufficient period (7 days), a message appears

indicating that the activity duration may be insufficient for accurate recommendations.
Note: If the online price list is not available, no cost-optimized recommendations are

provided.
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Full Migration - Velos\VP NGateway
v’ Velostrat Cloud Extension
Cloud lnstance
Storage Policy Source VM Provisioned Observed Usage Monitoring Duration:  Notmonitored
Security Groups cPU 2 No informafion
Networking RAM 2GB No information Active Duration Notmonitored
Migration Disks 1
Summary Recommended Options:
- on Optimized Moathly Cost [Pay-As-You-Ga)
12 medium (2 CPUs 4 GB RAM) $36.0
12 large (2 CPUs B GB RAM) sT2.57
m4.large (2 CPUs 8 GB RAM) $79.92
Instance Type t2.medium 2 CPUs 4 GB RAM)
Back Ned Finist Cancel
6. Click Next.
Full Migration - Velos\VP NGateway
W Velostrata Cloud Extension
« Cloudinetence Storage Policy
Storage Policy
Security Groups Storage Policy =) Write Back
Networking Wiite Isolation
Migration
Summary
Back Next Finisk Cancel | .

7. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of

Storage Policy need to be carefully reviewed, as this will affect the data changes done while

running in cloud:
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+ Write back (default option): When running in cloud using the write back policy, all
changes in the cloud will be written to the on-premises storage. This write-back activity
happens in background, in an interval of 5GB accumulated changes or 1 hour (whatever

comes first).

+ Write isolation: When using write isolation policy, all changes done while running in
cloud are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-
premises. When moving the VM back to run on-premises, it will go back to its state and
data point in time captured in the base snapshot. Related Virtual Machines that are
moved to cloud together using the Write Isolation policy should be moved back on-

premises together to maintain state alignment.

Note: Once the VM is running in cloud, the storage policy may be switched between Write
Back and Write Isolation. To do this, right-click the VM and select Reconfigure virtual

machine.

8. Click Next.

Full Migration - Velos\PNGateway

Velostrata Cloud Extension
Cloud Instance Network Security Group

Storage Policy

Network Security Group AzureMain-NE urope-D evTest
Networking

Migration

Summary

Cancel r

9. Select the required Network Security Group.

Note: If you do not enter a Network Security Group the default Network Security Group

configured for the Cloud Extension is used.

Note: If public access if required from the internet to the VM, a DMZ is required with an

associated security group, including appropriate inbound and outbound rules.

10. Click Next.
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Full Migration - VelosVP NGateway

Velostrata Cloud Extension
Gendinatance Networking

Storage Policy

R

Secunty Groups Subnet

Migration Configure Private IP:
Summary

Edge Node

172190018

Auto

Node A

Back Nex

Cancel

Full Migration - VelosVP NGateway

Velostrata Cloud Extension
Cloud Instance Networking
Storage Policy
Security Groups Subnet
CUEES

Migration

LLLL

Configure Private IP
Summary

Static P

Edge Node:

172190018

Shafic

Node A

Back Next

Cancel

11. Select a Subnet. Typically, the selection here would be of a private network subnet. When
Cloud Edge nodes (A, B) are placed in different AZs, the Cloud Edge node in the same AZ as
the selected subnet is automatically used, otherwise a manual node selection is required. If
left blank, the default selection for this field is the Default Workload Subnet configured for

the Cloud Extension.
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12. From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is
required.

13. If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

14. From the Edge Node drop-down list, select the required node. When Cloud Edge nodes are
placed in the same Availability Zone (AZ), a manual selection of the Cloud Edge node to use
is required.

15. Click Next.

Full Migration - centos-mini

Velostata Cloud Exdension

Cloud Instance Migration

Stworage Policy

Security Groups Storage Type gp2 -
Networking Encrypt EBS volume: [
m KMS Key ID: Default -

Summary

Back Finish Cancel

16. Select the Storage Type.

17. Select Encrypt EBS volume, if you are using EBS encryption for native volumes, and from
KMS Key ID, select the encryption key alias to be used. If this is not specified, the default key
is used.

18. Click Next.
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Full Migration - centos-mini

Velostrata Cloud Exension
Cloud Instance

Storage Policy

Security Groups
Networking

L S G G 4

Migration

Summary

Velostrata Cloud Extension
Cloud Instance Type
Velostrata Licanse Type
Slorage Policy

Security Groups

Subnet

Edge Node

Storage Type:
Encrypt EBS volumea

KMS Key Alias

AWS 3 byol 13893 Stab7

t2.micro | 1vCPU | 1 GB RAM

Bring Your Own Licanse

Write Back

Test hosts | 5g-48539e2d

172.31.16.0/20

MNode A

gp2

rue

Default

| Back Finish |

Cancel |

19. Review the summary and then click Finish.

The process of running the VM in the cloud and then migrating the VM can be viewed in the
Cloud Instance Information portlet on the VM Summary page, and by monitoring the
created vSphere task.

* (Cloud Instance Information

VM State

Last Status

Cloud Status Checks
Cloud Extension
Storage Migration
Remote Console
Security Groups

Private IP Address

Running Migrate To Cloud task

System Status: ok, Instance Status: ok

AWS-reland

T Migrating (29GB of 40GB)

Ben-Demo-EU-N-sgWorkloads-1XQTDXLEFIROD

111.0.3.202

th

Once the Migrate wizard is completed after several hours, the VM is Ready to Detach. See
Detaching the VM.

On-prem-to-Azure: To run the migration wizard from vSphere:

1. On the vSphere Web Client, select the desired Virtual Machine.

Velostrata VM Migration and Operations

Page 72



2. Right-click on the required VM and select Velostrata Operations > Migrate.

Full Migration - Vielos\'P NGateway

Velostrata Cloud Extension

Cloud Instance Velostrata Cloud Extension

Storage Policy

Security Groups
Velostrata Cloud Extension: | datacenter-2_1510412878_ o

Networking

Migration

Summary

Next Cancel r

w

Select the Velostrata Cloud Extension.

Click Next.

Select the Instance Type (VM size). Three options are recommended for performance-
optimized VMs, and three options are recommended for cost-optimized VMs.

Note: The prices are for compute cost only and do not include disk and network costs. Spot
and reserved instances may also have price reduction plans.

Note: If the VM has not been monitored for a sufficient period (7 days), a message appears
indicating that the activity duration may be insufficient for accurate recommendations.
Note: If the online price list is not available, no cost-optimized recommendations are
provided.

6. Select whether to Show only types supporting premium storage.

Note: Instances that use premium storage may have a different cost.

Select the Resource Group and Availability Set.

8. (Windows) Select whether to use a Cloud-provided license, or if you have an existing on-
premises Windows Server/Client license with active Software Assurance (SA), select Hybrid
Use Windows Server or Hybrid Use Windows Client to apply the Azure Hybrid Use Benefit.

vk

N
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Full Migrafion - wi2core-11181341-IXb

" Velostrata Cloud Extension

Cloud Instance

Mote: Activity duration may be insufficient for accurate recommendations

SR Cloud Instance
Security Groups
N Source VM Provisioned Obsered Usage Monitoring Duration 0 days
Networking .
e CPU! 2 10%
graion
RAN 2GB 0.25GE Active Duration: 0 days
S Disks 1
Recommended Options:
Show only types supporting premium storage
Performance Opfimized Pay-As-You-Gal
basic_a2 (2 CPUs 3.5 GE RAM) 581.36
standard_a2_v2 {2 CPUs 4 GB RAM $93.60
standard_a2 (2 CPUs 3.5 GB RAM) 51206
Cost Opfimized Pay-As-You-Gal
pasic_ao (1 CPU 0.75 GB RAM) $12.95
standard_a0 (1 CPU 0.75 GE RAM) 51439
standard_a1_v2 (1 CPU 2 GE RAM 24454
Instance Type [ Basic_A2 (2 CPUs 3.5 GB RAM)
Reszource Group: rg1510416522-nRw
Availability Set [ <None=
Windows License Cloud-provided License (default)
Back Next Fi Cancel
9. Click Next.
Full Migration - VelosVP NGateway
v Velostrata Cloud Extension
P i Storage Policy
Storage Policy
Security Groups Storage Policy = Write Back
Networking Write Isolation
Migration
Summary
Back Next Cancel

10. Select the Storage Policy, that is, either Write Back or Write Isolation. The choice of

Storage Policy need to be carefully reviewed, as this will affect the data changes done while

running in cloud:
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+ Write back (default option): When running in cloud using the write back policy, all
changes in the cloud will be written to the on-premises storage. This write-back activity
happens in background, in an interval of 5GB accumulated changes or 1 hour (whatever

comes first).

+ Write isolation: When using write isolation policy, all changes done while running in
cloud are kept in cloud on the Velostrata Cloud Edge and are not persisted back on-
premises. When moving the VM back to run on-premises, it will go back to its state and
data point in time captured in the base snapshot. Related Virtual Machines that are
moved to cloud together using the Write Isolation policy should be moved back on-

premises together to maintain state alignment.

Note: Once the VM is running in cloud, the storage policy may be switched between Write
Back and Write Isolation. To do this, right-click the VM and select Reconfigure virtual

machine.

11. Click Next.

Full Migration - Velos\PNGateway

Velostrata Cloud Extension
Cloud Instance Network Security Group

Storage Policy

Network Security Group AzureMain-NE urope-D evTest
Networking

Migration

Summary

Cancel r

12. Select the required Network Security Group.

Note: If you do not enter a Network Security Group the default Network Security Group

configured for the Cloud Extension is used.

13. Click Next.
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Full Migration - VelosVP NGateway

Velostrata Cloud Extension
Gendinatance Networking

Storage Policy

R

Secunty Groups Subnet

Migration Configure Private IP:
Summary

Edge Node

172190018

Auto

Node A

Back Nex

Cancel

Full Migration - VelosVP NGateway

Velostrata Cloud Extension
Cloud Instance Networking
Storage Policy
Security Groups Subnet
CUEES

Migration

LLLL

Configure Private IP
Summary

Static P

Edge Node:

172190018

Shafic

Node A

Back Next

Cancel

14. Select a Subnet. Typically, the selection here would be of a private network subnet. When
Cloud Edge nodes (A, B) are placed in different AZs, the Cloud Edge node in the same AZ as
the selected subnet is automatically used, otherwise a manual node selection is required. If
left blank, the default selection for this field is the Default Workload Subnet configured for

the Cloud Extension.

Velostrata VM Migration and Operations

Page 76



13.

14.

15.

16.

From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is
required.

If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

From the Edge Node drop-down list, select the required node. A manual selection of the
Edge Node to use is required. Select Node A or Node B. The default selection is Node A.
Click Next.

Full Migration - centos-mini

Cloud Instance Migration

Storage Policy

Security Groups Storage Type gp2 -
Networking Encrypt EBS volume: ]
m KMS Key ID: Default -
Summary

Velostata Cloud Exension

Back Finish Cancel

17.
18.

Select the Storage Type.
Click Next.
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Full Migration - centos-mini
+" Velostrata Cloud Exension
Summa
' Cloud Instance hd
" Storage Policy
W' Security Groups Velostrata Cloud Extension:  AWS S byol 13893 StabT
W' MNetworking
Cloud Instance Type t2.micro | 1vCPU | 1 GB RAM
" Migration
CETEE ooovocucense Ty Bring Your Own License
Slorage Policy Write Back
Security Groups Test hosts | 5g-48539e2d
Subnet 1723116020
Edge Node MNode A
Storage Type: gp2
Encrypt EBS volumea true
KM3 Key Alias Defaull
| Back Nest Finish || Cancal | .
- e I I - T ——

19. Review the summary and then click Finish.

The process of running the VM in the cloud and then migrating the VM can be viewed in the
Cloud Instance Information portlet on the VM Summary page, and by monitoring the
created vSphere task.

* Cloud Instance Information =
VM State
Last Status Running Migrate To Cloud task
Cloud Status Checks  System Status: ok, Instance Status: ok
Cloud Extension AWS-Ireland
Storage Migration I Migrating (29GB of 40GB) 11O

Remote Console
Security Groups Ben-Demo-EU-N-sgWorkloads-1XQTDXLEFIROD
Private IP Address 111.0.3.202

Once the Migrate wizard is completed after several hours, the VM is Ready to Detach. See
Detaching the VM.

To run the migration using PowerShell:

1. In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.
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PS C:\Users\Administrator> Connect-VelostrataManager

cmdlet Connect-VelostrataManager at command pipeline position 1
supply values for the following parameters:

Server: 192.168.15.124

Username: apiuser

o, 3

Fasswaor d W 'i:'r' TR Rw

FPort Username

L e 443 apiuser

PS C:\Users\Administrator>

2. When prompted enter details for the Server, Username (apiuser) and Password (the

subscription ID).
3. To start the migration run:

Invoke-VelosMigration -StorageSpec <String> [-Id] <String[]> [-StoragePolicy <String>] [-
PricingModelType <String>] [-MaxPriceUSD <Nullable " 1[Double]>] [-
DefinedDurationHours<Nullable " 1[Int32]>] -CloudExtension
<CloudExtensionDescriptionWrapper> -InstanceType <String> [-SecurityGrouplds
<List " 1[String]>] [-NetworkTags <List " 1[String]>] [-Subnetld <String>] [-
TargetinstanceName <String>] [-CloudDetailsName <String>] [-StaticAddress <String>]
[-EdgeNode <String>] [-ResourceGroupld <String>] [-AvailabilitySetld <String>] [-
AzureHubLicenseType <AzureHubLicenseType>] [-EncryptDisk <SwitchParameter>] [-
DiskEncryptionKey <String>] [<CommonParameters>]

The cmdlet invokes the combined actions of Move-VelosVm, Start-VelosStorageMigration
and Start-VelosPrepareToDetach.
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Invoke-Ve losMigration

SYNOPSIS
This cmdlet invokes combined actions of Move-velosvm, Start-VelosStorageMigration and Start-vVelosPrepareToDetach.

AWS parameters: . . . .
) EncryptDisk - will create an encrypted EBS disk during prepare to detach stage. when selected, you can
provide
an alias key ID using -DiskEncryptionKey, or let the system use the default CMK
S DiskEncryptionkey - when using -EncryptDisk, you can specify a KMS key alias. Please note that the Key
shou

be created in the KMS prior to the operation and velosMgrGroup should be added to the list of users which can
assign the kms key.

SYNTAX
Invoke-vVelosMigration -StoragesSpec <string> [-Id] <string[]> [ Stora?ePo11cy <string>] [-PricingModelType
<String>] [-MaxPriceusD <Double>] [-DefinedDurationHours <Int32>] -CloudExtensio
<CloudExtensionDescriptionWrapper> -InstanceType <String> [-SecurityGroupIds <List 1[string]>] [-NetworkTags

<List 1[string]l>] [-SubnetId <String>] [-TargetInstanceName <String>] [-CloudDetailsName <String>] [-StaticAddress
<string>] [-EdgeNode <string>] [-ResourceGroupId <String>] [-AvailabilitysetId <String>] [-AzureHubLicenseType
<AzureHubLicenseType>] [—EncryptD1sk <switchParameter>] [-DiskEncryptionkKey <String>] [<CommonParameters>]

DESCRIPTION
The cmdlet invokes combined actions of Move-velosvm, start-VelosStorageMigration and Start-VelosPrepareToDetach.
For detailed information about parameters please see respective help.

RELATED LINKS
unknown .
velostrata webhsite: http://www.velostrata.com

REMARKS
To see the examples, type: "get-help Invoke-velosMigration -examples".
For more 1nf0rmat1on type: get he?p Invoke-velosMigration -detailed”
For technical 1nf0rmation, get-help Invoke-velosmigration —ful1".
For online help, type: "get- Ke]p Invoke-velosMigration -online"
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Detaching the VM

Once the VM is "Ready to detach" and the preparing to detach task completes successfully,

you can detach the VM. You must assign a scheduled downtime slot for detaching.

Detaching is a sequence in which the VM will shut down, perform necessary last
synchronization including adjusting instance size, attach the native disks to the instance,

and start the instance.

After detaching the VM, perform any required validation that the VM is functioning
correctly, and then either cleanup or rollback (if you do not want to detach the VM from

Velostrata). See Starting the Detach Cleanup

On-prem-to-Cloud: To detach in vSphere:

1. On the vSphere Web Client, select the desired Virtual Machine.

2. Right-click on the required VM and select Velostrata Operations > Migration Operations >

Detach.
3. Select a new instance type (optional) and click OK.

[ Detach

Instance Type: :t2.mi::r0| 1vCPU [1GBRAM | ~ |

OK

Cancel
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You can monitor the detach progress from vCenter:

Cloud Instance Id
Project

Zone

Service Account
Instance Type

Storage Policy

* Cloud Instance Information O

[ VM State E

!3 Last Status

Cloud Extension gcp_datacenter-2_1531156503_bih

Storage Migration Detaching 0

Remote Console

Network tags velostrata

Private IP Address 10.60.0.2

Public IP Address

Preferred Edge Node  NodeA

Actual Edge Mode MNodeA

CPU 2 CPUs

Memory 2 GB

A%

centos-mini-09201503-2dc-clone 1531156775

velos-auto-1

europe-westi-d
cloud-edge-permanent@velos-auto-1.iam.gserviceaccount.com
custom-2-2048

Write Back (uncommitted: 4 2MB)

MNetwork Adapter
After the detach process is completed, the VM state will be listed as Detached.

On-prem-to-Cloud: To detach the VM using PowerShell:

1. In Powershell, connect to the Velostrata Manager by running Connect-VelostrataManager.

S C:\Users\Administrator:> Connect-VelostrataManager

cmdlet Connect-VelostrataManager at command pipeline position 1
Supply values for the following parameters:

Server: 192.168.15.124

Username: apiuser

Password: dedek

e wle ol ally ol

Port

443

Username

L e apiuser

PS C:\Users\Administrator>

2. When prompted enter details for the Server, Username (apiuser) and Password (the
subscription ID).
3. To detach the VM, run get-vm myserver | Start-VelosDetach -InstanceType string.
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Note: To find the InstanceType you can use the Get-VelosCelnstanceType command.

PS C:\Users\Administrator> get-vm mytestvm |Start-VelosDetach -InstanceType Standard_DS1l

EntityId

additionalInfo

{[DetachProcessedrRecords, 0],
65T-4796-bedl1-6dc575ed4delf /resourceGroups /Velostrata-Azure-wWestEU-2958cd-4907 /providers /Microsof
pute/virtualMachines/vVelostrata-Exporter-2958cd-0539]}

Initiator ExternalTaskId

Type

Detachvm

S t=7

1 vm-122

: Detachvm

: False

: powershell_192.168.15.50
: task-4356

: Running

Ho
: Stopping workload instance
: 6/21/2016 10:58:50 AM

[DetachTotalRecords, 0], [ExporterInstanceId, /subscriptions/18365

5. Monitor the created vSphere Cloud Instance Information and task. The VM State is Stopped
and the Storage Migration is Detaching.

| Recent Tasks
TasNama

Velostrala Manager Detach ¥M

a

Targat Initiator Stans Juauad For

powershell_192.16..

Start Time amplation Time Sawver

1 myTestm 8ms  BI21/2016 15858 PM 192168.15.103

=  Cloud Instance Information

Wi Siate
Last Status
Cloud Externsion

Storage Migralion
Remaote Console
Security Groups
Private IP Address
Fublic IP Address
Edge Mode

P

Wermory

Cloud Instance Id
Instance Type
Awailability Set
Resource Group
Storage Mode

Metwork Adapter

Velostrata VM Migration and Operations

ARure-WesieL
Dietaching
Mot ready
po
23223204

Eoworkloads BenDemalak

Modad,

oy Testyid-G264ha-306T

Standard_DEA1

fsubscriptionsi 8365491 -dE5f-4°
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Once the task completes successfully the VM State is Running and the Storage Migration is

Detached.

|7 | Recent Tasks

TasMama

Target

Walosirala Manager Detach Wi & omyTestym

=  Cloud Instance Information

Whi Slata
Last Slatus

Cloud Extension
Storage Migration
Remote Console
Security Groups
Frivate IP Address
Fublic IF Address
Edge Mode

CPU

Marmany

Cloud Instance 1d

Instansra Tuna

Azure-\WestEl)
Detached

poc.sgarkloads BenDemolab-RG
FrI 2204

Mode#

rmyTesti-G864b3-3067 [:i

Shandard MSd

Ireitiator

powershel_192 16

Status

¥ Completed

6. Connect to the VM and perform the necessary validations. For example, in Azure you can

use "Boot Diagnostics" to see the VM has been booted.
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myTestvM-6864b9-3067 » Settings > Disks » k-0 O 0 72 & O @

SUBPORT + TROUBLESHOOTING
Precs Crrl+Alt+ Del
. Troubleshaot

Standard DS1 (1 core, 3.5 GE memory) B Auditiogs

Public [P address/DNS name labe!

2 Resource health

]

Subscription ID Virkual netwark/subnet .
183656191-dg5i-4796-bed 1-6dcST5eade 1f  BerDenolab-VIET Benbermol ab-RG/velc B Bootdingnostics

I settings = Reset passwvord

L

Monitoring Add tiles & A Redeploy

N N N L

CPU percentage 5 Hewsuppert request

GEMERAL

1! Properties > a3
b Tuesday, June 21
= Disks >
&
B Hetwork interfaces >
No svallable data,
3 Awailability set >
T Bensions >
A size >
WOHTORING
— Hlert rules >
B Diagnostics >

RESOURCE MAMAGEMENT ~

Cloud-to-Cloud: To detach the VM using PowerShell:

This cmdlet starts the detach sequence for the specified workload in the target cloud. The
workload must be in the "Ready to Detach" state in order to to perform this operation. Once
finished, the workload boots and runs natively in the target cloud. You must assign a scheduled
downtime slot for detaching.

+ To detach the VM, run Start-VelosDetach -ID i-123abcd -InstanceType string.

Note for AWS Marketplace Users:

If the VM was created in an AWS marketplace Cloud Extension, when the instance is detached
from Velostrata, it is detached from the marketplace CE, a new instance is created with a bring
your own license, and the volumes are attached to this new instance. Although the instance ID
has changed, this has no impact on the operation of the instance as it has the same ENI ID and
Private IP. The routing rules are also still valid. If the detach is canceled, the instance may or
may not have the original instance ID. Nevertheless, the instance will have the same IP and

tagging.
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Cancelling the Detach

Once the VM is detached (and when the VM is showing as Ready for Detach) and for some

reason you wish to go back to use the Velostrata cache, you can stop or cancel the detach

process. This deletes the AWS EBS or Azure storage, and moves the system back to the state it
was before the detach started - fully cached. In vSphere the menu option is Cancel Detach.

Note: Potential data loss may occur if the VM disks were changed when the VM was already in

"Detached" state and the VM wrote on the native disks.

You cannot rollback if you have run the detach cleanup.

To cancel the detach in vSphere:

—

vk w

. On the vSphere Web Client, select the desired Virtual Machine.

Right-click on the required VM and select Velostrata Operations > Migration Operations >
Cancel Detach.

You will be prompted to type in four digits to confirm you want to cancel.
Once you confirm, the storage migration state will change to "Cancelling Detach".

When the cancellation is complete, the storage migration state will change back to "Fully

Cached".

» Cloud Instance Information

VI State
!3 Last Status
Cloud Extension
Storage Migration
Remote Console
Metwork tags

Frivate IF Address
Fublic IP Address
Preferred Edge Mode
Actual Edge Mode
CPU

Memory

Cloud Instance Id
Project

Zone

Service Account
Instance Type
Storage Policy

Metwork Adapter

gcp_datacenter-2_1531156503_bth
Cancelling Detach [ ]

velostrata

10.60.0.2

NodeA

NodeA

2 CPUs

2 GB

centos-mini-09201503-2dc-clone 1531156775

velos-auto-1

europe-west1-d

cloud-edge-permanent@velos-auto-1.iam. gserviceaccount.com
custom-2-2043

Write Back (uncommitted: 4. 2MB)

To rollback the detach via PowerShell, run the follwing command:
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get-vm myserver | Stop-VelosDetach
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Starting the Detach Cleanup

Once the VM is detached and you have completed any required validation, you can start the
detach cleanup. This marks the VM as unmanaged by Velostrata and removes the
(temporary) storage objects. Once you have run the detach cleanup, the VM is managed by
vCenter.

If for some reason you do not want to complete the detach cleanup and you want to revert
back, you can move the VM back to fully cached. See Rolling Back the Detach.

On-prem-to-Cloud: To start the detach cleanup in vSphere:
1. On the vSphere Web Client, select the desired Virtual Machine.

2. Right-click on the required VM and select Velostrata Operations > Migration Operations >
Cleanup.

Clean up

Cleanup of a detached WWwill resultin a final flush of any remaining uncommitted writes, release of Velostrata cloud
resources and remaoval from Velostrata management. Gnce cleanup is complete yvou may archive or delete the source
Wilin vCenter.

Warning: The source VM has the same identity as the migrated YMin cloud. Starting the source VM in the same
emvironment mayresultin DMNS and identity conflicts.

[ ] Force Clean up

To avoid accidental use ofthis feature, please type in the following number in the box below:

1382 1382

[ OK ][ Cancel ]

w

Enter the number and then click OK. If you want to force a clean up, select Force Clean up.
The storage migration state will change to "Cleaning Up".

5. After the clean up process is completed, the VM is no longer managed by Velostrata, and is
instead once again managed by vSpehere.

e
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» Cloud Instance Information O
VM State
V Last Status
Cloud Extension
Storage Migration
Femote Console
Security Groups
Private IP Address
Public IP Address
Freferred Edge Mode
Actual Edge Mode
CPU
Memory
Cloud Instance Id
Instance Type
Storage Policy
MNetwork Adapter

Onprem-to-Cloud: To start the detach cleanup using
PowerShell:

1. In Powershell, connect to the Velostrata Manager by running Connect-VelostrataManager.

PS C:\Users\Administrator> Connect-VelostrataManager

cmdlet Connect-VelostrataManager at command pipeline position 1
supply values for the following parameters:

Server: 192.168.15.124

Username: apiuser
Password: *iﬁ e

*

Fort Username

.15.124 443 apiuser

PS C:\Users\Administrator>

2. When prompted enter details for the Server, Username (apiuser) and Password (the
subscription ID).

3. To start the detach cleanup, run get-vm myserver | Start-VelosDetachCleanup.

4. When prompted, enterY.
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PS C:\Users\Administrator> get-vm mytestvm| Start-velosDetachcCleanup

confirm
re you sure you want to perform this action?
Performing operation "Start-VelosDetachCleanup” on Target "wm-122".
[¥] Yes [A] Yes to A1l [N] No [L] No to A1l [S] Suspend [?] Help (default is "Y"): y

EntityId Type Initiator ExternalTaskId State startTime

Cleanupvm Running 6/21/20...

CleanupVm powershel1_192.168.15.50 task-4362 Running 6/21/20...
PS C:\Users\Administrator> Get-VelosTask t-8 |f1 *

r t-8
 vm-122
: CleanupVm
: False
- powersheTW_lQZ.lG&.lS.SD
: task-4362 s
: Running
ErrorMessage
ErrorDetails
Progress -1
ProgressMessage : Deleting unneeded workload resources
i 1 6/21/2016 11:35:46 AM

: f2

6. Monitor the created vSphere Cloud Instance Information and task. The VM State is Running
and the Storage Migration is Cleaning Up.

: | Recent Tasks

TaskHamea Targat Initiator Status
FReconfaure vidual machine CH oy Tesi WEFHERE LOCALY, +  Completed
Consolidate vidual machine disk files B myTesiyh VEPHERELOCALY... + Completed
Remove snapshot G myTesti YEPHERELOCALY...  « Completed
Remoe snapshol B mTestim WEPHERE LOCALY ¥ Completed
Yelostrata Manager Cleanup Wi [} 151 myTesi/m powershell_19216.. = 85%
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=  Cloud Instance Information

Wil State

Last Status
Cloud Extension
Storage Migration
Remaole Console
Security Groups
Private IP Address
Fublic IF Address
Edga Mode

CPU

Mermary

Cloud Instance 1d

Ifstanra Tuna

Azure-Westel)

Cleaning Up

poc.sgorkloads BenDemolab-RG

31304

Moded

rryTestyi-GB5405-3067

Shamdard MG

Cloud-to-Cloud: To start the detach cleanup using PowerShell:

1. In Powershell, connect to the Velostrata Manager by running Connect-VelostrataManager.

2. When prompted enter details for the Server, Username (apiuser) and Password (the

subscription ID).

w

To start the detach cleanup, run Start-VelosDetachCleanup -ID i-123abcd.

4. When prompted, enterY.
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VM Migration - Advanced
Operations
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Migrating VM Storage to the Cloud

When a VM is running in cloud using the "Run in Cloud" operation, it uses the Velostrata
intelligent "Cache on Demand" mechanism, which takes into account various sophisticated
algorithms to efficiently predict and stream any needed storage from source VM to the
destination cloud. At any point in time you can initiate full storage migration which will start
the process of full data migration to destination cloud.

The storage migration allows for a fully migrated server that can be detached for a
permanent cloud instance, which is no longer dependent on the source VM storage.
Storage migration can also be used for a VM running in the cloud temporarily, and in this
case the storage migration offers additional data redundancy point (backup), reduced
network traffic, and better handling of WAN outages.

To migrate on-prem source VM storage to the cloud:

—

. On the VSphere Web Client, select the desired Virtual Machine.

If the VM is still running on-premises, follow the steps in Running the Migration Wizard.
3. If the VM is already running in the cloud, view the Summary tab, and in the Storage
Migration row, click on the green arrow and select Migrate VM storage to Cloud.
Alternatively, right-click the VM and select Velostrata Operations > Migration Operations
> Start Storage Migration. The data migration starts.

N

=  Cloud Instance Information

h

WM Slale
Last Status

Cloud Extension
Storage Migration Cache On Demand b‘ I
Remote Consola

Wigrate Vi starage to cloud

Security Groups
Private IP Address

Pithlie IF &ddrecs

The migration can take minutes to hours depending on various parameters like the size of the
virtual machine, the bandwidth to the cloud, and the current utilization etc.

It is important to note that the storage migration activity is de-prioritized versus the regular
storage reads of the VM, and the storage migration will occur primarily in idle times. This
prevents any performance degradation for the production VMs running in cloud.

Migration can be monitored in the VM portlet on vSphere Web Client, this can also be used to
pause the migration if desired.
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* Cloud Instance Information
Wi State
Last Status

Cloud Extension

Storage Migration | | Migrating (538 of 40GE) ]

Remote Console

Security Groups

Private IP Address

In addition, you can also view a Migration Throughput graph.

3. Onthe VSphere Web Client, select the desired Datacenter linked to the cloud extension.
4. In the Monitor tab, select the Velostrata Service tab, choose the specific cloud extension
and the time range to view the graph.

Migration Throughput {Bytes/sec)

M

4M

0 —
12:30 12:34 12:38 12:42 12:46 12:50 12:54  12:58 13:02 13:08 12:10 13:14 13:18 13:22 13:26

l Migration Rate

When storage migration is complete, the VM shows as Fully Cached.

* Cloud Instance Information =
Wi State
Last Status
Cloud Extension
Storage Migration
Remote Console

Sacurity Groups
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In this state, all VM disks are stored in an GCP Bucket (or AWS S3 object/Azure blob) and are
accessible by our Cloud Edge appliances for all reads and writes. VM writes may still replicate
back to the on-premises datastore if the original storage mode policy indicated that it should
(“write back” as opposed to “write isolation”).

To migrate cloud source VM Storage to destination cloud:

In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.
2. When prompted enter details for the Server, Username (apiuser) and Password (the

subscription ID).
3. To detach the could source VM storage, run Start-VelosStorageMigration [-1d] <string[]>.

—
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Preparing to Detach the VM

After the VM is "Fully Cached" and you want to start the detach process, the first task
required is "Prepare to detach" the VM from Velostrata. This task takes the VM disks from
the Velostrata cache and object store and creates the native data drives in the target cloud.
A Velostrata exporter is deployed automatically in the cloud to perform this task.

The exporter runs through all data disks and converts them to native cloud disks, after this
first iteration is completed, the exporter continues to write the changes committed since its
previous execution. This task runs in cycles.

After sufficient progress has been achieved (3 cycles), the VM is marked as "Ready to
Detach".

The VM can then be detached from Velostrata in minutes. The Velostrata exporter
continues to synchronize the VM disks from cache into the native cloud storage until
detached or until manually stopped (stop prepare to detach). Once the VM is in the "Ready
to Detach" state you will effectively have to “cut over” and will need to schedule a downtime
slot for the actual detach action.

The VM must be in the Fully Cached state prior to running the prepare to detach operation. If
the VM is not in the Fully Cached state, first run the procedure to migrate the VM storage to
the cloud.

Note: If you want to stop (revert back) after the preparing to detach process has finished, you
can stop or rollback the detach process.

When working in cache mode, all cached data is stored in encrypted disks attached to the
Velostrata Cloud Extension. During detach, you can choose if you want to use encrypted disks
or not, and can optionally specify the key to be used. For more information, see EBS Encryption
Key Preparation.

On-prem-to-Cloud: To prepare to detach in vSphere:

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the required VM and select Velostrata Operations > Migration Operations >
Prepare Detach.

Velostrata VM Migration and Operations Page 96


http://docs.velostrata.com/m/75846/l/756062-ebs-encryption-key-preparation
http://docs.velostrata.com/m/75846/l/756062-ebs-encryption-key-preparation

Prepare to Detach

KMS Key D

Storage Type: | ap2

Encrypt EBS volume [/]

| Default

OK

Cancel

w

Select the Storage Type and then click OK.

4. For AWS, if you wish to use EBS encryption for native volumes, select Encrypt EBS volume,
and select the encryption key alias to be used. If this is not specified, an AWS-generated KMS
default key is used.

Note: If you want to use a specific KMS key for encryption, add the AWS Velostrata service
user to the list of users who can assign the KMS key.

* Cloud Instance Information

VM State

Last Status

Cloud Status Checks
Cloud Extension
Storage Migration
Remote Console
Security Groups
Private IP Address
Public IP Address
Edge Node

CPU

Memory

Cloud Instance Id

Inmtdanmn bonn

System Status: ok, Instance Status: ok
AWS-Ireland

Preparing To Detach (0 of 5,444 Records)

th

Ben-Demo-EU-N-sgWorkloads-1XQTDXLEFIROD

111.0.3.147

NodeA

1CPU

1GB
i-02e9cff02193e695a

) mmisra

After the ready to detach process is completed, the VM is Ready to Detach.
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~ Cloud Instance Information =
VM State
Last Status -
Cloud Status Checks  System Status: ok, Instance Status: ok
Cloud Extension AWS-Ireland
Storage Migration Ready To Detac
Remote Console ea
Security Groups Ben-Demo-EU-N-sgWorkloads-1XQTDXLEFIROD
Private IP Address 111.0.3.147
Public IP Address -

Edge Node NodeA

CPU 1CPU

Memory 1GB

Cloud Instance I1d i-02e9cff02193e695a

Inataman bona # maisra

GCP-to-Cloud: To prepare to detach in vSphere:

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the required VM and select Velostrata Operations > Migration Operations >
Prepare Detach.

Prepare to Detach
Disk Type: | sSD B3
Service Account: ZI

Ok Cancel

3. Select the Disk Type.
4. Select the Service Account.

Velostrata VM Migration and Operations Page 98



5. Click OK.

After the ready to detach process is completed, the VM is Ready to Detach.

On-prem-to-Cloud: To prepare to detach the VM using
PowerShell:

1. In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.

PS C:\Users\Administrator> Connect-VelostrataManager

cmdlet Connect-VelostrataManager at command pipeline position 1
Ssupply values for the following parameters:

Server: 192.168.15.124

Username: apiuser

e wln ale ol n.!a-'.r-.'--n.*

Password: il S

Saryar

.15.124 443 apiuser

PS C:\Users\Administrator>

2. When prompted enter details for the Server, Username (apiuser) and Password (the
subscription ID).

3. To prepare to detach, run get-vm myserver | Start-VelosPrepareToDetach -StorageSpec
“string” or for AWS, run get-vm myserver | Start-VelosPrepareToDetach -StorageSpec
“string” -EncryptDisk -DiskEncryptionKey "string".

The command requires a StorageSpec string value:

« For AWS, this is the volume type, for example, SSD-based EBS volumes are type gp2.
+ For Azure, this is the storage account ID. In Azure, select the required Storage account, and
copy the partial URL after the https://portal.azure.com/#resource.

For AWS, you can create an encrypted EBS disk during the prepare to detach stage:

+ EncryptDisk - will create an encrypted EBS disk during prepare to detach stage. When
selected, you can provide an alias key ID, or let the system use the default CMK.

+ DiskEncryptionKey - when using -EncryptDisk, you can specify a KMS key alias. Note that
the key should be created in the KMS prior to the operation and the VelosMgrGroup must
be added to the list of users which can assign the KMS key.
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B Most visited S Microsoft fzure (5] wiphers Web Client 8. Amazon Web Services ...

Resource groups

| < P . I Ap ¥
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PE < NAME Primary: Available
virtual machines —_ bendemolabrgd 77
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PS C:\Users\Administrator> get-vm mytestvm | Start-VelosPrepareToDetach -StorageSpec "/subscriptions/18365d91-d65f
bedl-6dc575e4delf /resourceGroups/BenDemoLab~-RG/providers/Microsoft.Storage/storageAccounts/bendemolabrg4772"

EntityId Type Initiator ExternalTaskId State

PrepareToDetach

PS C:\Users\Administrator> Get-VelosTask t-4

EntityId Type Initiator

PrepareToDetach powershel11_192.168.15.50 task-4346
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PS C:\Users\Administrator> get-velostask t-4 |f]

Id
EntityId

ype
Initiator
ExternalTaskId
State
StartTime
EndTime

t-4

vm-122

PrepareToDetach
powershel1_192.168.15.50
task-4346

Running

6/21/2016 10:40:40 AM

5. Monitor the created vSphere Cloud Instance Information for progress.

NOTE: The vCenter task may be completed before the VM is actually ready for detaching.
Monitor the portlet and the task in Powershell as reliable sources of information.

~ Cloud Instance Information
VM State
Last Status -
Cloud Extension Azure-WestgEL
Storage Migration Preparing To Detach
Remote Console

Security Groups poc.sgWorkloads BenDemaoLab-

PS C:\Users\Administrator> Get-VelosTask t-4

Type Initiator ExternalTaskId State

PrepareToDetach powershel1_192.168.15.50 task-4346

Cloud-to-Cloud: To prepare to detach the VM using PowerShell:

1. In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.

2. When prompted enter details for the Server, Username (apiuser) and Password (the
subscription ID).

3. To prepare to detach, run Start-VelosPrepareToDetach [-Id] <String[]> -StorageSpec
<String>
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4. For example, run: Start-VelosPrepareToDetach -id i-0029a39f53eb73818 -StorageSpec

Standard
5. The example starts the detach preparation for an AWS Workload i-0029a39f53eb73818. The

data disks are created in GCP (volume type: Standard).

Id EntityId Type Initiator ExternalTaskId

State StartTime

t-26 1-0029a39£f53eb73818 PrepareToDetach powershell 192.168.0.1
Success 5/18/20...
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Reconfiguring a VM

When a VM is running in cloud, its settings can be changed using the "Reconfigure Cloud
Instance" wizard in the Velostrata plug-in for vCenter Web Client. You can change the
instance type (for example, select an instance that performs better for this workload, or an
instance that costs less, and so on). When changing the instance type, a reboot is required,
however the instance Private IP address and other identifiers remain the same. You can
also reconfigure the storage policy from Write Back to Write Isolation, and vice-versa.

All virtual machine state and data created in cloud in write-isolation mode will be lost when
machines are moved back on-premises. Related virtual machines, which are part of the
same application, should be moved together to align application state. Make sure to copy
out to a persistent location any data you wish to keep prior to moving such machines back
to on-premises.

A typical scenario for changing the storage from Write Isolation to Write Back is for a Dev-
Test environment or a project that is nearing an end. By changing the VM to run from Write
Isolation to Write Back, the data is written back to on-premises. Once the data is backed up,
you can then run the VM back on-premises.

When switching from Write Back to Write Isolation, the edge node stops transferring the
data from the cloud instance. This may result in an inconsistent snapshot.

To reconfigure a VM:

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click on the required VM and select Velostrata Operations > Reconfigure virtual
machine.

Velostrata VM Migration and Operations Page 103



Reconfigure Virtual Machine - centos-mini-11075814-BAX

Cloud Instance
Storage Policy
Networking

Summary

Cloud Instance

Source VM Provisioned Obsered Usage

CcPU 2 No information
RAM: 2GB No information
Disks 1

Recommended Options:

Performance Optimized
n1-standard-2 (2 CPUs 7.5 GB RAM)
n1-highmem-2 (2 CPUs 13 GB RAM)
n1-highcpu-4 (4 CPUs 3.6 GB RAM)

Ins(q}:e Type n1-standard-2 (2 CPUs 7.5 GB RAM)

3. Select new Instance Type.

4. Click Next.

Reconfigure Virtual Machine - centos-mini-11075814-BAX

Back Next | Finish Cancel

Monitoring Duration:  Not monitored

Active Duration Not monitored

Monthly Cost (Pay-As-You-Go)
$75.31
$93.74
$112.32

»" Cloud Instance

Storage Policy

Networking

Summary

Storage Policy

Storage Policy Write Back
=) Write Isolation

Waming: All virtual machine state and data created in cloud in write-isolation mode will be lost when machines are moved

back on-premises.

Related virtual machines, mw: are partof the same application, should be moved together to align application

state.

Make sure to copy outto a persistent location any data you wish to keep prior to moving such machines back to

on-premises.

Back Next Finish Cancel |

Note: You cannot reconfigure the storage on a cloned VM or on a spot instance.
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5. To change the storage policy, select either Write Back or Write Isolation and then click
Next.

Reconfigure Virtual Machine - centos-mini-11075814-BAX

»" Cloud Instance

) Networking
w" Storage Policy
Summary Network Tags (comma separated) | velostrata T j 0 ‘

Back Next Finish Cancel

6. For GCP, enter the Network Tags (in a comma-separated list) and click Next.

Reconfigure Virtual Machine - centos-mini-11075814-BAX

»” Cloud Instance

w” Storage Policy Summary
»”" Networking
m Velostrata Cloud Extension:  gcp_datacenter-2_1520747894_6aR

Cloud Instance Type n1-standard-2 (2 CPUs 7.5 GB RAM)
Storage Policy Write Back o
Network Tags: velostrata
Subnet 10.132.0.0720
Edge Node Node A
External IP None

Back Next Finish Cancel

7. Review the summary (where changes are noted with the small blue icon) and then click
Finish (or click Cancel to leave the current VM configuration as is).
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Shutting Down a VM in the Cloud

Note: You cannot shut down a VM via the Cloud Portal.

Using Web Manager

1. Login to your Velostrata Web Manager at HTTPS://IP_OF_VELO_MANAGER
2. Click the Runbook Automation tab.

3. When prompted for a username and password, use 'apiuser' as the username and your
password is your Velostrata subscription ID or your GCP billing ID.

4. Click the monitor icon for one of the runbook automation jobs.

5. Select the VM you wish to return on-premises and click the 'Stop' button on top.

V=LO

| Search

Power Run

VmID ~~ Target Instance Name Project Zone Private IP State Group Migration Status
i-001778a82f04f3401 - - 200
i-056d81826efe94c53 - - 200
i-092aedcb644848a2d = = 200
i-099bd38d8d4832f8a - - 300
i-Oeable274197ae70f = = oo}

© 2018, Velostrata Ltd Show 10 v |entries

Terms of Use | Open Source Licenses Showing 1-5 of 5

Using vCenter

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click the VM and select Velostrata Operations > Shutdown.
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Using PowerShell:

In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.
2. When prompted enter details for the Server, Username (apiuser) and Password (the

subscription ID).
3. To shutdown a VM, run Stop-VelosVm [-Id] <string[]>.

—
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Powering on a VM in the Cloud

Note: If the instance was launched with the Assign Public IP option, a new public IP is
assigned on each power on.

Using Web Manager

1. Login to your Velostrata Web Manager at HTTPS://IP_OF_VELO_MANAGER
2. Click the Runbook Automation tab.

3. When prompted for a username and password, use 'apiuser' as the username and your
password is your Velostrata subscription ID or your GCP billing ID.

4. Click the monitor icon for one of the runbook automation jobs.

5. Select the VM you wish to return on-premises and click the 'Start' button on top.

V=LO

Runbook Automation Virtual Machines

| Search ]

Power Run

VmID ~~ Target Instance Name Project Zone Private IP State Group Migration Status
i-001778a82f04f3401 - - 200
i-056d81826efe94c53 200
i-092aedcb644848a2d 200
i-099bd38d8d4832f8a 300
i-Oeable274197ae70f oo}
© 2018, Velostrata Ltd Show 10 v |entries
Terms of Use | Open Source Licenses Showing 1-5of 5
Using vCenter

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click the VM and select Velostrata Operations > Power On.
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Using PowerShell:

In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.
2. When prompted enter details for the Server, Username (apiuser) and Password (the

subscription ID).
3. To power on a VM, run Start-VelosVm [-ld] <string[]>.

—
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Restarting a VM in the Cloud

Note: If the instance was launched with the assign Public IP option, a new public IP might be
assigned on each restart.

When you run restart a VM in the cloud and the instance does not restart up in a healthy way,
Velostrata uses VM auto healing to fix the problem and restart the instance.

To restart a VM in the cloud:

1. On the vSphere Web Client, select the desired Virtual Machine.
2. Right-click the VM and select Velostrata Operations > Restart.

<3

To restart a VM using PowerShell:

1. In PowerShell, connect to the Velostrata Manager by running Connect-VelostrataManager.

2. When prompted enter details for the Server, Username (apiuser) and Password (the
subscription ID).

3. Torestart on a VM, run Restart-VelosVm [-1d] <String[]>.
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Monitoring a VM when Running in Cloud

The basic instance status for the cloud instance information are presented in the Summary
page portlet added by the Velostrata plug-in. When the Remote Console field is Ready, the
instance is reachable from the Velostrata Virtual Machine on-prem. The remote console
probe tests the RDP port (TCP/3389) for Windows VMs and the SSH port (TCP/22) for Linux
VMs.

While running in cloud, further performance and operational statistics are available for the
VM in the Monitoring > Cloud Instance tab. You can review details about storage IOs in
cloud vs. those affecting the vSphere Datastore storage on-prem, as well as other
operational statistics such as IO latency and throughput.

Graphs are offered at pre-canned periods of Hour, Day, 7 days, 30 days as well as a user-
defined custom range.

The following metrics are available:

+ Workload:
+ IOPS: Storage 10 operations that the VM has generated over the Cloud Edge node.
+ 10 Latency (ms): Average storage IO operation latency (1 min interval) for this VM's
operations.
* Throughput (Bytes/sec): Storage throughput utilized for this VM.

+ Uncommitted Writes (Bytes): The amount of write data acknowledged in cloud for this VM,
and still pending a commit to the vSphere datastore on-prem.
+ vSphere Datastore:

« 10PS: Backend IOPs generated against the vSphere datastore for this VM's activity.

« vSphere Datastore Bytes (cumulative): Total bytes read from on-prem datastore or
written to during this VMs run in cloud. This graph slope can be used to identify active
working set converges and transitions.

« Throughput (Bytes/sec): Total throughput of vSphere datastore storage access, as
generated by the VM's activity in cloud.

+ 10 Offload %: Based on the ratio between IO operations handled in cloud vs IO
operations generated against the vSphere datastore on prem.

+ Change set Compaction Ratio %: Efficiency metric for overlapping writes compaction. Pre
compression.
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Migrating Physical Servers

Migrating a Physical Server

Migrating a physical server to the cloud is done by booting a Velostrata Connector ISO image
into RAM from a virtual or physical DVDROM/CDROM device. The Velostrata connector maps
the local storage and creates a Stub VMware VM as a management object for Velostrata cloud
migration operations. From that point forward, the migration is done in a similar way to the
migration of other VMs except here it takes place in write isolation mode, meaning data
changes made in the cloud are not synced back to on-prem.

Notes:

+ The Stub VM created in the process is intended for Velostrata management operations only,
and not set up for local execution on vSphere. It is set up with no network interface, and a
minimal CPU/RAM setting.

+ Test clone is not supported for physical servers.

System requirements:

+ Disk types supported include SAS, SATA, SSD, virtual disks presented by hardware controller,
and SAN volumes mounted on physical HBAs.
+ PATA/IDE disks are not supported.

« Minimum of 4GB RAM is recommended
« For machines with less than 4GB RAM, press any key during the boot splash screen (one
with the keyboard icon) and choose the Velostrata Connector (low memory) option from
the menu. This uses an on-demand copy from the CD image.

* Physical DVDROM/CDROM or virtual CDROM to boot the Velostrata Connector ISO from.

VMW vSphere

Encrypted Datapath - o
WAN optimized Workload is Live

(over VPNIDirectConnect)

e Velostrata Migration A \ rf v
! i

- Run-in-Cloud (cached) / /
- Migrate storagein background | \ /

4
/

/
- Detach & verify \ | I.-"f] //'
- Cleanup ' l' |/
| IIH.'/
4

Boot Velostrata connector from )

ISO (e.g. using virtual CDROM) \ ’
Cloud Storage
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Instructions

1. Check OS compatibility in the Velostrata release notes.

2. For Linux OS install the Velostrata-Prep RPM, as described in the relevant chapter here.
3. Download the Velostrata Connector ISO: http://tiny.cc/VelosPhysicalConnector

4. Boot from the Velostrata ISO.

Note: This can be done by using ILO (HP Enterprise servers) or iDRAC (Dell servers).

The steps below use HP ILO:

5. Launch the remote console.

6. Select Virtual Drives > Image File CD/DVD-ROM, and select the Velostrata Connector ISO
that you downloaded.

W8 L0 Iragesned Parmote Tonisls - Terear B WIMI00IRT | (L0 ROURETEHEIZ hybns dov

es5 CTRL + ALT + DELETE to Ir.'_1£| o

= Windows Server s
Lharedard

7. Select Power Switch > Reset.
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Power Switch | Virtual Drives Keyboard Help
(1) Momentary Press
('} Press and Hold
() Cold Boot

) Reset

8. Once the server is up, ensure that it boots from the ISO.

L]

Power Switch  Virtwal Dnves HKeyboard Help

9. Log in to the ISO using the following credentials: ubuntu\WelcomeO01

10. Run ./VelosConnector.sh script to view the menu.
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11. In vCenter, check for an iSCSI Software Adapter. If you do not have one, follow these steps:

11A. Navigate to Configure > Storage Adapters and add an iSCSI Software Adapter.

11B. Under Networking, select VMKernel adapters and click the edit icon.

11C. Click Port properties option.

11D. Under the Enable services area, check the Provisioning checkbox and click OK.

Note: we recommend a 1:1 relationship between a VM and an iSCSI Target.

(See screen shots below for reference):

vmware* vSphere Web Client =

Navigator

1 Back

| @ | & 8 a
w [P 1722237158
+ [ stabilization5-Datacenter

th rhelT3

h helT3_azure

&0 VM30disks

& wi2core

5 wiZcore_azure

5 Win2008physica
w [{ 1722251107

{5 ed_p_test

j}mel?z

fch rhalT?

[} 17222.37.145

E& 1722237145

Gafling Started  Summary  Monitor

AL

- Storage -
Storage Devices
Datastores
Host Cache Configuration
Protocol Endpoints

» Networking
Virtual switches
VMEernel agaptars

Physical adaplars

B & - 0 Bn | chActions -

Configure | Parmissions VMs Resource Pools  Datastores
Swage Adapers

@ A8 Oy
Admpier Type Status

531030 PCILX Fusion-MPT Dual Ultra320 SCSI

vmhbal sCsI Unkngwn
PICE4 Tor 430TX440BXMX IDE Controller

& vmhba Block SCS1  Unknown
[ vmhbat4 Block SCS1  Unknown
iSC 81 Software Adapter

] vmnbags SCSI Online

ISCSI Software Adapter
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@ 1921683.11 | B (L b [ (@ iGiActions -

Getting Started Summary  Monitor | Configure ‘ Permissions VMs Resource Pools Datastores Networks Update Manager

“ VMkemel adapters
+ Storage
B @/ X D
Storage Adapters Device Network Label Switch IP Address TCP/IP Stack vMotion
SO vmk0 @ Management Netw_. i vSwitchd 23.108.108.200 Default Disablec
Datasiores vmki @ VMkemel it vSwitch1 192.168.3.11 Default Enabled

Host Cache Configuration i
(== vmk1 - Edit Settings
Protocol Endpoints

+ Networking kel port satings

Virtual switches NIC setlings

VMkemel adapters " IPvA settings

Physical adapters TCP/P stach

Analyze impact
TCP/P configuration A ilahio canirag
Available semices
Advanced

+ Virtual Machines Enabled services ] viviotion

VM Startup/Shutdown [] Provisioning
Agent VM Settings [_] Fault Tolerance logging
Swap file location [] Management

Default VM Compatibility b CJvsp
)
[ ] vSphere Replication NFC

ere Replication

« System

VSA
Licensing j VSAN

Timan Fanfinaratian

12. Select 1) Register a Stub VM for Velostrata operations and follow the instructions. Note
that registering the OS properly is required in order to create the correct AMI in the cloud and
enable proper migration.
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ostrata.server-bb-e7-14:ta

operat ing m to reg

~chitecture:

71 Other Linux

created with ID:  wm-1603

The VM appears in vCenter.

vmware: vSphere Web Client  #=

Navigator

4 Back

oy i) ¥ | £]
- 222 37 158
- stabilization3-Datacenter
- r? 172 22 37 145
1 rhel73
71 rhel73_azure

71 VIM30disks

i Zoore_azure
1 Win2008physica

i Windows_physical_server

13. Now that the VM is in vCenter, you can perform the migration using the standard process as
outlined here.

Deleting a Stub VM

You can delete the VM and the iSCSI target configuration on the ESX side after your migration is
complete.
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Note: If you create more than one VM using the same iSCSI Target, when you delete any of
those VMs, it will automatically delete the iSCSI Target as well. Therefore, you must manually
delete any additional VMs that were tied to that iSCSI Target.

To delete a Stub VM

1. Select 2) Delete a Stub VM.
2. Follow the on-screen instructions.

ata operations

fault: DHCP)

3. OnvCenter, check that the VM and the iSCSI target no longer exist.

vmware: vSphere Web Client  #=

Mavigatod |
1 Bacl
I ] H &
- r2.22.37.158
- ]_-.:'..'uil Zations-Datacanber
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[ 1722237045 B L b U B | ghActions v -
Gefling Starled Summary Monitor | Configure | Permissions VMs Resource Pools Datastores MNetworks Update Manager
“" Storage Adapters

w Storage [~
: B L8 h- a -

Storage Adaplers - o . P
Adapter yee Siatus Iden e

Targets D vices Faths
At =) 53c1030 PCIX Fusion.MPT Dual Ultra320 SCSI
Datastores vmhbat SCS1 Unknown 2 2 2
Host Cache Configuration PID(4 for 430TX4408XMX IDE Controller
Protocol Endpoints vmhba Block SCSI | Unknown 0 0 o

w Networking [ vmhbat4 Block G531 Unknown 1 1 1
Virtual switches = ISC S| Software Adapter
VMkernel adapters [ vmhbat5 IsCs1 Online ign.1988-01.com.vmware 58bfeadd-3cb5-4e2-9983-00505_. 0 0 o

Physical adapters

TCPAP configuration

Advanced Adapter Details
w Virtual Machines

VM Startup/Shutdown Properties Dewices Paths | Targets | Network PoriBinding Advanced Options

Agent VM Settings Dynamic Discovery | Static Discovery
Swap file location
Default VM Compatibility
Srstam SCSI senver
e This list is empty
Licensing
Host Profile
Time Configuration

Authentication Services

Showing the iSCSI Target Settings

You can view the ign, portals and luns that will be migrated to the cloud.

To show the iSCSI Target Settings

+ Select 3) Show iSCSI Target Settings. Ensure that you can see all the disks of the server.
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Managing the IP Configuration

You can view the IP of the server that will be used for the iSCSI target configuration. The ISO
gets the IP from DHCP by default, but you can configure a static IP. It is necessary to have a
valid IP before the stub can be registered.

To manage the IP configuration

1. Select 4) Show IP Configuration.
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2. Select 5) Setup Static IP to configure a static IP.
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Using Offline Migration

Velostrata enables you to migrate workloads with operating systems that are not currently
supported by Velostrata's streaming technology.

During the offline migration process, the VM storage is migrated to the cloud first, and the
VM is started in the cloud only after the migration is completed. Velostrata automatically
performs the detach and cleanup of residue data associated with this VM.

Offline migration can also be used for “storage only migration”. Old VMs (e.g. RedHat 4) can
be migrated to the cloud with offline migration, even when unsupported by the cloud
provider. Administrator can then reattach a data disk to a newer and supported cloud
instance.

For AWS, you may select to encrypt the native volumes and optionally, specify the key to be
used. See EBS Encryption Key Preparation.

Important notes:

- After the migration, the VM is located in the cloud with the name of the VM as defined on-
premises.

- Preparation of the VM is required, before the offline migration starts.

Preparations Before the Offline Migration Process

RHEL 5.11+

+ Edit /etc/sysconfig/network-scripts/ifcfg-eth0 and change the primary interface name to
eth0 and make sure it is set to DHCP:

BOOTPROTO=dhcp
ONBOOT=yes
STARTMODE=onboot
DEVICE=ethO
TYPE=Ethernet
DEFROUTE=yes
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Ubuntu 12.x

+ Edit /etc/network/interfaces and change the primary interface name to eth0 and make
sure that it is set to DHCP:

# The primary network interface
auto eth0
iface ethO inet dhcp

Windows Server 2003, Windows Server 2003 R2, Windows
Server 2008 (non-R2) to AWS

Install the following packages:

+ .Net 3.5 redist - dotnetfx35setup.exe - Download link

+ Windows Management Framework Core 2.0. Reference - Download link
Note: The specific package depends on the exact OS version, for OS - Windows 2003 -
Service pack 2 is a prerequisite.

+ EC2Install.zip - Download link

* CITRIX-Win_PV.zip - Download link

1. Extract the zip file to a temporary folder destination.

2. Execute Citrix_xensetup.exe in the extracted folder. During the installation process, a
warning message appears notifying you that the workload platform on which the
installation is running is not a Citrix Xen platform, and prompts you for approval.

3. Click OK to approve.

Windows 2008 non-R2 to GCP

No special preparation required prior to offline migration for Windows Server 2008 64 bit
version.

Windows Server 2008 32 bit version requires package installation before initiating offline
migration, please contact Velostrata support for further details

Windows 2008 non-R2 to Azure

* No special preparation required prior to offline migration.
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Windows Server 2003, Windows Server 2003 R2 to Azure

Complete the following preparation prior to performing an offline migration for a Windows

2003-based VM to Azure.

1. Copy (and extract) the Velostrata Offline for 2003 package to the GuestOS root of the c:\

drive.

Windows 2003 x86 package
Windows 2003 x64 package

The extracted package folder includes the velosoffline.cmd script which runs the following:

+ Disables hibernate.
+ Enables system restart on BSOD.

* Installs Hyper-V integration tools post detach at Windows start up.

& -\ ¥elostrata [ e |
File Edit Yiew Favorites Tools  Help | ;.':r
Qeack ~ &) - (T | - Search Folders | [&5 (8 3¢ ) | (-
Address I_"| Ciivelostrata LI e
Mame = | Size: | Tywpe I Diake M~
[en-us File: Falder 4iz /201
:;-?kmdf.inf 1 KB Setup Information 6f1a/20
_, setup.exe 123 KB Application 6125120
velosoFFIine.cmd 1kE  wWindows Command ... 4j2/201
.’_$] wdfCalnstallerDl 009, di 1,428 KB Application Extension 11/30/2
[FE’WindowsS.x—vaerVIntegratiDnServices—xSG.msi 1,332 KB Windows Installer P...  6/25/2C
=] Windows S, x-HyperVIntegr ationServices-x86, xml 1 KB  ¥ML Document 6125120
U Windowse, 2-HyperIntegrationServices-x86.cab 607 KB Cabinet File 6f25120
U Windowse, x-Hyper¥Integr ationServices-x86.cab 608 KB Cabinet File 6125120
=] windows, x-HyperVIntegrationServices-»86, xml 1kB  ¥ML Document 625120
EWindowsServerZD03—K8943295—x86—CH5.exe S30KE Application 1130z
EWindowsServerZUDS-KBQ43295-x86-CHT.exe S35 KB Application 1130z
EWindowsServer2003-KBQ43295-x86-CS‘r’.exe 44 KB  Application 11}30)—
EWindowsServerZDDS—KBQ43295—><86—DELI.exe 544 KE  Application 1130z
EWindowsServerZUDS-KBQ43295-x86-ENU.exe 533 KE  Application 11/30/z
EWindowsServer2003—KBQ43295—x86—ESN.exe 44 KB  Application 11130z
ﬁWindowsServer2UDS—KBQ43295—x86—FRF\.exe 544 KB  Application 1130z
EWindowsServerZDDS-KBQ‘iSZQS-x86-HUN.exe 546 KB Application 11/30/z
EWindnwsServer2003—KBQ43295—x86—ITF\.exe 44 KB Application 1130z
'{q\ﬁ.’inr‘ nnnnn Coruar NN VRAA220OE 28 TDM awva Cdil VR ﬁnnlir:'—inn 11 f’?ﬂ_’n"'LI

|25 objects 13.5MB | J My Computer o

2. Create a scheduled task to run the script at Windows start up.

Velostrata VM Migration and Operations

Page 124


http://hx-us-standard-bucket.s3.amazonaws.com/downloads/GA/Azure_Offline_Migration/Velostrata_x86.zip
http://hx-us-standard-bucket.s3.amazonaws.com/downloads/GA/Azure_Offline_Migration/Velostrata_x64.zip

(& C:\WINDDWS: Tasks

P

Agdressl ) CHAWINDOWS\ Ta

Marne =
|21 Add Scheduled Task

[ U] S cheduled Task Wizard

"‘ﬁ Activate Windows 5.2.379000 (sr...
' Address Book £.00.3790.39...
B Backup 5.2,3790.395...
. & Calculator 5.2 37300 [ar.
Select Program to Schedule x| Eizzggigi ﬂ
Lok jri: I 1) Velostrata j o E Ty |

T

LClick the pragram pou want Windows ta run.
To zee more programs, click Browse.

x|

®

Application | Wersion

dGD

|ﬂ Lask Result I Creator

Accessibility Wizard

5.2.3790.3%... _|

j=r WindowsS, x-HyperyIntegrationServices-x 86, msi
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3. Set the task to run When my computer starts.

Scheduled Task Wizard
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4. Enter the user name and password of an administrative user for the GuestOS.
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Scheduled Task Wizard

Enter the name and pazsword of a uzer. The task will
run ag if it were started by that user.

Enter the uzer narme: IEDDE_EEBIT'\.&dministratDr

Enter the pazsword: |u-uu"

LCanfirm passwaord: |- sssssus

If a pazzword iz not entered, scheduled tasks might
nok run.

¢ Back I Hest > I Canicel |

5. For the task, select the Settings tab, and select Delete the task if it is not scheduled to

run again.

Task I Scheduls  Settings |55u:urit_l,l|

~ Scheduled Task Completed

v Delete the task if it iz not scheduled ta mwn again

¥ Stap the task if it runs fnr:|72 ::|' bour[s]IEI ::II minute]s).

r~Idle Time

[~ Only start the task if the computer has been idle far at least:

I _l; minLte(z)

|f the computer hag naot been idle that long, retr for up ta:

I _I? miniute(s)

[~ Stap the task if the computer ceazes to be idle.

— Power Management
v Don't skart the task if the computer is running on batteries.

¥ Stop the task if battery mode beging.

[ Wwake the computer bo run this tazk.

[N} I Cancel | Apply |

6. Migrate the VM offline (as described below).

7. After the Detach, delete the scheduled task created before the migration.
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Windows 2003 to GCP

* No special preparation required prior to offline migration.

Onprem-toCloud: To migrate a VM offline:

1. Perform the offline preparation as explained in previous section, exact procedure depends
on specific OS.

2. On the vSphere Web Client, select the desired Virtual Machine.

3. Right-click on the VM and select Velostrata Operations > Offline Migrate.

Note: The following AWS instance types support 32 bit: t2.nano, ,t2.micro, t2.small,
t2.medium, and c3.large.

N

1]

4. Select the Velostrata Cloud Extension.

e S S SR S

| Offline Msgratson - centos-minl-22135724.DP5S

Velostrata Cloud Extension

Velostrata Cloud Extension
Cloud Instance
Security Groups
Hetworking
Velostrata Clowd Extension: | datacenter-2_vpe-1410M71_
Nigration

Summary

Note: If you select to run your VM in a CE that is in the AWS Marketplace, a message appears
indicating that you may incur usage costs according to the subscription terms.

5. Click Next.
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[Covamsnce [

Networking Instance Type: [2medium | 2vCPUs |4GBRAM |~ |

6. Select the Instance Type (VM size).

7. Click Next.
S M Security Groups

 Secarity Growpn |

Hetworking

Migration Securily Groups: hosts

Summary AZUREAPSEC
Cisco Cloud Senices Router- CSR 1000V
OpenVPN
OpenVPN Admin interiace
Proguction
Remaote Daskiop
SEH access
detaull
Iaunch-wizand-1
launch-wizand-4
launch-wizard-5
launch-wizard-g
lesti-WeabSenerSeawityGroup-DPDGOPASNCE |

s

8. Select the required Security Groups.
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9.

Note: For AWS, if public access is required from the internet to the VM, a DMZ is required
with an associated security group, including appropriate inbound and outbound rules.

Click Next.

S S— S— S S
E Offline Migration - centos-mini-22135724.DP%

{ " Velostrata Cloud Extension

e Cloud Instance Ne‘mrurklng

# Security Groups

Meg ration

Summary Configure Private IP

Back Mext Cancel | ,
=15l

10.

11.

12.

13.

14.

Select a Subnet in the cloud. Typically, the selection here would be of a private network
subnet. AWS - When Cloud Edge nodes (A, B) are placed in different AZs, the Cloud Edge
node in the same AZ as the selected subnet is automatically used, otherwise a manual node
selection is required.

From the Configure Private IP drop-down list, select Auto to allow an available address on
the subnet to be automatically assigned, or Static if a specific address assignment is
required.

If you select Static, a Static IP field appears. Enter the required static IP for the instance or
specify an ENI ID (e.g. eni-xxxxx) to associate a reserved Elastic Network Interface.

From the Edge Node drop-down list, select the required node. For Azure, a manual selection
of the Edge Node to use is required. Select Node A or Node B. The default selection is Node
A. For AWS, when Cloud Edge nodes are placed in the same Availability Zone (AZ), a manual
selection of the Cloud Edge node to use is required.

Click Next.
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Offine Migration - win03

»" Velostrata Cloud Exiension
»" Cloud Ins@ance
" Security Groups
+”" Networkng
Migration

Summary

Migration

Storage Type: ap2

Encrypl EBS volume:  [f]

KMS Key ID Default -

aliasfautoTest

aliasftest

(Cswo [ s ]

[ cancel |

15. Select the Storage Type.
16. For AWS, select Encrypt EBS volume, if you are using EBS encryption for native volumes,

and then from KMS Key ID, select the encryption key alias to be used. If this is not specified,
the default key is used.

17. Click Next.

Offine Migralion - win03

W Velostrata Cloud Extension
%" Cloud Instance

w'  Security Groups

" Networking

w"  Migration

Summary

Velostrata Cloud Extension
Cloud Instance Typs:
Velostrata License Type
Storage Policy

Security Groups

Subnet

Edge Moda:

Siorage Type:

Encrypt EBS volume:

HMS Koy Alias:

AWS S byol 13893 Stab7

2 medium | 2 vCPUs | 4 GB RAM

Bring Your Own License

Write Isolation

Testhosts | sg-48530:2d

172.31.16.0120

Node A

op2

frue

aliasfast

Back

Maxt

| Finish || Cancel
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The Summary page differs slightly for AWS and Azure.

18. Review the summary and then click Finish.
19. To view the related migration tasks, view the Monitor > Tasks & Events tab.

vmware: vSphere Web Client  #= Updated 1 211PW L) | rook@localos = | Halp =
Navigator 3 F=i] ini. 221357 24.DP5. . | W b & s | {ghAdtions v -
4 Back Gefting Started  Summary | Monitor | Configure Permissions Snapshols  Datastores  MNetworks  Update Manager
g 8 ¢
@1 . Issues | Performance | Tasks & Events | Policies | Uniization

R 1722262232
§-mini-2213572 =

[ & centos-mini-2213572._ | Events Reconbgure virual maching [ centos-mini-22135724-DPS- Completed hr1490183762 2202017 2315 PM

Schaduled Tasks Remove snapshot B ce 22135T24-DP5 Complated hox1480183762 2202017 2.31.00 PM

' 3059 PM

722813PM

Completed roct
Completed root

Completea 722312PM

721237 PM

v
v
v
v
v
¥ Completed
v
v
,,
v
v

Velosirata Mana ge Migration Completed 55 PM
Create viflual machine snapehot Completed Z1120PN
Reload virtual maching Completed 20PM
Reconfigure virlual maching B cemos-mini-221357; Completed nx1490183762 25 PM
Velosirata Manager Run In Cloud B centos-mink-22135724-DPS- Completed root 222017 21124 PM
; L :
I 11 items. Copy ~

Reconfigure virnial machine

Status: v Completed

Iniator.  h
Target (B cent

Server 1722264184

Related events

After the offline migration is completed, you can connect to the VM using its private IP
address or FQDN.

Cloud-to-Cloud: To migrate a VM offline:

* To perform offline migration, run Invoke-VelosOfflineMigration [-1d] <String[]>
-CloudExtension $variable [-EdgeNode <String>] -StorageSpec <String> -InstanceType
<string> -CloudDetailsName <string>

For example:

Invoke-VelosOfflineMigration -Id i-04151a4a1067cfe9b -CloudExtension $gcpCe
-EdgeNode NodeA -StorageSpec Standard -InstanceType n1-standard-1
-CloudDetailsName aws
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Monitoring Velostrata
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Understanding Velostrata Health Checks

Velostrata health checks are performed periodically on the following components:

+ Cloud Edge
« Exporter
+ Backend

= \elostrata Cloud Extension

datacenter-2_vpc-1410071, Aws Bring Your Own Large eu-wast1 voo- 1410071 eu-wask-1c eu-wesk1c Impaired 0
I
Status: Active/fImpaired
~ Velosiraia Cloud Exiension datacenter-2_vpe-1410f71_1485473374_X% ) -
Names Cloud License Type
datacenler-2_vpc-1410M71_148! Aws  Bring Your Own Licen: L Last seen ih Active’ state at 02-08-2017 09:49:58 [UTC) ﬂ
Edge A Impaired
Check Instance Not Terminated Failed (840, High)
Edge B: Active
On Premises Edge: Active
Windows Senaicing Instance: Active
Cloud Api: Active
Error List (Code, Severity)
Component External Code Description
CloudEdge1 / CloudEdge2 110 CloudEdge Process
120 CloudEdge Functionality
140 Storage Grid Process
145 Object Store Availability
150 Cloud Control Access
160 VPN Access
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Component External Code
800
170
820
830

840

850
860
Exporter 410
420
830

840

140
145
850
Backend 210
220
830

850

Velostrata VM Migration and Operations

Description

Instance Running

ISCSI Layer

Critical Disk Space Utilization
Instance Availability

Check Instance Not
Terminated

Internal Error

SQS

Exporter Process
Exporter Functionality
Instance Availability

Check Instance Not
Terminated

Storage Grid Process
Object Store Availability
Internal Error

Backend Service
Backend Functionality
Instance Availability
Internal Error

Critical Local DiskSpace
Utilization
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Monitoring the Cloud Extension

To monitor the current run state of the Cloud Extension, review the Velostrata Cloud
Extension portlet added to the virtual Datacenter Summary page. If the Cloud Extension
appears in an Impaired state, it cannot be used to run new VMs in cloud.

Remediation Tip: If a Cloud Extension appears impaired due to a cloud host health issue,
stopping and starting the Cloud Extension may fix the issue as affected instances are
restarted on a healthy host. Alternatively, repair the Cloud Extension. See Repairing a
Cloud Extension.

To monitor the Cloud Extension:

« To monitor performance and operational statistics for the Cloud Extension, click your
datacenter and then use the Monitor > Velostrata Service tab. You can review
performance and usage stats aggregated across all VMs and Cloud Edges associated with
this Cloud Extension. You can also review the total number of VMs running in cloud, WAN
usage, IOPS, 10 latency and throughput as well as other efficiency metrics.

wmware: vSphere Web Client h &

Graphs are offered at pre-canned periods of Hour, Day, 7 days, 30 days as well as a user-
defined custom range.
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The following metrics are available:

+ Workload:
+ 10OPS: Total 10 operations per second generated by VMs in cloud, using this Cloud
Extension (nodes A + B).
+ 10 Latency (ms): Average |0 latency for IO operations across all VMs in cloud, using this
Cloud Extension.
+ Throughput (Bytes/sec): Total throughput across all VMs in cloud, using this Cloud
Extension (nodes A + B).

+ WAN Usage (Bytes/sec): Total WAN throughput in each direction for the Cloud Extension,
as reported by nodes A + B.

+ Total #VMs in Cloud (running or stopped): Total VMs in cloud, using this Cloud Extension.
+ Datastore 10 Offload%: Average 10 offload across node A and B. This is based on the ratio
of 10 operations that were handled in cloud by nodes A and B, vs the total 10 operations

over the related vSphere Datastores on premises.
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High Availability Overview

Velostrata Cloud Extension provides High Availability by using an active-passive model.
Workloads use iSCSI multipath, and are connected to the primary and replica Cloud Edge
nodes, but served only by the primary Cloud Edge node. When the primary Cloud Edge fails, the
workloads failover to use the secondary Cloud Edge. Failback to the primary Cloud Edge is done
once it becomes active again. For more information about the events that occur with failover

and failback, see Viewing the Cloud Extension Status.

A Cloud Extension with an “impaired” status functions differently depending on whether one,
or both, Cloud Edge nodes have failed:

+ If both Cloud Edge nodes are impaired, the Cloud Extension cannot be used to run new VMs
in cloud, and will cause failures to VMs currently running in cloud. You can perform a forced
move back, run the "prepare-to-detach" operation, and stop a VM.

+ If one of the Cloud Edge nodes is impaired, and the other Cloud Edge node is active most of
the usual operations are still available.

Similarly, if the VPN (access to CE), Cloud API, Backend or Management component fails, the
Cloud Extension will be impaired and a limited set of actions will be available.

Use the tooltip to try and determine the reason for the failure. See Viewing the Cloud Extension
Status.

Note: When one of the Cloud Edge nodes is down, the Cloud Edge does not provide high
availability, in order to avoid any chance of data loss, all data is written to the object store,
which reduces the Cloud Extension performance. For that reason, it is not recommended to
move more VMs from on-premise to a Cloud Extension where one of the Cloud Edge nodes is
impaired. When you move a VM to the cloud, and the Cloud Extension is impaired, the Cloud
Extension name includes an indication that it is impaired in the Velostrata Cloud Extension

page in the Run in Cloud wizard. See Viewing the Cloud Extension Status.

+ If a Cloud Extension is impaired due to incomplete deployment or initial health checks that
did not pass. This is most likely due to pre-requisites that are not met, after fixing the
underlying causes, use Repair Cloud Extension. Repairing the cloud extension attempts to
re-create the missing components and/or run relevant health checks. Once the Cloud
Extension is repaired, the status is set to Active.

+ If a Cloud Extension is impaired due to a cloud host health issue, stopping and starting the
Cloud Extension may remediate the issue as affected instances are restarted on a healthy
host.

For more information on how to view the Cloud Extension status, and the events that occur, see
Viewing the Cloud Extension Status.
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Viewing the Cloud Extension Status

To monitor the current run state of the Cloud Extension, review the Velostrata Cloud
Extension portlet added to the virtual Datacenter Summary page.

A cloud extension state can be “Creating”, “Starting” “Stopping” “Deleting” “Active”, or
“Impaired”.

For information on Velostrata High Availability, see High Availability Overview.

Remediation Tip: If a Cloud Extension appears impaired due to a cloud host health issue,
stopping and starting the Cloud Extension may re-mediate the issue as affected instances
are restarted on a healthy host.

An impaired Cloud Extension can be caused due to components that were not successfully
deployed failures during system operation. These are presented in the list of health checks
that did not pass. After fixing the underlying causes, the Cloud Extension can be repaired.
Repairing the cloud extension attempts to re-create the missing components and/or run
relevant health checks. See Repairing the Cloud Extension. Once the Cloud Extension is
repaired, the status is set to Active.

The following health checks are performed every 1 minute to report on Cloud Extension
status:

Cache Store Accessibillity

Velostrata Storage Grid Service Status

Velostrata Cloud Edge Service

SCSI Target

Cloud Edge Local Storage

Cloud Edge Functionality

Exporter Service

Exporter Functionality

On-Premises Edge Service

SQS Service (if the AWS region supports the SQS Service)

Enhanced Degraded Mode

Velostrata 3.0+ supports an Enhanced Degraded Mode using the AWS SQS service. This
delivers improved performance and is currently applicable in the following AWS regions:

US East (N. Virginia)
US East (Ohio)
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* US West (Oregon)
« EU (Ireland)

Additional AWS regions will automatically be added as soon as the SQS service is available.
This Enhanced Degraded Mode is only applicable to VMs moved to the cloud in version 3.0.

Note: The new Enhanced Degraded Mode does not apply if the SQS service is unavailable in
the region, or if the VM that went into Degraded Mode was upgraded from an older
version. This impacts performance but does not impact on the service.

An SQS health check is run on the regions that support the SQS service. The health check
will fail only in supported regions when there is an on-going disruption. Moreover, the
health-check impact is marked as “Medium”, meaning the CE will not become Impaired due
to the failure.

To view basic Cloud Extension status from the web:

1. Login to your Velostrata web management appliance via HTTPS://IP_OF_VELO_MGMT.
2. Click the Target Cloud icon.
3. A list of Cloud Extensions appear with their state listed on the far right.

4. You can perform limited operations on a Cloud Extension by selecting one and using the
buttons at the top to start, stop, delete, or repair.

VZLOSTRATA TARGET CLOUD [ ome )

Start @ Repair [: Search Q :]

Cloud
Provider

Name Size  Region VPC State

+ gcp_datacenter-2_1531757201_WqZ GCP Small  europe-west] auto-1-net Active

To view advanced Cloud Extension status from vCenter:

1. To view the Cloud Extension status, view the Datacenter > Summary tab.
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= Velostrata Cloud Extension -}
Mame b

Cloud Pro' License Type Size  Region VPC-ID fVirtual Hetwork  Mode A Availability Zone | Set Mode B Availability Zone | Set Stalus

datacenter-2_1478580509 Arure Bnng Your Own License  Large northeurope  AzureMain-NEurops  Velostrata Edges fada78981-3f0c-47aa-B707-511973eBbede  Velostrata Edges fada7981-3f0c47a3-8707-511873e6bede  |mpaired 0

datacenter-2_vpc-1410f71_14785688853  Aws Bring Your Own License  Large  eu-west-1 wpc-1410§71 eu-west-1c eu-west-1c Impaired o

2. Click the information icon. If a Cloud Extension status is Impaired, the component statuses
are listed as well as when the Cloud Extension was last Active.

Status

Active o

impaired ) Lastseen in ‘Active’ state at 05-23-2017 13:19:52 [UTC]

datacenter-2_wpc-1410f71_1495543194_CDb [x]

Edge A Active
| Edge B: Impaired
Instance Not Stopped Failed (800, High)
On Premises Edge: Active
Cloud Api: Active
VPN: Active

3. When the Cloud Extension status becomes Impaired, an alarm is triggered.

o Mansge  Reiated Objects

LE

| # Work In Progress 1

4. To view more details on an alarm, select the alarm.
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Alarm [sotais

f a2l Melostrala Alarm fod "Vekostrals Cload Dxienson’

Severity: CribLal

Status: New I

Trigpeied o Wednesady Febiuary DB 2007 102457 AM
b il o 1722121254

Do cription: esastrata Cloud Exlengon alarm

0 Acirowieaps | =

& e s DRORIRT 3-OALA
VEADETEE Al T Vit

7 mwrms i x
Al () - Moaw (] Acknow
4 W oc-esl
A Velostrats diarm for Velostrata ©

@ cerms-ewn-DE0E3E13-0MA Velkestrata Alarm for "VirsalM..

Seveily! Cribca

St Pgw

Tinggeied on: Wesdnesday, February 08 2017 10021 49 AM
D Piruitirary T2 21294

Eh-urq:l'm' Velnsirata Virlual Mach;neg alarm

T Acinowledpe =

O Almrms

Ex

All 1) | Mo (1] ACknaw

& um:ﬂq&:m
Valosata Alarm'er VirualMach

5. To acknowledge the alarm, click Acknowledge.

A dclest  Acors ¢
Gefing Started  Summary | Monitor  Manage  Reisled Objects

e wat
Hosts

Haerm St Preater

catacenter-2_vpe-1410 Aws Bring Your Own Large et

o Saw Fagan WBC | Vet

[T —

VECTANONTY ot tc

we Mode & Pevaie

TIN 4087

@ dodest Velostrata Alarm for Velostrata Cloud Extemsion’

Saverty: Crinea

Status: Agknowiedped by rool

Acknowledged on sanesday, Fedruary 08. 2017 102701 AM

O amrms Ex

Triggerad on: Wednesday, Fetruary 08, 2017 1024 51 AM
Defirsition:
Description: Veiostata Cloud Extension alam
|w Fesatic green =
Khrawiesge ResetTo Green
-
et B Prmate
MMM impaie d [ ]

Al @2) New (1) Ackraow
L
e m&numc
O cermos-mini-08083513-OMA
VRICETS Alarm for VirtuaiMachi

_# Work In Progress

6. To view the related events, select Monitor > Events. In this example, the Cloud Extension is
degraded as Cloud Edge node A has failed. The VM is moved to Cloud Edge node B and the
following events appear during failover.
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lssues I Performance | Tasks & Events | Velosirata Senvice

“"

Tasks

Scheduled Tasks

Create virual machine s..

Reload virtual maching

Consolidate virtual mach,

Reconfigure virual mach. ..
Velostrata Manager Run ..

Desaription Type Date Time

@ Alarm Velostrata Alarm for .. | @ Information S/28/2017 9:57:36 AM
(3] Velostrata Event-vm-13rais... | 4, Warning 512812017 9:57:35 AM
@] Velostrata VM (vm-13) error; & Erar SI2BI2017 9:57.35 AM
@ General event Event by Velo. | @ Information 512812017 9:53:27 AM
@ Task: Creale vitual machine... | @ Information S/28/2017 0:48:51 AM
@ Task Reloadvirual machine | @ Information 572812017 9:48:50 AM
@__'_l Virtual machine centos-mini-... | @ Information 5/28/2017 9:48:47 AM
@ Task Consolidate virtual ma. 0 Information /2812017 0:48:47 AM
@ Reconfigured centos-mini-2... | @ Information 5/28/2017 9:48:44 AM
@ Task: Reconfigure vifual ma... (@ Information SI28/2017 9:48:43 AM
@& Task Velostrata Manager Ru... | @ Information Si28/2017 9:48:43 AM
"

Date Time: S/2812017 95735 AM Target: @ centos-mini-28003556-JAR

User: hx1485953270 Type: Waming

Description:

& 5/28/2017 957,35 41
Event Type Description;
Possible Causes:

Related events:

There are no related events

Targat

FRERRBRERRBRERE

centos-mini-280...
cantos-mini-230...

centos-mini-280

cantos-mini-280

centos-mini-230...

centos-mini-280...

cantos-mini-2380...

centos-mini-280

cantos-mini-280...

centos-mini-280...

centos-mini-280...

Velostrata Event - vm-13 raised event of type VmFailover al S/2817 6:56 AW

hx1495853270
hx 1495353270
1495853270
hx1495953270
hx1495953270
hx1495852270
hx 1495353270
hx1485853270
nx1495953270
root

(@ Filter -

60 ilems Previous

Mexd

[= Export [ Copy =

7. Once Cloud Edge node A is active, failback occurs and the VM is moved back to Cloud Edge
node A and the following events appear.

lssues | Performance | Tasks & Events | Velosirata Senice

“"

Tasks

Scheduled Tasks

Desaiption

(@ | Velostrata Event - vm-13 raised event of tyne VmFailback at 5/28/17 7:06 AM

Alarm for

" on

it -2B093556-JAR chan...

& Alarm

@] Velostrata VM (vm-13) error cleared: Degraded Mode
@ Velostrata VM (vm-13} error cleared: Degraded Mode

@& Alarm Velosirats Alaim for Velostrala Cloud Extension” on de-est changed fro...

@] Cloud Exiension ‘datacenter-2_vpc-1410f71_1495953356_fn' is Active

@& Cloud Exension ‘datacentar-2_vpc-1410M71_1495953356_fnn |s Active

@] Velostrata System Event - raised event of type FrontendStarted at 5/28/17 7.04 AN
@ Alarm Velostrata Alam for Velostrata Cloud Extension” on de-test changedfro...

@& Cloud Edension health check failed. ‘datacenter-2_vpc-1410171_1495953356_.

@] Alarm Velosirata Alarm for hine” on centos-mini-2B093556-JAR chan
o
Date Time: 5/28/2017 10:07:30 AM Target: &
user: nx1485953270 Type: Warning
Description:

@& 512872017 10:07:30 AN
Event Type Description:
Possible Causes:

Related events:

There are no related svents

Type Cste Time
A\ Waming 5{28/2017 10:07:30 AM
@ Information 5(28/2017 10:06:26 Al
@ Information SI282017 10-06:25 AWM
@ Information SI28/2017 10:06:25 AM
@ Information 5/28/2017 10:05:40 AM
@ Information 5/28/2017 10:05:39 AM
@ Information 5/28/2017 10:05:39 AM
@ Information S(28/2017 10-05:20 AW
@ Information 5f28/2017 10:00:32 AM
© Eror SI2E/2017 10:00:31 AW
@ Information 5282017 9:57:36 AM

centos-mini-28093556-J4R

Velostrata Event - vmn-13 raised event of type VmFailback at 5/28/17 7-08 AM

Targst
i$1 centos-mini-280..
G centos-mini-280...
B centos-mini-280.
& centos-mini-280...
deast

de-dest
de-tast
de-fest
de-test
de-test
& centos-mini-280.

79 items Previous  Next

hx1495852270

hx1495853270
hx1485853270

hx1495953270
hx1495953270
hx1495953270

hx1495853270

[=b Export 5 Copy ~
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Viewing Velostrata vCenter Alarms and
Events

When the Velostrata plug-in is installed, two alarm definitions are added to vCenter:

1. Velostrata Alarm for ‘VirtualMachine’
2. Velostrata Alarm for ‘Velostrata Cloud Extension’

Velostrata triggers an alarm in vCenter whenever a Cloud Extension is in an Impaired state. The
alarm is cleared when the Cloud Extension returns to an Active state. The alarm is triggered on
the associated Datacenter.

4 VEIOSTIE N o VesTata Cioud Evtensaon

A corresponding Error event appears too.

Geting Smred  Summary | Monitor | Manage  Related Objects
ues rmance | Tasks |Evenls | Velostrata Senice
— .
& Mar cle r A L
J 1
2 A g
& A [y =
2 = A m A =7
7] G 22017 10:24:50 AM [fao hx 1486535825
3 Al 2184 1:21:48 AM |
5 12017 10:21-48 AM &
2 eate vir 5
5] Ta aad vir B
M =
Date Time: 282017 102450 AM Target: g oc-iest
User ho 1486535825 Type: Error
Description:
1T 10:24:50 AM Cloud Extension health check falled. datacenter-2_vpc-1410f71_1486535893_iUd" is Impaired

Event Type Description

Possible Causes:
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If for example, a node in the Cloud Extension is stopped, an alarm is also raised for any VM

running in the Cloud Extension, because although the VM is running, its performance is

degraded.

+
ham

p Hast hardaane vaitige

[ Vinual SAN Health Alarm Witness hoshwill inualid prefe.
"V riual SAN Healh Alarm Winess hast part of cluser

gy Vinual SAN Health Alaem Winess hast inside cre of e 3
o VInual SAN Heam Alarm Tlusiar wih multipes unicast 3ge
g Virual SAN Health Alaem ‘Conroller Drver'

E.j Virmial SAN HEAN AR WMEmesy podis (MEapd |

E: Virual SAN HEamn Al Bome ROsE 4o nat SLDoon St
o4 Velosirata Alarm for VinualMaching'

m RiOSirat Alarm %—Wﬂ Cliad Exiprgon’

E“ IS RAMTaING MDErature S0

g HIstnadeare pawer tus

l':‘ Hast handeare §yatem boand 4iilus

2] HOSL Datery statis

E':' Wirual Maching Faus Bierance vLockSiep nlerval Sous
o Stabus of clher host hardware abjects

B Hoststarage sats

By Hastermr

B Virual maching erar

[ Senecuted Tasks m Tags | Permissions. | Network Protcal Proties

Mams
Denned in
Descripgon
Menee fpe
Enatied

» Triggers

ACI0MS

s el s s s s e |

@ 172
@ 12222
@ 172221204
@ 1222128

SRR RS

127 stems

Wik i Als e for Vinualdschine”

igloamany Alarm fer Viruadacrung

@ mzen

elcaman Virual Macning 3am
WIris Maching

Ves

Expand B¢ mong Jeis

e 31008 cafingg

More details appear in the events. For example, there is an Error event for the VM, showing
that it is in Degraded mode.

Geting Started  Summary | Monitor | Manage

Related Objects

[1ssues [ Perormance [ Tasks [m'| Veicstais Senice

Descspaion

& Manually cieared alarm Vel..
& Alarm Vielostrata Alarm for V..
@ Acknowledged alarm Velostr.
@] General event Event by Vel
& Alarm Vielostrata Alarm for V.
& Cloud Extension health chec
& Alarm ‘Velostrata Alarm for V.
(3] Velosirata VM (vme13) @rrar. .
@& Task: Craate virtual maching .
(& Task: Reload virtual maching

A Wirhisl marching ranins.mini,

Event Type Description:

Possible Causes:

@ Informazon
0 Informaton
@ Informason
@ Information
D Informasan
£ Ermor

@ Informaton
4 Emor

@ Informaton
i Informaton

@ _Ininrmaginn

Date Time Task Target LUser
22017 102720 AM iy de-test root
282017 102720 AM [ de-test root
2082017 102701 AM de-test root

2182017 102513 AM (@ cenios-mini-0B0  hx1485535825
2182017 1024:51 AM iy de-test

2/B2017 10:24:50 AM [l de-test ha 1826535825
2182017 10:21:43 AM @ centos-mini-0&0

2IBZ0TT 102748 AM (5 cenlos-mini-080. 1486535825
2BZ017 102054 AM Create vitual machine s & centos-mini-080 1486535825
2B2017 102054 AM Reload virual mathing @ centos-mini-080_  ha1486535828
SEONT ANI0-51 A8t B _ranine.minkAN el dSA5IRR%E

Date Tame: 282017 10:21:48 AM Target: B contos-mini-0B083613-0MA,

Usar: ha1466535825 Type: Errar

Description:

G 282017 10:21:48 AM ‘Velostrata VM (vm-13) error: Degraded Mode b

57 mems

Q Filler
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Viewing the Velostrata vSphere Connectivity
Alarm in the Velostrata Manager

You can view a connectivity to vSphere alarm in the Velostrata Manager. You can also create a
support bundle from the configuration page.

To view the vSphere connectivity alarm in the Velostrata
Web Manager:

1. Open a Web browser and navigate to the Velostrata Manager Virtual Appliance IP address,
for example,

2. Click the System Settings icon.

3. Login when prompted with username 'localsupport'. Use your Velostrata Subscription ID or
GCP Billing ID as your password.

V=LO

Logs
Download e 1
N Y < View System Alarms (0) (1)

Enable Automatic Support Bundle Upload Yes MNo
Support bundle willl be uploaded periodically to the Velostrata service.

Support bundles do not contain credentials or personally identifiable information

Enable Telemetry Yes No

Velostrata Telemetry collects and stores operaticnal and perfermance metrics reported by
Velostrata software components. This information provides:

- Performance graphs in the vSphere web client
- Activity Monitoring in the vSphere web client
All metrics collected are communicated over an encrypted connection and are identifiable only

by the subscription |D of the system. Ne personally identifiable information, or private data is
collected by the service.

Telemetry and log aggregation service location v Apply

@ 2018, Velostrata Ltd. VEL
Terms of Use | Open Source Licenses

. - - - —— e

4, Click the View System Alarms (x) button.

5. This brings up a prompt with all system alarms currently.
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No internal alarms.
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Viewing the Cloud Instance Console Log or
Screenshot

You can view the Cloud Instance Console Log for a VM. You can either save the log or copy it to
the clipboard. When requesting support, please supply a copy of the related logs. You can also
save a copy of the cloud instance screenshot.

To view the Cloud Instance Console Log or screenshot:

1. In the Cloud Instance Information pane, click the Collect cloud instance console log icon.

Cloud Instance Information

Cloud Ins@mnce Consok: Log z

To save the log, click Save file to your local system.

Name the file, select a location to save the file and click Save.

To copy the log, click Save logs to Clipboard.

To save a copy of the cloud instance screenshot, click Collect cloud instance screenshot.

vk wn

Velostrata VM Migration and Operations Page 147



6. To save the screenshot, click Save file to your local system.
7. Name the file, select a location to save the file and click Save.
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Saving a Support Bundle in the Velostrata

Manager

You can create a support bundle from the Velostrata Manager configuration page. Send this

with your support request.

To save a support bundle in the Velostrata Web Manager:

1. Open a Web browser and navigate to the Velostrata Manager Virtual Appliance IP address,

for example,

2. Click the System Settings icon.

3. Login when prompted with username 'localsupport'. Use your Velostrata Subscription ID or

GCP Billing ID as your password.

V=LOSTRATA

Logs
Download e 1
Support Bundle ¢ (7] View System Alarms (0) O

Enable Automatic Support Bundle Upload
Support bundle willl be uploaded periodically to the Velostrata service.

Support bundles do not contain credentials or personally identifiable information

Yes

Z
5]

Enable Telemetry

Velostrata Telemetry collects and stores operational and performance metrics reported by
Velostrata software components. This information provides:

- Performance graphs in the vSphere web client

- Activity Monitoring in the vSphere web client

All metrics collected are communicated over an encrypted connection and are identifiable only

by the subscription |D of the systern. No personally identifiable information, or private data is
collected by the service.

Yes

r4
5]

Telemetry and log aggregation service location

® 2018, Velostrata Ltd. VELOSTRATA COM

Terms of Use | Open Source Licenses

Apply

4, Click the Download Support Bundle. The support bundle is generated and you will be
prompted where you would like to save the tar file on your hard disk.
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v 01 | Search Downloads
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Organize v  New folder
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Bl Desktop ). OrchestratorTool

|8 Downloads Q velostrata_sysreport_ip-192-168-3-151_2018...

4l Recent places B velostrata_sysreport_ip-192-168-3-151_2018...
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M This PC
,ﬂ Desktop
k| Documents
18 Downloads
,n Music
| £ Pictures
B Videos
&4 Local Disk (C)
i DVD Drive (D3 IR5_S

€ Network

Date modified
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Automatically Moving a Terminated VM to
On-Premises

If a VM is in a Terminated state, Velostrata automatically moves the VM back to on-premises
(so that it is no longer managed by Velostrata). This applies to both spot and on-demand VMs. If
the storage policy is Write Back, the uncommitted writes are written back to on-premises
before the VM is moved backed to on-premises. This happens automatically.

When a non-spot terminated VM is moved to on-premise, a warning event appears.

¢ vApp Details =

=  Cloud Inglance infarmation

’:-;\ WM State m
LY ) Last Stamus
Pricing Model E
oud Status Checl
-~ _— lens 1 rter T
Sterage Migratio = On D
Remois Cansale 8
B urily Gro
@t [P Address
Fuilic IP Address
Fage Node g8
CPL
T G
Cloud Instance b 2646
skance Type
Seorage i = mith B
¥ Mabyork Adagier
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Troubleshooting Cloud Edge Components

The customer may contact the Velostrata Support Team to resolve specific issues that might
require troubleshooting and inspection of the Cloud Edge appliances. In this case, the customer
and the support representative will create temporary SSH access to access the Cloud Edges
appliances. Access to the FE is then enabled using a combination of the certificate authority (CA)

key pair - generated by the system admin, and a passphrase provided by Velostrata support.
The generated key expires after 8 hours.

For more information, contact the Velostrata Support Team.
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Understanding the Velostrata Telemetry
Service

Velostrata Telemetry collects and stores operational and performance metrics reported by
Velostrata software components. This information provides:

+ Performance graphs in the vSphere web client (e.g. IOPS, 10 latency, throughput)

+ Activity Monitoring in the vSphere web client (e.g. - VMs in the cloud, migration activity, WAN
utilization).

+ Troubleshooting functional and performance issues and customer support.

All metrics collected and sent to Velostrata Telemetry are communicated over an encrypted
connection and are identifiable only by the subscription ID configured by the customer during
installation. Telemetry information includes operation metrics, such as network transfer
volumes, I/0 activity and response times, task type counters and API request statistics.

No personal names, birth dates, Social Security numbers or migrated server names are
collected or stored by the Velostrata Telemetry service.

sues | Performance | Resource Allocation | Storage Reports | Tasks | Events | Velostrata Cloud Instance

VM Workload 1I0PS Workload - 10 Latency

Workload (Bytes/sec)

It is highly recommended to keep the telemetry service enabled for full functionality of the
Velostrata product and to enable expedited customer support experience. However, if security
or other reasons prohibit the use of the telemetry service, please notify and consult with
Velostrata Support. You may also request the latest list of metrics collected.
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Instructions for disabling telemetry reporting (if desired):

Disabling the Telemetry via Velostrata Web Manager

1. Open a Web browser and navigate to the Velostrata Manager Virtual Appliance IP address,
for example,

2. Click the System Settings icon.

3. Login when prompted with username 'localsupport'. Use your Velostrata Subscription ID or
GCP Billing ID as your password.

VZLOSTRATA SYSTEM SETTINGS [0 home ]

Logs vCenter Plugin Network Settings
Download e N
Support Bundle 4, 7] View Systemn Alarms (0) (1)

Enable Automatic Support Bundle Upload Yes No
Support bundle willl be uploaded periodically to the Velostrata service.

Support bundles do not contain credentials or personally identifiable information

Enable Telemetry Yes No

Velostrata Telemetry collects and stores operational and performance metrics reported by
Velostrata software components. This information provides:

- Performance graphs in the vSphere web client
- Activity Monitoring in the vSphere web client

All metrics collected are communicated over an encrypted connection and are identifiable only
by the subscription |D of the system. No personally identifiable information, or private data is
collected by the service.

Telemetry and log aggregation service location EU v @ Apply

® 2018, Velostrata Ltd. VELOSTRATA.COM

Terms of Use | Open Saurce License

4. Toggle the Enable Telemetry option from YES to NO.
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Disabling the Telemetry via vCenter

(91 Velostrata Server Appliance 2.7.0.14355 - Edit Settings (71
Virtual Hardware | VM Cptions | SDRS Rules |
[¥] Enable wpp opfions =
Vehen wApp opbions are enabled, you can configure OVF properties, use the
OVF environment, and specify IP allecation and product information for this
virtual machine
Application properiies - Velosirala Server Appliance
Product  Velostraia Server Appliance
Version:  2.7.0.14055
Vendaor; Velgsirata Lid
+ Product 2 sefings
v General 1 setting
» Networking Properties 6 satings
Deployment
v |P allocation Expand for [F aligcalion seffings
+ Unrecognized OVF seclions No unrecognized sections
Authoring
+ Product Name |Velostrats Server Appliance
v |F allocalion Expand Io edi supported |F alocation seitings
v OVF sefiings Expand far OVFE setfings il
Compatibility: ESXi 5.1 and later (Vi version 9) 0K Cancel

4. Under Authoring, expand Properties, select vm.reportstats, and click Edit.
5. Check User configurable, and click OK.

Edit Property Settings

Categaory | Proguct =
Label |E nable telemetry

Kay class 1D |-.'|n

Ky ID |ren0ﬁstat5

Key instance 10 |

Description Telemetfry does not contain credentials or personally identifiable information

Mofe: Velostrala CloudExfension and VM monitering graphs in vCenter
require telemelry collection 1o be enabled

Type (=) Static property

Tyoe: Boolean

Defaull valua (a) Tue () False

User configurabla:

() Dynamic property

OK Cancel
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6. Back on the vApp Options tab, under Application properties - Velostrata Server

Appliance, expand Product and verify that Enable telemetry is unchecked, then click OK.

P Velostrata Server Appliance 2.7.0.14955 - Edit Settings ?

Virtual Hardware | VM Oplions | SDRS Rules | wApp Oplions

Vandor Velosirata Lid.

~ Product 3 sefings
Subscription 1D Velosirata customer subscripbion ID
15V3JTY0
Enable pro-active supgork Suppert bundies will be uploaded periodically to the Velostrata senice

Support bundles do not contain credentials or personally identifiable
information. For maore informafion see; hitp velostrata comis ervices-
agreament

=

Enable telemetry Telemetry does not contain credentials or personallyidentifizble

infermation. Mote: Velostrata CloudExdension and WM monitering grapl

6}-‘[{'[ require telemeiry collection to be enabled
» Genera seting

+ Networking Properties 6 setings

Deployment

+ [P allocation Expand for

05
¢ Unrecognized OVF seclions
Authonng
Compalibility: ESXi 5.1 and later (VM version 9) O Cance

Power on the Velostrata virtual appliance.

Shut down the Velostrata Management Virtual Appliance in vSphere.
In the vSphere web console, right-click the Velostrata virtual appliance and select Edit

Settings.
Click on the vApp Options tab.
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Deploying Velostrata
Prep Package for Linux
Virtual Machines
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Supported Linux Distributions and Versions

The following Linux distributions and versions are currently supported:

+ Red Hat Enterprise Linux / CentOS 6.x, 7.x
* SUSE Linux Enterprise Server (SLES) 11 SP2 - SP4; SLES 12
« Ubuntu 14.04., Ubuntu16.04, Ubuntu 17.10, Ubuntu 18.04.

You will need to install the pre-requisite Velostrata prep package and its dependencies on
the virtual machine you intend to run in cloud. The Velostrata package can remain installed
when the virtual machine running on-premises to allow a future impromptu run in-cloud.

« For RHEL/CentOS 6, 7, download and install the velostrata-prep RPM from: http://tiny.cc/

velos-v3-rhel6
« For SUSE 11, 12, download and install the velostrata-prep RPM from: http://tiny.cc/

velos-v3-susel1
* For Ubuntu, download and install the velostrata-prep deb package from: http://tiny.cc/

velos-v3-ubuntu

Disk Device Mappings in Linux

For correct handling of disk device mount points when running in cloud or when performing full
migration on either GCP, Azure or AWS, the Linux setup must reference logical disk reference -
e.g. using LVM, or UUID. If disk mount points are using direct device mounts (e.g. /dev/sdaX)
then these need to be modified to a logical reference, otherwise no action is needed.

The Velostrata RPM will automatically check for direct device mounts when installed and will
automatically update /etc/fstab to use UUID based reference.
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How-to: Red Hat Enterprise Linux (RHEL) 6/7
and CentOS 6/7 Prep for Run in GCP/AWS/
Azure

Overview

A Red Hat Linux VM will require certain adaptation done in order to run in GCP, AWS, Azure
using Velostrata.

Specifically, GCP, AWS and Azure are based on a different hypervisor platform which results
different configuration, for instance - networking. In addition, when using Velostrata, the virtual
machines are booting using the Velostrata Cloud Edge virtual appliance as their storage target
and not a local virtual disk and this will be configured on-the-fly.

Installation Steps

There are two ways to install the Velostrata RPM package:

+ Download and install the prerequisites, and then install the velostrata-prep RPM
+ Install the velostrata-prep RPM using yum. This automatically fetches and installs the
required pre-requisites.

1. Log in to the workload VM.
2. Download the latest velostrata-prep RPM from: http://tiny.cc/velos-v3-rhel6
3. Check for the list of prerequisites by running:

rpm -qpR velostrata-prep-VERSION.redhat.x86_ 64.rpm

For example

rpm -gpR velostrata-prep-1.8-12.redhat.x86_64.rpm

4. Download and install the prerequisites.
5. Install the velostrata-prep RPM.
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rpm -Uvh velostrata-prep-VERSION.redhat.x86 64.rpm

For example
rpm -Uvh velostrata-prep-1.8-12.redhat.x86_64.rpm
-or-

1. Log in to the workload VM.

2. Download the latest velostrata-prep RPM from: http://tiny.cc/velos-v3-rhel6

3. Install the velostrata-prep RPM (velostrata-prep-VERSION.redhat.x86_64.rpm) using yum.
This automatically fetches and installs the required pre-requisites.

NOTE: No reboot is required.

NOTE: If the installation is unsuccessful or if there are any warnings, ensure that you address
them prior to executing the run-in-cloud operation.
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How-to: SUSE Enterprise Linux Server (SLES)
11/12 Prep for Run in GCP/AWS/Azure

Overview

A SUSE Linux Enterprise Server 11 (SLES) and SLES 12 will require certain adaptation done in
order to run in the cloud using Velostrata.

Specifically, GCP, AWS and Azure are based on a different hypervisor platform than the source
hypervisor, which results in different configuration, for instance - networking. In addition, when
using Velostrata, the virtual machines are booting using the Velostrata Cloud Edge virtual
appliance as their storage target and not a local virtual disk and this will be configured on-the-

fly.
Installation Steps

1. Login to the SLES virtual machine with root access user.
2. Install the SLES xen-kmp-default package:

zypper install xen-kmp-default

3. Reboot.
4. Install the velostrata-prep package (download from: http://tiny.cc/velos-v3-suse11)

zypper install velostrata-prep-VERSION.suse.x86 64.rpm

Example:

zypper install velostrata-prep-1.8-12.suse.x86_ 64.rpm

NOTE: No reboot is required after the Velostrata package is installed.

NOTE: If the installation is unsuccessful or if there are any warnings during the installation,
ensure that you address them prior to the run-in-cloud operation.
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How-to: Ubuntu 14/16/18 Prep for Run in
GCP/AWS/Azure

Overview

An Ubuntu 14/16/18 virtual machine that is built and maintained on VMware platform will
require certain adaptation done in order to be migrated using Velostrata.

Installation Steps

1. Login to the Ubuntu virtual machine with with sudo privileged access.
2. Install the velostrata-prep package (download from: http://tiny.cc/velos-v3-ubuntu)

sudo dpkg -i velostrata-prep-VERSION.deb

Example:
sudo dpkg -i velostrata-prep-1.8-12.deb

3. Install all required/missing pre-requisites for the velostrata-prep package.
sudo apt-get install -f -y

NOTE: No reboot is required after the Velostrata package is installed.

NOTE: If the installation is unsuccessful or if there are any warnings during the installation,
ensure that you address them prior to the run-in-cloud operation.
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Light Transformation
Scripts
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Customization Scripts Overview

When a VM is migrated to the cloud, various guest-level adaptations may need to be made for
the VM to operate properly. Some required adaptations can be as a result of cloud environment
constrains (for example, a VM will not be able to boot properly without them). These
adaptations are handled by Velostrata out of the box, but other generic improvements or
customer-specific adaptations may be desired.

To provide flexibility for defining those actions, Velostrata includes generic code to execute
scripts based on the provided conditions and order. The scripts can be either provided by
Velostrata (and deployed as a part of RPM/Velostrata service) or be deployed by customers.

Our model contains two entities - conditions and actions:

+ Conditions are defined as “VM is started in cloud running with Velostrata” or “Detached VM

is started in cloud”.
+ Actions are the scripts that are executed when the condition holds.
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Platform and Environment Detection

The framework detects the following environments:

* On-prem (VMware)
* Cloud (GCP + Velostrata, AWS + Velostrata, Azure + Velostrata)
« Detached (GCP Native, AWS native, Azure native)
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Windows

With Windows, similar to Linux, some OS adaptation scripts are provided by Velostrata as
default; additional ones can be added by users.

User scripts are placed here: “c:\Program Files\Velostrata\UserScripts”

The registry is updated to run the scripts (“UserTasks”) on startup depending on the
environment the VM is running at, referred to as MachineState. The three options are:

+ Origin on premises environment
+ Velostrata - the scripts will run when the VM is running in cached mode
« Detach - the scripts will run after the detach operation

The tasks are executed sequentially in alphabetic order. If the order of the tasks matter, it is
recommended to use numerical prefixes to task names, e.g. “10_ResetWMI"” and
“20_ConfigkMmSs".

When writing the user script, absolute paths should be used as the script is copied to the
UserScripts folder, which can cause relative paths to break.

In order for the tasks to be properly configured, scripts should be placed in the appropriate
folder and the registry should be updated. The following section describes how this can be
easily done using an assistance script. Note that only PowerShell scripts can be used for this
purpose.

Powershell Assistance Script

Velostrata provides a PowerShell module that enables easy installation of a user script on a
relevant VM. The script validates user input to prevent inconsistent states, copies the user script
to the UserScripts directory, and creates its tree if it's missing. It also creates the relevant
registry keys and their trees, and fills in the appropriate values.

Module name: VelostrataUserScripts.psm1
Available commands are Install-VelosUserScript and Remove-VelosUserScript.
How to use the assistance script:
1. Download the module from Velostrata S3 repository:
https://storage.googleapis.com/velostrata-release/V3.5/20182/VelostrataUserScripts.zip
2. Import the module (make sure to use relevant path):

Import-Module .\VelostrataUserScripts.psm1 -force
3. Run the assistance script per each OS adaptation script/task you wish to configure.
Example:

Install-VelosUserScript -FilePath .\resetWMI.ps1 -TaskName “10_ResetWM!”

Velostrata VM Migration and Operations Page 166



-MachineState Detach -TaskType RunAlways -Platform Aws
Where:

* FilePath: The file name. Note that files run from the path of the user-scripts folder.
« TaskName: A unique name to be provided by the user. See note about sequencing above.
MachineState: One of the following three options:

* Origin - on-premises environment.

+ Velostrata - the scripts will run when the VM is running in cache mode.

« Detach - the scripts will run after the detach operation.

* TaskType: one of two options:
* RunOnce - This means the task will run once on the next boot and is then deleted,
* RunAlways - The task will run on every boot.

Platform: represents the environment in which the VM is running. May be either:
« Aws
* Azure
« All

Note that the Platform parameter is optional and defaults to All.

4. The script removal command validates that a task exists and then deletes it from the
registry, and optionally also for the scripts directory.

Usage:

Remove-VelosUserScript -TaskName “ResetWMI” -MachineState Detach -DeleteScriptFile
Where:

TaskName - should be similar to the one provided during scriptinstall
DeleteScriptFile an optional parameter

Examples:

Install-VelosUserScript -FilePath \KMS\Config-Kms_AWS.ps1 -TaskName “10_configkMS”
-MachineState Velostrata -TaskType RunAlways

Remove-VelosUserScript -TaskName "10_configkMS" -MachineState Velostrata -DeleteScriptFile
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Linux

Customization Script Modules and Execution Overview

Some Linux OS adaptation scripts are provided by Velostrata as default, as part of the
Velostrata RPM installation. Rules for the Velostrata scripts are located here:

/opt/velostrata/actions/<PHASE>.rules

Additionally, a system admin can define custom scripts. The rules for these scripts would be
located here:

/etc/velostrata/actions/<PHASE>.rules

Note: We will focus in this section on custom scripts, but the mechanism for Velostrata scripts
is the same. Do not change the Velostrata scriptslocated in the /opt/... folder.

<PHASE> can be one of the following values and reflects the project phase of the VM:
- origin - the scripts will run when the VM is on-prem

- velos - the scripts will run when the VM is running in “cache on demand” mode

- detach - the scripts will run after the detach operation

Notes:

+ The scripts are executed by the velostrata.init service, which is triggered on every boot. If
you wish to avoid running the scripts multiple times, the script should manage this option.
+ Linux is case-sensitive. Make sure to use lower-case for PHASE definitions

Rules Definitions

The actions that are run by the service are defined using a set of rules. The framework goes
over the rules in a defined order and executes the rule based on the parameters provided.

Rule parameters:

* NAME: Unique rule name.

« PLATFORM: Cloud or platform to run rule on (aws, azure, any).

« TEST: Simple setting to test for a file's existence. If a path specified, the rule is only executed
if the file/directory path exists. This could be leveraged to check if the script was already ran
(i.e. by writing a file to signal that).

+ ACTION: Bash script to run or an inline command.

+ REQUIRES: optional field for required services for rule to run (currently, only "rc.local" is
supported).

Example Rules:

# adjust network settings
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NAME="fix-network-config", PLATFORM="any", TEST="", ACTION="/usr/sbin/velostrata-fix-
network-config"

#finetune machine to work optimally in Azure

NAME=" Azure_tweaks", PLATFORM="azure", TEST="", ACTION="/usr/sbin/velostrata-azure-
tweaks"
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Environment Setting
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Multiple IP Support in GCP Cloud

In order to preserve multi-IP configuration when migrating to GCP, you can configure an
additional Alias IP Range per instance in GCP. Velostrata adds all the IPs in the range to the
instance NIC.

This feature is only supported after the VM is detached.

Velostrata supports ranges of up to 32 addresses/27 CIDR. GCP currently only supports a single
CIDR mask, enabling you to specify one of the following:

* X.X.X.X/32 - single IP address
¢ X.X.X.X/31 - 2 addresses

* X.X.X.X/30 - 4 addresses

¢ X.X.X.X/29 - 8 addresses

¢ X.X.X.X/28 - 16 addresses

* X.X.X.X/27 - 32 addresses

Note: This only applies to Linux machines.

You can either specify up to 32 IP addresses or specify just a CIDR mask up to /27 (32 IP
address) to have a range of IPs assigned automatically. The range must belong to the specified
subnet's range. The range you choose must not already be in use, even in part, by any other
resource on the VPC network.

1. To enable multiple IP support, set one of the following:
* In the project metadata, set the apply-alias-ip-ranges key to true, or
+ In the instance metadata set the apply-alias-ip-ranges key to true.

Note: The instance metadata has priority over the project metadata.

Go to the VM instance page in the Google Cloud Platform Console.

Select the required instance.

In the VM instance details page, click Edit.

Scroll down to the Network interfaces section.

Click Show alias IP ranges.

Enter a Subnet range.

Enter an Alias IP range in CIDR notation. This range must be an unused subrange of the
primary range.

Nk WN
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= Google Cloud Platform $e velosdev ~ Q

{‘g} Compute Engine & VMiinstance details Pl ¢) RES

Network interface

I

B VMinstances

& Instance groups Network
default
B  Instance templates Sk
default
@  Disks
Internal IP
Snapshots 10.132.1.138
Internal IP type
& Images
Ephemeral .

A  Cloud TPU
= e L Alias IP ranges

Committed use discounts Subnet range Alias IP range
secondary01(10.94.0.0/15) ~ | | 10.94.0.0/15| I ] X
ZZ  Metadata
<+ Add IP range |
B Health checks
Hide alias IP ranges

B Zones External IP
[©C) Operations Ephemeral v
IP forwarding
=] Quotas on
&  Settings Public DNS PTR Record

Cloud - Enable

+ Cloud Launcher

wtl-
<I Done = Cancel

8. Click Done.

Velostrata VM Migration and Operations Page 172



External DNS in GCP Cloud

GCP VPC networks have an internal DNS service but do not support configuring an external
DNS for an instance. Enterprise customers typically use various DNS servers within the
organization and therefore require a mechanism to configure DNS server settings for migrated
machines.

Velostrata provides a way to set and control the DNS settings of migrated machines in a
persistent manner. You can configure the DNS settings in the GCP project (and region) as GCP
Project Metadata. This will then apply to all instance migrated to GCP by Velostrata.

When empty DNS metadata is provided, for example, default-dns-servers =“", the DNS
configuration will be overwritten with values from DHCP.

To configure the external DNS in GCP:

1. In the Google Cloud Platform Console, go to the Metadata page for your project.
2. Under Metadata, click Edit.

= Google Cloud Platform 3e velosdev ~ Q

ﬁ:li Compute Engine Metadata

B VMinstances Metadata  SSH Keys

#; Instance groups —

E Instance templates ) o o ) )
All instances in this project inherit these key-value pairs Learn more
B Disks Key ~ Value
Snapshots apply-alias-ip-ranges false
=] Images }usualia-southeasn_dns- gcpahmad.com
domain-name
& Cloud TPUs

australia-southeast1_dns- gcpahmad.com
domain-suffixes

o

%o Committed use discounts
australia-southeast1_dns- 172.22.36.250
Metadata servers

3. Modify the project-wide keys.

+ {region_name}_dns-domain-name: mydomain.com - represents the connection-specific
DNS suffix in Windows clients.

+ {region_name}_dns-servers: {comma separated list of IPs} - represents the list of DNS
servers.
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+ {region_name}_dns-domain-suffixes: mydomain.com, myseconddomain.com -
represents the list of DNS suffixes to add to Windows and Linux machines.

The system also supports the following key:values for a default configuration to machines
without explicit region configuration:

+ default_dns-domain-name: mydomain.com
+ default_dns-servers: {comma separated list of IPs}
+ default_dns-domain-suffixes: mydomain.com, myseconddomain.com

Note: A region setting takes priority over a default setting.
4. When you are done, click Save at the bottom of the page.
The settings are applied as followed:
For Windows clients, the key:values are applied to all NICs as follows:

+ dns-domain-name: Replaces the “DNS suffix for this connection” setting per NIC.
+ dns-servers: Replaces the list of DNS servers per NIC.
+ dns-domain-suffixes: Replaces the list of DNS suffixes per NIC.

For Linux clients, the key:values are applied to all NICs as follows:

« dns-servers: Prepends the list of DNS servers in the resolv.conf file.
« dns-domain-suffixes: Prepends the list of DNS suffixes in the resolv.conf file.
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