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Contributions

e Extended the active inference model of Engstrom et al.!! to safety-critical scenarios, reproducing real-life human collision avoidance
* |Implemented looming-based perception and evidence accumulation in the active inference framework
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