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Liquids are an important part of everyday human environments. We use them for common

tasks such as pouring coffee, mixing ingredients for a recipe, or washing hands. For a robot to

operate effectively on such tasks, it must be able to robustly handle liquids. In this thesis, we

investigate ways in which robots can overcome some of the challenges inherent in interacting

with liquids. We investigate how robots can perceive, reason about, and manipulate liquids.

We split this research into two parts. The first part focuses on investigating how learning-

based methods can be used to solve tasks involving liquids. The second part focuses on how

model-based methods may be used and how learning- and model-based methods may be

combined.

In the first part of this thesis we investigate how deep learning can be adapted to tasks

involving liquids. We develop several deep network architectures for the task of detection, a

liquid perception task wherein the robot must label pixels in its color camera as liquid or not-

liquid. Our results show that networks able to integrate temporal information have superior

performance to those that do not, indicating that this may be necessary for the perception

of translucent liquids. Additionally, we apply our network architectures to the related task

of tracking, a liquid reasoning task where the robot must identify the pixel locations of all

liquid, seen and unseen, in an image based on its learned knowledge of liquid physics. Our

results show that the best performing network was one with an explicit memory, suggesting



that liquid reasoning tasks may be easier to solve when passing explicit state information

forward in time. Finally, we apply our deep learning architectures to the task of pouring

specific amounts of liquid, a manipulation task requiring precise control. The results show

that by using our deep neural networks, the robot was able to pour specific amounts of liquid

using only RGB feedback.

In the second part of this thesis we investigate model-based methods for robotic inter-

action with liquids. Specifically, we focus on physics-based models that incorporate fluid

dynamics algorithms. We show how a robot can use a liquid simulator to track the 3D state

of liquid over time. By using a strong model, the robot is able to reason in two entirely

different contexts using the exact same algorithm: in one case, about the amount of water

in a container during a pour action, in the other, about a blockage in an opaque pipe. We

extend our strong, physics-based liquid model by creating SPNets. SPNets is an implemen-

tation of fluid dynamics with deep learning tools, allowing it to be seamlessly integrated

with deep networks as well as enabling fully differentiable fluid dynamics. Our results show

that the gradients produced from this model can be used to discover fluid parameters (e.g.,

viscosity, cohesion) from data, precisely control liquids to move them to desired poses, and

train policies directly from the model. We also show how this can be integrated with deep

networks to perceive and track the 3D liquid state.

To summarize, this thesis investigates both learning-based and model-based approaches

to robotic interaction with liquids. Our results with deep learning, a learning-based approach,

show that deep neural networks are proficient at learning to perceive liquids from raw sensory

data and at learning basic physical properties of liquids. Our results with liquid simulation,

a model-based approach, show that physics-based models are very good at generalizing to

a wide variety of tasks. And finally out results with combining these two show how the

generalizability of models may be combined with the adaptability of deep learning to enable

the application of several robotics methodologies.
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Chapter 1

INTRODUCTION

Liquids are everywhere. They cover 70% of our planet’s surface. Life began in liquid [33],

and liquids are necessary for life to exist at all [7]. Humans use liquids everyday in a variety

of tasks from taking a shower to drinking coffee to washing dishes. There are even large

plumbing infrastructures in place to transport liquids to and from homes, offices, and other

buildings. It is clear that liquids play a vital role in everyday life. Thus any robotic system

that is designed to assist humans in common household tasks must be able to effectively

deal with liquids. For example, a cooking robot must be able to handle liquid ingredients, a

robot washing dishes must be able to handle liquid cleaner, and a robot server must be able

to transport open-top full containers without spilling.

In this thesis, we investigate a framework to enable robots to intelligently handle liq-

uids. We break this framework down into three steps: 1) First the robot must perceive its

environment to locate the liquid. 2) Next the robot must reason about the liquid it sees in

order to infer relevant information (e.g., if a container may be full of liquid). 3) And finally

the robot must use this information to manipulate the liquid to a desired configuration.

Figure 1.1 shows this framework. We investigate several tasks for each of the steps of our

framework, which are shown in the figure. We specifically selected a more traditional model-

based approach with individual steps of the pipeline specified beforehand, as opposed to a

fully end-to-end opaque framework, because it allows us to analyze each step individually.

By doing so, we can inspect the components of each step in order to gain valuable insights.

The research done in this thesis is primarily an investigation into how robots might

perceive, reason about, and manipulate liquids. For the tasks we examine here, we look at

both how we can adapt existing methodology for other tasks to liquids as well as how we can
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Chapter 3
Chapter 5

Chapter 4

Chapter 6

Chapter 7

Chapter 8

Perception Reasoning

Detecting liquids using a 
fully convolutional neural 
network

Localizing liquid in an 
image using a 
thermographic camera 
and heated water

Manipulation

Pouring specific amounts of 
liquid from one container to 
another

Position based liquid control 
using a fully differentiable fluid 
dynamics model

Learning liquid control policies 
with a differentiable fluid 
dynamics model

Tracking liquid over time 
using a fully convolutional 
recurrent neural network

Using a liquid simulator to 
infer unknown state variables 
from observations

Figure 1.1: Outline of the problems studied in this thesis. The columns, perception, reason-

ing, and manipulation, comprise each of the problems in logical order. Each column lists the

tasks we explore in this thesis as it pertains to that problem. The dashed boxes indicate

which tasks are covered in each chapter (best viewed in color).

extend and develop our own methods to add to the robot’s repertoire. We develop several

systems in this thesis including a deep learning architecture for perceiving liquids, a method

for precise pouring of liquids from raw RGB feedback, and a method for integrating deep

neural networks with fluid dynamics. Our results reveal multiple insights about how robots

can interact with liquids, such as the importance of integrating temporal information on

the difficult perception task or the reasoning power of 3D physics-based models for inferring

unknown information about liquids. We believe that the conclusions and insights in the

following pages of this thesis constitute a significant contribution to our understanding of

how robots can interact intelligently with liquids.
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1.1 Motivation

Interacting with liquids is not a trivial task, but humans have been doing it for a long

time. In fact humans interact with liquids from a young age. Studies have shown that

even infants can distinguish between rigid objects and “substances”, or liquids [51]. They

have also shown that infants as young as five months have knowledge about how substances

behave and interact with solid objects [50]. Furthermore, infants as young as 10 months

have the ability to distinguish quantities of non-cohesive substances as greater or less than,

although the quantity ratio must be larger for substances than for solid objects, suggesting

that humans use a different mechanism to quantify substances than to quantify objects

[154]. This supports the claim that liquids are important to human environments since

even young infants have at least some capacity to reason about them. Thus if liquids are

so important to humans, then they must also be important for robots wishing to operate

alongside humans. Furthermore, other studies have shown a correlation between humans’

understanding of fluid dynamics and what would be expected of a probabilistic fluid physics

model [8], which suggests that humans have more than a simple perceptual understanding

of fluid physics. This implies that liquids have their own reasoning pathways in the brain,

suggesting that generic rigid object reasoning is not sufficient for handling liquids. Thus

for robots to operate in human environments, they may need reasoning capabilities beyond

just rigid body physics. In this thesis, we investigate ways to enable robots to have these

capabilities.

Robots in industrial settings have been performing tasks involving liquids for many

years [55, 109, 85, 86, 78, 157]. So if robots can already handle liquids, why investigate

these capabilities any further? The primary drawback to industrial approaches is that these

robots are often given highly constrained tasks and specialized hardware, obviating the need

for any precise understanding of the liquids they work with. For example, a pancake batter

dispensing robot suspended from a gantry above a griddle may only know that it needs to

open and close its valve on a fixed schedule without any knowledge of how the batter is re-
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leased onto the griddle. This is acceptable in a highly constrained task environment such as

a factory. However, this is not feasible for a robot in an unstructured environment such as a

kitchen. For the robot to make a pancake, it would need to know the relative locations of the

objects and be able to monitor and control the flow of batter onto the griddle to create the

desired shape. In the research here we are interested in robots that can interact in everyday

human environments. Single-purpose robots are only useful in factories, where economies of

scale apply; but in unstructured environment like homes they are uneconomical. Instead, we

must rely on more general-purpose robots, which cannot rely on the structure imposed in a

factory and instead must be able to understand their environment on their own. For this

reason, we focus here on robotic interaction with liquids in unstructured environments and

the capabilities such a robot must have.

To better understand exactly what capabilities a robot in this kind of environment would

need to handle liquids, let us consider a prototypical task: baking a cake. The first step

involves mixing together eggs, wet ingredients such as heavy cream and vanilla, and dry

ingredients such as flour and sugar. To do this, the robot must be able to 1) localize the

objects such as the mixing bowl, eggs, and containers with the ingredients, 2) accurately

perceive the location and amounts of ingredients, 3) reason about the results of manipulating

the objects, and 4) perform precise, closed-loop actions to manipulate those objects and

their ingredients. 1) has been well-studied in the robotics and computer vision literature

[84, 160, 20, 53, 59, 119, 147, 115, 158]. 3) and 4), at least for rigid objects, have also been

studied by prior work in [74, 73, 63, 95, 36, 168, 9, 61] and [30, 110, 138, 82, 5, 24, 28]

respectively. However there has been relatively little research relevant to 2) or to 3) and 4)

as it pertains to liquids such as heavy cream or granular media such as flour. We go into

detail on what research there is pertaining to those areas in chapter 2

The next step, after thoroughly mixing all the ingredients, is to pour the cake batter into

a pan. While robotic pouring has been examined in various contexts [79, 18, 108, 144, 127],

all of this work has focused on the general task of moving liquid from one container to

another. Pouring cake batter into a pan differs from the general pouring task in that it is
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necessary that the cake batter in the pan be evenly distributed, which can be done either

via moving the source container to distribute the batter or by applying a spoon after. Either

way, it requires the robot to have a detailed understanding of the state of the liquid and

how to precisely manipulate it. After this the cake pan needs to be placed in the oven for

a fixed amount of time. Grasping and moving rigid objects subject to constraints (in this

case the pan must remain upright) has much prior work [61, 48, 4, 139, 10, 70]. Once the

cake has been removed from the oven after baking, the last step is to frost it. Creating the

frosting is very similar to creating the cake batter (mixing dry and wet ingredients together)

and requires largely the same skills. However, spreading the frosting requires that the robot

be able to perceive and manipulate via a tool a highly viscous fluid (the frosting) in order

to spread it over an uneven surface (the cake). There has been one work that has looked at

using a tool to manipulate granular media [161], although they focused on the related but

different task of cleaning.

What is missing? What capabilities do modern robots lack in order to bake a cake in

an unstructured kitchen? While there has been a lot of research directly applicable to many

components of the task such as localizing objects or grasping and moving objects, there has

been a relative dearth of research as it pertains to the skills necessary for robots to manipulate

liquids and granular media. This is not unexpected; liquids and granular media are hard.

They’re non-rigid, which means a tool or container is required to manipulate them; a robot

can’t just grasp them directly. They’re non-rigidity also means that their state space is high

dimensional, unlike rigid objects who’s state can be represented by a 6 degree-of-freedom

translation and rotation. Furthermore, they are simply more dangerous to robots than rigid

objects; a grain of sand in a joint or a splash of water on a circuit can easily damage an

expensive robot. That is not to say there has been no research that has attempted to work

around these limitations for cooking tasks. Both [169] and [98] examined ways for robots

to hold and break eggs, and [40, 14, 74] attempted to create a full robotic cooking system,

however [40, 14] only reasoned about the tasks at an abstract level, leaving hand-tuned

primitives to carry out the low-level functions, and [74] only performed cooking in simulation
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with a course approximation for non-rigid substances, making it difficult to transfer to a real

robot. Indeed, there has been very little work to this point that has investigated how a robot

can fill in the gaps in its cake-baking skillset to allow it to manipulate liquids and granular

media in an intelligent manner.

While both granular media and liquids are interesting areas for research and are necessary

to fully enable a robot to bake a cake, in order to focus this thesis we look at only liquids

here. Given the similarities between liquids and granular media (e.g., non-rigidity, high-

dimensional state space), some of our research may also be applicable to granular media,

although here we only focus on liquids due to many of the unique problems posed by them

(e.g., many liquids are translucent, which many granular media are not). However, in our

concurrent work [134] we investigate one method for enabling robots to manipulate granular

media. One goal for future work is to determine how our methods in this thesis may be

applied or extended to granular media.

1.2 Problem Statement

In this thesis we focus on studying the capabilities that a robot would need to solve problems

similar to the cake baking task described in the previous section. That is, tasks where the

robot is placed in relatively unstructured environment and must use liquids with human-level

precision to solve tasks. Specifically, we consider the baseline setup to be a robot with an

arm and attached gripper placed in front of a tabletop1. The robot is then given a task

and must use its suite of sensors to perceive its environment and decide on what actions to

take. We primarily focus on the task of pouring, since it is such a common task involving

liquids, however we also consider other tasks as well. We break down our tasks to focus on

the different components of liquid manipulation that a robot must solve in order to complete

the tasks. We look at how robots can perceive liquids, reason about liquids, and finally

1While there are many interesting tasks that involve mobile robots and liquids (e.g., carrying an open-top
container without spilling), in this thesis for simplicity we consider only a stationary robot manipulating
liquids over a tabletop.
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manipulate liquids. Figure 1.1 shows each of these components and the corresponding tasks

we investigate.

Perceiving Liquids: The task of perceiving liquids is a challenging one. Common

liquids such as water are translucent, making them difficult to perceive with a color camera

and meaning they often scatter the light from infrared-based depth cameras in a difficult-to-

predict manner. Furthermore, due to their non-rigidity, liquids need to be contained in other

often opaque objects, obscuring much of the liquid from view. However, in recent years deep

learning has shown a lot of success solving difficult perception tasks [72, 29, 38, 47, 82, 87].

This strongly suggests that it may be possible to perceive liquids as well.

In this thesis, we examine ways in which we can apply these advances in deep learning

to perceiving liquids. We evaluate deep neural networks on the task of detection. Detection

is essentially the task of finding where the liquid is in the robot’s perceptual data stream.

Here we focus primarily on vision as the main sensor, so detection in the vision domain is

determining whether each pixel in an image contains liquid or not. That is, the robot’s task

is to label each pixel in its camera image as liquid or not-liquid. This task is well-suited for

analyzing robotic perception of liquid as it requires solving all the difficult parts of liquid

perception while also focusing only on the perception without conflating it with other tasks.

In chapter 4 we analyze how deep learning methods can be applied to solve this task.

Reasoning About Liquids: Reasoning about liquids is also quite difficult. Their non-

rigidity means that to accurately represent the full state of the liquid it must be relatively

high-dimensional, on the order of thousands to tens of thousands of degrees of freedom

(DOF). But many robotic algorithms are only designed with lower-dimensional state rep-

resentations in mind and have difficulty extending to such high DOFs [146, 83, 24, 80].

One solution studied in the literature is to summarize the liquid state in a few variables

(e.g., amount of liquid in a container) so that it can be used with traditional robotics algo-

rithms [164, 165, 79]. However, the drawback to this method is that it limits the reasoning

capability of the robot to being only task specific or to only applying at a very high-level.

This is problematic if a robot wishes to perform fine-grained reasoning about liquids.
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In this thesis, we examine how robots can use high-dimensional liquid state represen-

tations to reason about liquids. We define reasoning about liquids to mean inferring any

unknown about the liquid that is not directly observable or given by the problem. For exam-

ple, the robot may infer from seeing the surface of a liquid in a container that the container

below that point is also filled with liquid since it may know (or learned) that liquid is heavier

than air and that no air can exist under it. Or, given the liquid’s current state, a robot

may use its knowledge of liquid physics to infer future states. The goal of reasoning about

liquids is to use knowledge a robot gained elsewhere about liquids and their behavior (either

through learning or a model) to “fill in” unknowns in the robot’s environment. In chapter 6

we examine the task of inferring the liquid state in 2D (using pixels as the state represen-

tation) given only the observation. In chapter 7 we examine the task of using a full liquid

dynamics model to determine unobserved state variables in the environment by comparing

the model to observations.

Manipulating Liquids: The final component we examine in this thesis is manipulating

liquids. This is also difficult, in part due to its reliance on the previous two but also due to

difficulties related directly to manipulation of liquids. Due to its necessarily high-dimensional

state, liquid manipulation has a tendency to be chaotic, with small deviations amplified by

the many degrees of freedom. For example, a slight alteration in a pouring trajectory can

easily result in spilled liquid, or a slight over-torque on a mixing instrument can cause liquid

to splash to undesirable locations. Additionally, liquid interactions are often non-reversible,

e.g., when pouring the liquid can travel from the source to the target but not the other way.

Finally, manipulating liquids can be dangerous for robots. Both [44] and [14] covered their

robots in plastic to prevent damage from liquids.

In this thesis, we examine tasks where the robot must perform precise control tasks with

liquids. A precise task is one in which the robot must exhibit a deeper understanding of the

liquid and its physical properties. For example, in a pouring task, if the goal is simply to

move all contents from one container to the other, then it can be specified with constraints

on the orientation of the containers and a reward for holding one upended over the other,
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which requires no understanding of the underlying contents of the container. Alternatively,

if the goal is to move a specific amount of liquid from one container to the other, the robot

must have some understanding of how the liquid is flowing from one container to the other

in order to transfer the correct amount. We look at tasks like this; tasks that require the

robot to have at least some understanding of the liquids involved so that it can precisely

control them. In chapters 3 and 5 we examine the task of pouring precise amounts of liquid

and in chapter 8 we examine moving liquid with rigid objects to desired goal configurations.

1.3 Contributions

Our focus in this thesis is on taking methods developed in robotics, computer vision, machine

learning, and fluid mechanics and applying them to robotic liquid manipulation tasks. This

is not as straightforward as it might seem. As stated in previous sections, liquids have many

qualitative differences with rigid objects, for which many of these methods were developed.

As such, in this thesis, much of the work focuses on adapting and modifying many existing

methods to be suitable for tasks involving liquids. We evaluate various ways to apply existing

methodology to liquid tasks, ways to modify existing methodology for liquid tasks, and even

develop our own methodology to combine different approaches. Our main contributions are

as follows:

• Evaluation of Deep Learning on Liquid Perception: We thoroughly evaluate

many variations of deep convolutional neural networks on liquid perception tasks. We

compare multiple architectures, training regimens, and input formats. We test them

on the detection task using water and report results on both a randomly selected

test set and a test set containing unseen objects. Our results show that the best

performance is achieved by networks that can integrate temporal information over time.

This strongly suggests that in order to perceive translucent liquids, it is necessary to

aggregate changes in visual appearance such as light refractions or reflections over time.
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• Application of Closed-Loop Control for a Liquid Control Task: We also show

how these methods can be used to perform a closed-loop liquid control task. We

demonstrate the first instance in the literature of a robot utilizing a deep neural network

in order to precisely control liquids. Our experiments show how models learned from

data can be used to successfully pour specific amounts of liquid using only a color

camera. This suggests that learning-based approaches to liquid control can learn to

perform tasks with human-level accuracy.

• Using a Closed-Loop Fluid Simulator for Liquid Reasoning: We adapt stan-

dard fluid dynamics models for robotics and show how they can be used by a robot

to reason about liquids. We develop a way to use relatively simple perceptual models

combined with a fluid simulator to track the state of the liquid over time. We then

demonstrate how this can be used by a robot to perform reasoning tasks about its

environment such as determining how full a container is or where a hidden obstacle

might be. We show the versatility and generalizability of model-based methods for full

3D reasoning about liquids.

• Combining Fluid Simulation and Deep Learning: Finally, we show how we can

combine our learning-based methods that utilize deep networks with our model-based

methods that utilize fluid simulators. We propose SPNets, a framework that integrates

deep learning with fluid dynamics. We show how this can enable a robot to reason

about and control liquids robustly.

1.4 Overview

This thesis is split into two parts: the first part focuses on learning-based methods, and the

second focuses on model-based methods. The split in this thesis reflects the split in the field

of robotics in general. Traditional robotics methods rely on models of their environment to

operate, and they have shown considerable success in doing so [146, 64, 32, 150, 81, 136].

However, recently much work has shown how model-free learning-based methods, primarily
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utilizing deep learning, can solve many difficult robotic tasks [82, 47, 34, 110, 124, 57]. This

has led to a split in the robotics literature between model-based methods and learning-based

(or model-free) methods. Both have their advantages and disadvantages. Learning-based

methods do not require pre-specified models and can adapt very well to a wide-variety

of tasks, however they tend to require large amounts of training data and have difficulty

generalizing outside of the trained task. Model-based methods, on the other hand, tend to

generalize better and don’t usually require copious amounts of training data, although they

require models to be specified in advance and have difficulty adapting to differences between

the model and the robot’s environment. In this thesis, we examine both types of methods

and then in chapter 8 we propose a way to combine both for liquid tasks. Figure 1.1 shows

which tasks we investigate in each chapter.

The rest of this thesis is laid out as follows. The next chapter, chapter 2, goes into detail

about prior work done in robotics, computer vision, machine learning, and fluid mechanics

that is related to robotic manipulation of liquids. Following this chapters 3 through 6 detail

our evaluation of learning-based methods to robotic tasks involving liquids. In chapter 3

we start our examination with a simple liquid manipulation task: pouring with direct in-

strumentation of the environment. We place a real-time scale under the target container

to directly measure liquid flow and we apply guided policy search [83] to train the robot to

pour precise amounts of liquid. However, in a real environment a robot cannot always rely

on direct instrumentation such as a scale, so the next step is to examine ways to use a more

general purpose sensor. In chapter 4 we do just that, looking at how a robot can use a color

camera to perceive liquids. We apply deep learning to the task of detection, i.e., labeling

pixels as liquid or not-liquid. We evaluate multiple deep architectures on both simulated and

real datasets. In chapter 5 we return to the task of pouring, this time utilizing the deep

networks developed in the previous chapter for perception instead of a scale. In chapter 6

we further evaluate our deep networks on a liquid reasoning task. We apply the networks to

the task of tracking, that is, tracking all the unseen liquid in an image given only the visible

liquid.
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Chapters 7 and 8 detail our evaluation of model-based method for robotic tasks involving

liquids. In chapter 7 we examine ways in which a fluid simulator can be useful for a robot

operating in a real environment. We simulate the fluid state alongside the real state, using

simple perceptual models to “correct” deviations from the real liquid. This is then used by

the robot to perform reasoning tasks about its environment, such as how full an unobserved

container is or where a hidden object might be. In chapter 8 we propose SPNets, an extension

of a fluid simulator that allows it to directly interface with deep neural networks. We examine

how it can be used to reason about various liquid properties, solve liquid control tasks, and

integrate with the liquid perception deep networks from chapter 4. Finally, we finish this

thesis in chapter 9 with a discussion of the results of our experiments and avenues for future

work.
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Chapter 2

RELATED WORK

The work in this thesis combines ideas from both robotics and computational fluids/fluid

dynamics. We draw on techniques in computer vision and robotics to both perceive and ma-

nipulate liquids. We also use methodology from computational graphics and fluid dynamics

to represent liquids and to implement their dynamics. By combining these, we can develop

tools for robots to perceive, reason about, and manipulate liquids. The rest of this chapter is

outlined as follows. The following section details related work in robotics pertaining to both

perceiving liquids and manipulating them. The section after that describes related work in

computational fluids, about both fluid dynamics models and learning as it relates to those

models.

2.1 Robotics

2.1.1 Liquid Perception

Liquids are difficult to perceive, often being clear or at least partially transparent and almost

always occluded by the container holding them. As a result, there has not been as much

emphasis in the literature on perceiving liquids. Nonetheless, there has been some work in

this area. Rankin et al. [120, 121] investigated ways to detect pools of water from an un-

manned ground vehicle navigating rough terrain. They relied on traditional computer vision

approaches (this work was performed prior to the wide-spread popularity of deep learning),

detecting water puddles via color features or based on sky reflections. By using stereo color

cameras mounted on an unmaned ground vehicle and taking advantage of the unique visual

properties of water (e.g., gradient of the saturation-to-brightness ratio as compared to sur-

rounding terrain), they were able to reliably detect pools of water along the robot’s path
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and navigate around them. Work by Yamaguchi and Atkeson [165] also used color features

to detect liquids. In this work, they positioned a color camera directly across from a clear

plastic cup with a solid color backdrop as a robot poured colored water into the cup. This

allowed them to use a color filter to determined the amount of liquid in the cup. However,

the focus of this work was on robotic control for pouring liquids, so the perception system

relied on relatively simple computer vision techniques.

Yamaguchi and Atkeson followed their work in [165] with work focused more directly on

the liquid perception problem. In [163] they utilized stereo optical flow for liquid detection.

They placed a pair of calibrated color cameras opposite a cup, and then poured liquid into

the cup. During each pouring sequence, they calculated the optical flow in each camera image

and then used feature matching to match the flow features between the two cameras, resulting

in 3D locations for each feature. By using a known camera pose and some assumptions about

the nature of the task (e.g., the liquid stream tends to be above the target cup), they were

able to isolate the features associated with the liquid. These features were used to detect the

location of the liquid in the environment. Because the model relied primarily on non-learned

visual features, it was able to reliably detect a wide variety of liquids including water, cola,

and even beans. This was a key component to their model: without a lot of parameters to

train, it couldn’t overfit, and as a result was able to generalize quite well. On the other hand,

however, their results did indicate that the model suffered from a lack of precision, something

which a model trained from data could learn to overcome. In chapter 4 we evaluate many

variants of a learning-based method on the liquid detection task, including a method that

integrates insights from [163].

Similar to Yamaguchi and Atkeson, Do et al. [26] also developed a model-based technique

for liquid perception, albeit with a different approach. To detect the level of liquid in a

container, they utilized the infrared (IR) light from a projected light depth camera. When

the camera projects its IR pattern onto the scene, the light is refracted through liquid

differently than through air. Do et al. took advantage of this by developing an algorithm

that computes the expected image given either liquid or air refraction and then compares
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that to the actual image. By using this technique in combination with a probabilistic state

estimate, they were able to successfully determine the level of the liquid in a target container

over a short time window. In that paper, the authors took advantage of the distortions in

the image caused by light refracting through the liquid to detect the liquid, however work by

Elbrechter et al. took the opposite approach. In [27] they used a depth camera to perceive

liquids and detect how they moved in order to discriminate between high viscosity and low

viscosity liquids. Unlike Do et al., Elbrechter et al. used opaque liquids which reflected the

IR light, allowing the depth camera to construct an accurate model of their surface. This

was crucial as the change in surface shape of the liquid over time was critical for determining

the viscosity of the liquid. By using this method, they were able to reliably distinguish

between different types of viscous liquids. Similarly, work by Paulun et al. [114] also used

liquid shape to discriminate viscosity. They generated liquid splatter sequences by utilizing

a liquid simulator, which also allowed them to extract binary liquid/not-liquid pixel labels

from a simulated camera. They then extracted hand-designed shape features from the binary

images and used them to train a model to discriminate liquid viscosity. Their model was

able to determine the viscosity with the same reliability as human participants.

Finally, no discussion on robotic liquid perception is complete without at least some men-

tion of the objects that contain them. Liquids can almost never be interacted with directly,

and so they spend most of their time in containers. Work by Griffith et al. [42, 43] has focused

on using behavior-grounded approaches to learning about containers. Specifically, in [44] the

robot placed containers under a constant water stream flowing from a faucet into a sink. The

robot utilized both auditory and proprioceptive data to learn about each container’s prop-

erties and discriminate containers from non-containers. Other work on containers for liquids

by Mottaghi et al. [101]1 focused on determining the volume of containers from color images.

In that work, they trained a deep neural network to predict the volume of containers from

individual color images as well as the potential amount of liquid contained in the container

1Several of the authors on this thesis are also co-authors on [101].
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given the object’s pose. To do this, they generated a dataset with 3D models associated to

each visible container and then utilized a liquid simulator to estimate the resting maximum

fill amount of the containers for each pose.

2.1.2 Liquid Manipulation

Liquid manipulation is a complicated and oft-treacherous task. Liquids are highly de-

formable, chaotic, and a spill can easily damage or destroy an expensive robot. Never-

theless, several groups have undertaken research on liquid manipulation, primarily focusing

on the task of pouring. Work by Langsfeld et al. [79] used human demonstrations to teach

a robot how to succeed at a task involving pouring into a moving container. Cakmak and

Thomaz [18] evaluated a robot active learning system on prompting humans to provide useful

feedback when learning to perform various tasks including pouring. Okada et al. [108] cre-

ated a system that allowed a robot to perform motion planning for pouring and then verify

that the robot performed the correct motions after the fact. Finally, work by Tamosiunaite

et al. [144] used dynamic movement primitives to capture the goal and shape of a pouring

trajectory for a robot learner. These works applied a variety of techniques, from motion

planning to human demonstrations, to teach a robot how to pour from one container into

another.

However, the research in [79, 18, 108, 144] all focused on the broad motions of pouring

(e.g., moving the source over the target, rotating the source, etc.) rather than low-level

control or closed-loop feedback. Rozo et al. [127] developed a method that used real-time

closed-loop feedback to pour precise amounts. Specifically, they utilized human demonstra-

tions to teach their robot how to pour and proprioceptive sensors in the robot’s arm to

provide feedback on the amount that had been poured out. They were able to successfully

teach their robot to use feedback to pour 100 ml from a bottle into a cup. Other work by

Kennedy et al. [60] also used closed-loop feedback to perform precise pouring. In their ex-

periments, a robot was task with dispensing a precise amount of colored liquid from a source

container into a transparent target container. By placing a camera directly across from the



17

target, they were able to use a color filter to determine the height of the liquid, which was

then fed into a pouring model that determined the robot’s actions. This system allowed the

robot to robustly pour precise amounts of liquid. In chapters 3 and 5 we also examine the

problem of pouring precise amounts of liquid using a scale as feedback (chapter 3) and visual

input as feedback (chapter 5).

Precise dispension of liquids isn’t the only concern when pouring however. Another major

constraint is the final destination of the liquid, i.e., not spilling liquid outside the target. Yano

et al. [166] utilized precise liquid models to prevent sloshing during a pouring task. In a follow

up work, Sugimoto et al. [143] augmented those models to control the surface of the liquid

contained in a sprue cap to prevent it from spilling. Later research by Kuriyama et al. [75]

looked at a similar problem. They utilized a fluid simulator to plan motion trajectories that

minimized spillage of liquid in a spoon held in the robot’s end-effector. More recent work

by Pan and Manocha [111] used a physics simulator with simplified fluid dynamics to plan

trajectories that allowed the robot to pour liquid without spilling. In a follow up to their

work, Pan and Manocha [112] gathered pouring examples on real data, and then used a

neural network to infer the liquid-related parameters, which allowed their trajectory planner

to generate more accurate plans for the robot.

Pan and Manocha aren’t the only authors to utilize a simulator to prevent spillage.

Guevara et al. [46] also used approximate fluid dynamics to reason about spillage. In their

work, the robot first went through a calibration stage to determine the parameters of the

liquid, then an optimization stage to optimize the pouring motion for minimum spillage.

Yamaguchi and Atkeson also utilized approximations to reason about liquid spills. In [164]

they used small, rigid spheres in place of liquid in a rigid-body physics simulator. The robot

generated a motion trajectory using differential dynamic programming (DDP) and then

poured the spheres from a source into a target, using temporally decomposed dynamics along

with hand-designed features to simplify the problem. They followed this with [162] where

the robot solved the pouring task by composing different skills (e.g., grasping, tilting, etc.)

in a graph structure, optimizing each using DDP. While both [164] and [162] were entirely in
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simulation, in [165] they applied their method on a real robotic system, successfully pouring

liquids with minimal spillage.

Even though it is primarily real robots that we are concerned with, simulation is nonethe-

less a powerful tool for reasoning about liquids. Work by Kunze and Beetz [73, 74] took ad-

vantage of a robot simulator to reason about potential actions available to the robot. They

focused on the task of making pancakes, which involves interactions with rigid objects, de-

formable objects, and liquids. Similar to Yamaguchi and Atkeson [164], they approximated

the liquids as rigid spheres. In the simulator, the robot could repeatedly perform the same

task (e.g., pouring pancake batter, breaking eggs) with different action parameters to reason

about the effect of the parameters on the outcome of the task. In chapter 7 we utilize a fluid

simulator to perform similar reasoning about liquids, although with a focus on hidden state

variables rather than action parameters.

2.2 Computational Fluids

2.2.1 Fluid Dynamics

In this thesis, we utilize fluid simulators to model liquids, enabling our robot to both reason

about and control them. Here we briefly discuss some of the background and related work in

the literature about fluid mechanics and simulation. Liquid simulation and fluid mechanics

are well researched in the literature [2, 105]. They are commonly used to model fluid flow in

areas such as mechanical and aerospace engineering [52], and to model liquid surfaces in com-

puter graphics [16, 23, 103]. The primary physical equations governing fluid mechanics are

the Navier-Stokes equations, developed by Claude-Louis Navier and Goerge Gabriel Stokes in

1822 [148]. Since then, several algorithms have been created to implement the Navier-Stokes

equations for fluid simulations. The predominant method is the Eulerian method, a finite

element method, where the space is divided into a fixed-size grid, and the fluid is modeled as

flow between adjacent grid cells [22]. This method has several advantages. First, it has been

extensively studied and has well-formulated and stable mathematical models. Second, the
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representation of the fluid in a grid format makes is relatively straightforward to interface

the fluid representation with a deep neural network using a standard 3D convolutional layer.

Finally, there are many commercially available implementations of this algorithm (such as

the one included in [11]).

However, there are several drawbacks to the Eulerian method. The biggest issue is the

tradeoff between resolution and computational resources. To increase the accuracy of the

grid approximation, it is necessary to increase the spatial resolution of the grid, but doing

so increases both the processing time and memory requirements by O(n3) for an environ-

ment in 3D. This can make it infeasible to simulate large environments accurately, especially

when the fluid in those environments is very sparse. McAdams et al. [92] proposed a pos-

sible solution to this problem that utilized a multi-grid approach, simulating the fluid at

different levels of resolution and then combing them together. While this can alleviate the

extreme resolution vs. efficiency tradeoff somewhat, it has its own issues such as a difficult

implementation, a challenge to parallelize on a GPU (critical to efficient fluid simulations),

and many non-trivial failure cases. Instead, the main alternative to Eulerian fluid simula-

tions, Lagrangian simulation, doesn’t suffer from such an extreme tradeoff. Lagrangian fluid

simulation represents the fluid as a set of particles, where each particle carries with it its

own set of fluid properties, and a continuous vector field is approximated by interpolating

between particles for any point in space [39]. The primary difference between Eulerian and

Lagrangian methods is that the Eulerian method models the rate of fluid flow from one cell

to another, whereas the Lagrangian method models the movement of individual “packets”

of fluid. Bujack and Joy [17] phrased the difference well using an analogy:

On one hand, the Eulerian specification describes the flow passing through a

fixed spatial domain. It can be interpreted as the point of view of a stationary

observer standing at a rivers bank watching the water flow by... On the other

hand, the Lagrangian specification of a flow field describes the properties of a

fixed fluid parcel as it travels through space. This specification can be imagined
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as the point of view of an observer that sits in a boat and moves along with the

flow of the river.

In this thesis we utilize the particle-based Lagrangian method because it is able to more

efficiently represent sparse liquids in a large environment. The main algorithm that im-

plements Lagrangian fluid dynamics is Smooth Particle Hydrodynamics (SPH) [39]. The

key feature of this algorithm is that all the fluid properties in the Navier-Stokes equations

(e.g., pressure, viscosity) are applied as physical forces to the particles, which are advected

according to their momentum. SPH has been used extensively for astrophysical applica-

tions [37, 126] as well as modeling fluids for applications such as modeling lubrication be-

tween mechanical parts [76]. We use SPH for our experiments in chapter 7. However, SPH

has one major drawback as it relates to liquids: it can’t accurately model incompressible

fluids such as water. There have been some proposals in the literature that offer various

methods for modifying SPH to handle incompressible fluids [142, 13, 3]. Macklin et al. [90]

proposed a different solution. They created Position Based Fluids (PBF), an extension of

SPH that combines the approximate constraint solutions of position based dynamics [104]

with the particle-based fluid representation of SPH. In PBF, the physical properties of fluids

related to incompressibility (e.g., pressure) are treated as constraints rather than physical

forces. During each update step, after the forces are applied and the particles advected,

PBF uses an iterative, approximate solver to solve the incompressibility constraint. This

way PBF is able to accurately and efficiently model incompressible fluids such as water. The

authors released an implementation of their PBF algorithm in the commercially available

physics simulator FleX [91]. We use PBF and FleX for our experiments in chapter 8.

Of course, incorporating fluid dynamics into our methodology adds complexity, so why

not rather approximate the liquids as a set of small, rigid spheres? In fact, this was the

methodology taken in [73, 74, 164, 165] when they needed to simulate liquids for their

experiments. The drawback to this approach is that while the broad dynamics are the same

(e.g., both will fall from an upturned container), the precise dynamics are not (e.g., rigid
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objects don’t cohere as liquids do). For the work in this thesis, we are interested in enabling

precise reasoning and control of liquids. Thus a rough approximation is not sufficient; we

require a more precise model. So while using proper fluid dynamics does add complexity to

our model, that complexity is a necessary condition of the precision we desire.

2.2.2 Learning Fluid Physics

A key contribution we make in this thesis is adding learning to the computational fluid dy-

namics methodology. There have been several attempts in the literature to combine learning

and fluid dynamics. Elbrechter et al. [27] used a nearest neighbor and polynomial regres-

sion model to learn the correspondence between visual changes in a liquid’s surface and its

viscosity. In their experiments, the robot used a kinect depth camera to perceive the surface

of the liquid, then proceeded to apply a pushing motion. Their model was successfully able

to not only regress to known liquids, but also able to accurately predict the viscosity of

unknown liquids as well. Guevara et al. [46, 45] worked on a similar problem. However,

instead of regressing directly to viscosity as in [27], they used a fluid simulator to optimize

the parameters of the liquid. The robot performed an action with the liquid (either pouring

as in [46] or stirring as in [45]) and then would observe the changes caused by this action.

The robot then internally simulated the same environment in a fluid simulator (they used

Nvidia FleX [91]) and optimize the liquid parameters such as viscosity or cohesion until the

simulator matched the real environment. Given this estimate for the liquid parameters, the

robot could then successfully execute actions such as pouring without spilling. Relatedly,

work by Mottaghi et al. [100, 99] has shown how physical scene models extracted from real

data can be used to reason about physics, albeit rigid body physics in the case of [100, 99].

They utilized convolutional neural networks (CNNs) to convert an image into a description

of a scene, and then applied Newtonian physics to understand what would happen in the

future. Work on deformable objects, which share many properties with fluids (e.g., non-

rigidity, dense state, etc.), by Schulman et al. [137] utilized physics models and a depth

camera to track the surface of objects such as ropes, clothes, and sponges.
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However the works in [27, 46, 45, 100, 99, 137] focused on utilizing physics for reasoning;

other work has focused on learning the dynamics of fluids. Yamaguchi and Atkeson as part of

[164, 162, 165] learned a dynamics model that used an abstract feature representation of the

state of the fluid. Here they represented the state using the relative positions of the objects,

the location and variance of the fluid stream, and the amount of fluid in the container vs. the

amount of fluid spilled. As a result, the dyanmics learned were only only in the most broad,

general terms over the abstract features. Kozek and Roska [71] were, to the best of the

authors’ knowledge, the first to directly model the full Navier-Stokes equations in a machine

learning framework. The used cellular neural networks to compute dense fluid dynamics on

a 2D grid, although the focus of [71] wasn’t on learning. Long et al. [88] extended [71] by

adding in a recurrent convolutional network to learn the motion of external forces (e.g., a

moving wall), which then allowed them to predict the dense 2D future state of the fluid in

the environment. Scott et al. [56] took a different approach, applying learning to the fluid

dynamics themselves. They used multilayer perceptrons and support vector machines to

learn to predict the height of waves in a bay along a coastline from detailed oceanographic

data such as wave conditions, ocean-current nowcasts, and reported winds. Other work has

also focused on learning detailed 2D dynamics. Schenck et al. [134]2 used fully convolutional

networks to learn the 2D changes in a height map over granular media after scooping actions.

While granular media and liquids are not the same, they share many similar properties, such

as non-rigidity and dense state representations.

There has, however, been work focusing on learning fluid dynamics directly from data.

Singh et al. [140] combined a standard fluid model with neural networks to learn air flow

over various geometries, producing results superior to the fluid model alone. Tompson et

al. [151] also combined a traditional fluid dynamics model with machine learning. They

computed the advection of the fluid specified by the Navier-Stokes equations using a standard

advection model and then used a convolutional neural network to solve the incompressability

2Several of the authors on this thesis were the primary contributors to this paper.
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constraints. They represented the fluid using a dense 3D grid, which made it straightforward

to interface with a convolutional network. However in this thesis we use a sparse particle set

to represent fluid, which has better tradeoffs between computational resources and resolution.

It is less obvious, though, how to perform learning using this representation, although there

are some cases in the literature. Ladický et al. [77] learned fluid dynamics with a particle-

based representation. They used regression forests to learn 3D fluid dynamics and applied

the forest to each particle individually to compute it’s dynamics. In order to facilitate

particle-particle interaction, they pre-computed a set of features for each particle based on

its relation to its neighbors. Because of this, the forest only had to consider the set of features

for each particle and did not need to directly consider particle-particle relations. Mrowca

et al. [102] also used a particle-based representation to compute physical interactions, albeit

with deformable objects rather than fluids. They represented each object as a collection

of particles, and used hierarchical graph convolutions to learn the deformation properties

between particles belonging to the same object, allowing them to learn, for example, how

much an object compresses when dropped from a given height. In chapter 8 we develop a

similar method for computing particle-particle interactions using deep networks.
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Part I

LEARNING-BASED METHODS
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Chapter 3

LEARNING TO POUR: A FIRST LOOK AT LIQUID
MANIPULATION

For the first experiment in this thesis we focus on a stereotypical task involving liquids:

pouring. We task the robot with pouring a precise amount of liquid from a source container

into a target container. To focus the investigation, we augment the robot’s environment by

placing a scale capable of real-time feedback under the target container. We simplify the

perception of the robot in this chapter to allow us to get an initial sense of what a robot

needs to be able to do to solve this task. We then apply what we learn in this chapter to

investigations in future chapters.

To solve the pouring task in this chapter, we utilize reinforcement learning. Reinforcement

learning is a well studied problem in machine learning [6]. Many researchers have successfully

applied various reinforcement learning methods to different virtual domains [96, 15, 123, 93].

There have also been multiple studies applying reinforcement learning to other tasks on real

robotic systems [141, 65]. Work by Konidaris et al. [66, 68, 67] and Niekum [106, 107] looked

at how a robot can solve complicated tasks by chaining learned skills together. But these

works represented learning of rather imprecise, though complex, goals (e.g., pressing a large

button to open a door), which are not as suitable for learning precise control of liquids. Work

by Deisenroth et al. [25, 24] on the PILCO framework and Levine et al. [83, 82] on Guided

Policy Search (GPS) has shown how model-based reinforcement learning frameworks can be

used for precise control tasks such as cart-pole or block insertion. We evaluated both for use

in this chapter and empirically determined that the time-dependent locally-linear dynamics

model used by GPS was more suited to the task at hand.

0The contents of this chapter were published in [129].
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In this chapter, we apply reinforcement learning to the real-world task of pouring precise

amounts of liquid from one container to another. Specifically, we utilize the reinforcement

learning algorithm Guided Policy Search (GPS) [83] to learn a policy for pouring water. The

goal of the robot is to pour a specific amount of liquid from a cup (source container) into a

bowl (target container). The precise nature of the pouring task necessitates that the robot

have at least a cursory understanding of the fluid dynamics involved, a highly non-trivial

problem.

To solve this task, the robot first trains a dynamics model from a set of example trajec-

tories. Then, given this dynamics model, it alternates between a single step of trajectory

optimization and updating the weights of a neural network policy to match the optimized

trajectories. Next, the robot rolls out the trained policy on the real system, using the re-

sulting sensor data to retrain the dynamics model. This process repeats until the robot

converges.

Our results show that a robot can successfully utilize this methodology to learn a policy

enabling it to pour a precise amount of liquid. We varied the initial amount of water in the

container, and for each initial amount, the robot attempted to pour a precise amount into

the bowl. The robot converged after approximately 25 iterations. It was able to pour within

10g of the target for all initial conditions.

The rest of this chapter is organized as follows. The next section describes our experi-

mental setup. Section 3.2 lays out the methodology we employed to solve this task in detail.

Section 3.3 describes how we evaluated the robot on the pouring task. Section 3.4 details

the results the robot was able to achieve. And finally section 3.5 concludes the chapter and

describes what our investigation discovered.
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Figure 3.1: The robot used in these experiments. It is a Rethink Robotics Baxter Research

Robot, equipped with two 7-DOF arms. Also shown is the experimental setup with the cup

in the robot’s gripper positioned above the table, with the bowl resting on top of the scale.

3.1 Experimental Setup

3.1.1 Robotic Platform

The robot used for the experiments in this chapter was the Rethink Robotics Baxter Research

Robot, pictured in figure 3.1. It is an upper-torso humanoid robot with two 7-degree-of-

freedom arms. Each arm is equipped with an electric parallel gripper. The motors on

each joint can be controlled using position controls (via a built-in PID controller), velocity

controls, or torque controls. We controlled the robot’s arm using the velocity control mode.

The joints are equipped with joint encoders and torque sensors1. We use the robot’s left arm

for all experiments in this chapter.

1We empirically determined that the torque sensors built into the robot’s joints are not reliable and so
did not use them here.
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3.1.2 Experimental Environment

The robot was place in front of a small table. On the table was an Adam Equipment HCB

3000 Highland Portable Precision Balance scale. The scale had a maximum capacity of three

kilograms and a resolution of one tenth of one gram. This scale was selected for its ability to

provide real-time readings via USB cable to an attached computer. The scale has a built-in

filter that introduces an approximately 0.5 to 1.0 second sensor delay in the measurements

taken from the scale. On top of the scale was placed a medium sized plastic mixing bowl.

A plastic cup was placed in the robot’s left gripper. This configuration is shown in figure

3.1. The cup was pre-filled by the experimenters with a precise amount of water between

two-hundred and four-hundred grams.

3.1.3 Data Collection

We ran 500 pouring trials. Each trial began with the cup already in the robot’s gripper and

pre-filled by the experimenter. The trial ended after exactly twenty-five seconds had passed,

regardless of whether or not the robot had poured any liquid. During each trial, the robot’s

joint angles, joint velocities, and the scale value were recorded at a rate of two hertz. While

the robot is equipped with many other sensors, the robot only used it’s own joint angles,

velocities, and the scale value to learn the pouring task.

3.1.4 State Space

In order to isolate the precise pouring task, we fixed the robot’s wrist over the bowl on the

table and gave it control only over it’s last joint (the wrist joint), effectively letting it control

only the angle of the cup. The robot used a four-dimensional state space. The first dimension

was the angle of the robot’s wrist in radians, shifted so that zero is when the cup is upright

and π when the cup is inverted. The second dimension is the amount, in grams, remaining

to pour until the robot reaches the pouring target. In this way, the target pouring amount

is implicitly built into the state space. The third dimension is the change in the second
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dimension from the last timestep to the current one. And finally, the fourth dimension is

the amount of water in the cup. This amount is initialized to a specific, known amount, and

then updated throughout each trial by subtracting the change in the scale value.

3.2 Methodology

3.2.1 Problem Definition

Let X ∈ Rd be the d dimensional state space the robot operates in, and let Xinit ⊆ X be

the set of valid starting states. The goal of the robot is to learn a policy π(xt; θ)→ ut that

minimizes a cost function l, where xt is the state at time t, ut is the robot’s control signal at

time t, and θ is the learned policy parameters. The robot must learn a policy that, from any

initial state x1 ∈ Xinit, generates a trajectory (x1,u1), ..., (xT ,uT ), (xT+1) that minimizes
T∑
i=1

[l(xi,ui)] + l(xT+1) over a fixed horizon T .

3.2.2 Algorithm Overview

We use a modified version of Guided Policy Search [83] to train policy parameters θ. The

robot is given N initial example trajectories τ = {(x1,u1), ..., (xT ,uT ), (xT+1)}N , where xt

is the state of the robot at time t and ut is the control applied at time t. Next the robot

trains a time-based dynamics model f̂t(xt,ut)→ xt+1. Using this model, the robot alternates

between optimizing the trajectories τ using an iLQG [146] backward pass and optimizing

the policy parameters θ to match the updated trajectories. Next the robot uses the policy

π(xt; θ)→ ut to rollout from each starting state x1 in each trajectory τi. Finally, the robot

retrains the dynamics model f̂t and repeats this process until convergence.

3.2.3 Learning the Dynamics Model

We use a very similar learned dynamics model to [82]. The robot must learn the function

f̂(xt,ut)→ xt+1 mapping the state xt and control ut at the current timestep to the next state

xt+1. The dynamics model is a time-based, locally linear model with a Gaussian mixture
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model over the prior. Since the model is local, the robot learns a separate model for each

of the N example trajectories. The rest of this section will describe the training process for

one model.

Given a training set τ̃ = {(x1,u1), ..., (xT ,uT ), (xT+1)}M , where M is the number of

iterations so far, the robot learns a separate linear function f̂t(xt,ut)→ xt+1 for all timesteps

t. For applications on real robots, though, the number of training trajectories M can often

be too small compared to the dimensionality of the state space to fit a linear model at each

timestep, so instead the robot learns an equivalent model and uses shared dynamics between

timesteps to compensate for the small amount of training data at each timestep.

At each timestep, the robot fits a multivariate Gaussian N (µt,Σt) over the concatenated

vectors 〈xt,ut,xt+1〉 which we write as 〈x,u,x′〉 for simplicity. To predict the next state

after timestep t given x and u, the robot can simply condition the normal distribution on x

and u and solve for x′ as follows:

x′ = µx′ + Σx′〈x,u〉Σ
−1
〈x,u〉〈x,u〉

(
〈x,u〉 − µ〈x,u〉

)
where µa is the components of µ who’s elements pertain to a, and Σab is the covariance

between a and b extracted from Σ. Note that we only use the mean of the conditional

distribution over x′ in this paper.

Estimating the Model Parameters

Let µ̄ and Σ̄ be the empirical mean and covariance respectively for all 〈xt,ut,xt+1〉 for all

t. The robot estimates an inverse-Wishart prior over the parameters of the T Gaussian

distributions N (µt,Σt). The prior has parameters Φ, µ0, m, and n. The parameters µt and

Σt for the distribution at time t are estimated as follows:

µt =
mµ0 +Mµ̂t
m+M

Σt =
Φ +MΣ̂t + Mm

n+m
(µ̂t − µ0 )( µ̂t − µ0)T

M + n0

where µ̂t and Σ̂t are the empirical mean and covariance respectively of the set {〈xt,ut,xt+1〉}M .
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The prior parameters Φ, µ0, m, and n are estimated as

Φ = n0Σ̄ µ0 = µ̄ m = n0 = 1.

Approximating Non-Linearity With a Gaussian Mixture Model

While the above method for estimating the Gaussian parameters µt and Σt effectively re-

duces the number of training data points required at each time point t, the inverse-Wishart

prior enforces a global linearity assumption on the dynamics model, as opposed to a local

linearity assumption, which can make it difficult for the robot to operate in highly non-linear

environments.

To handle this, the robot fits a Gaussian mixture model [94] over the set {〈xt,ut,xt+1〉}Mt=1,...,T .

Then, for each t ∈ [1, T ], the robot estimates the prior parameters Φ and µ0 (n0 and m remain

constant at 1) as

Φ =

∑
i

p({〈xt,ut,xt+1〉}M |µ̄i, Σ̄i)Σ̄i∑
i

p({〈xt,ut,xt+1〉}M |µ̄i, Σ̄i)

µ0 =

∑
i

p({〈xt,ut,xt+1〉}M |µ̄i, Σ̄i)µ̄i∑
i

p({〈xt,ut,xt+1〉}M |µ̄i, Σ̄i)

where µ̄i and Σ̄i are the mean and covariance of the ith mixing element. Essentially, Φ and

µ0 are the weighted average of each mixing element. In this paper, we used the standard

implementation of Gaussian mixture models built into the Matlab Statistics and Machine

Learning Toolbox [1].

3.2.4 Trajectory Optimization

Given a trained dynamics model f̂ and set of example trajectories τ , the robot must optimize

those trajectories with respect to a given cost function l. However, if the robot uses l directly

during trajectory optimization, the policy π may be unable to approximate the example
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trajectories. Instead the robot uses the modified cost function

l∗(x,u, π) = l(x,u) + λ‖u− π(x)‖2

where ‖x‖ is the L2-norm and λ is the weight given to the second term of the equation.

Informally, the second term of l∗ enforces that whatever trajectory the optimizer finds, it

should stay close to the policy.

iLQG Backward Pass

For each trajectory τi ∈ τ , the robot performs an iLQG backward pass to optimize the

trajectory. It splits the combined optimization problem over u1, ...,uT into individual opti-

mizations for each ut by optimizing the Q-function backwards in time, starting at time T .

The Q-function is given by

Q(δxt, δut) = l∗(xt + δxt,ut + δut) + Vt+1(f̂(xt + δxt,ut + δut))

where δxt and δut are the updates to apply to xt and ut respectively, and Vt+1 is given by

Vt+1(x) = min
u

[
l∗(x,u) + Vt+2(f̂(x,u))

]
.

The robot minimizes Q with respect to δut by taking the first and second derivatives of Q.

V is intractable to differentiate directly, so the robot approximates Vt+1 by substituting the

next timestep’s result, Q(δxt+1, δut+1), in place of Vt+1. Thus it is necessary to work back-

wards through the trajectory so that Q(δxt+1, δut+1) is already computed when computing

Q(δxt, δut).

For further details of the iLQG algorithm, please refer to [146].

3.2.5 Policy Learning

Given the set of example trajectories τ = {(x1,u1), ..., (xT ,uT ), (xT+1)}N , fitting the policy

parameters θ can be framed as a simple regression problem, i.e., train the parameters to

map every xt → ut. However, if N and T are small (e.g., 10 and 50, respectively), then that
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can leave relatively few training points for high-dimensional state spaces, which can make it

difficult for the policy to smoothly fit a function over the uncovered areas of the space.

To solve this, the robot utilizes the gains matrices Lt generated during the iLQG backward

pass to generate more training data points. The matrix Lt is used as follows

ut = ût + Lt (xt − x̂t)

where x̂t and ût are the open-loop trajectory found by iLQG at time t, and xt and ut are

the actual state and controls when rolling out the trajectory on the real system. Intuitively,

Lt computes how much to alter the open-loop control ût based on the difference between the

open-loop state x̂t and the actual state xt. Thus, Lt makes the open-loop trajectory into a

local policy around that trajectory.

To generate more data points, the robot draws many samples from a small Gaussian

around each xt ∈ τ , and then uses the corresponding gains matrix Lt to generate the controls

for each sampled point. Adding these sampled data points to the original training data

points, the robot can then formulate learning the policy parameters θ as a standard regression

problem. For the experiments in this chapter, the robot used a neural network to learn the

policy.

Note that it is critical to the success of the robot to tightly interleave the trajectory opti-

mization and policy learning iterations. That is, the robot does exactly one iLQG backward

pass on each example trajectory, followed by updating the policy parameters θ to better fit

the example trajectories. The robot repeats this inner loop multiple times before rolling out

the policy in the real environment, and then returning to the inner loop. If the trajectory

optimization and policy learning were not tightly interleaved, then the trajectory optimiza-

tion could easily optimize the example trajectories in a way that would make it very difficult

or impossible for the policy to learn. Instead, interleaving them in this manner keeps the

policy “close” to the trajectory optimizer, and the policy deviation term in the cost function

prevents the trajectory optimizer from moving the trajectories too far from what the policy

can learn.
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Figure 3.2: The neural network used to learn the policy. The input layer is fed into a fully-

connected hidden layer, and then the output of the hidden layer is element-wise multiplied

by the input layer, which is finally fed into the output layer.

Training the Neural Network

The neural network layout used by the robot is shown in figure 3.2. The input xt is fed into

a hidden layer with |xt| hidden units. The output of each is the linear combination of its

input fed through a rectified linear function, i.e.,

hi(xt) = max (xt •wi, 0)

where wi is the set of weights for node i. Next, the output of the hidden layer is multiplied

element-wise with the input. Finally, the result of the element-wise product is combined

linearly into the output of the network.

This neural network was implemented using the Caffe deep learning framework [58]. We

used the built-in backpropagation to fit the weights of the network to the training data.
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3.2.6 Handling Delay

In the experiments we run in this chapter, there is a non-trivial amount of sensor delay that

complicates the problem. In section 3.1.2, while describing the experimental environment,

we stated that the real-time scale underneath the target container has a delay of 0.5s to 1s

between when the weight changes and when it sends that change to the robot. Furthermore,

there is also delay between when the robot changes the pose of the source container and when

the liquid falls and lands in the target. Combined, these two mean that there will be a delay

between when the robot takes an action and when that action affects the state. In order

to learn in an environment with delay, the robot augments it’s reasoning about states to

include the previous n states. Thus, when learning the dynamics model, the function maps

the previous n states and controls to the next state, i.e., f̂(xt−n,ut−n, ...,xt,ut) → xt+1.

Additionally, when learning the policy, it takes into account the previous n states as well,

i.e., π(xt−n, ...,xt; θ) → ut. So long as the previous n states cover the length of the delay,

reasoning about them allows the robot to combine both delayed and non-delayed sensor

readings to predict the next state or control.

3.3 Evaluation

We evaluated the robot on the pouring task. The robot’s arm was fixed over the bowl, and

a cup was placed in its gripper. It was given control over its wrist joint so that it could

control the angle of the cup. The robot controlled the angle by setting the angular velocity

of its wrist joint. The cup was initialized upright before each trial and prefilled by the

experimenter. The goal of the robot was to pour a specific amount of water into the bowl,

and to be as accurate as possible.

We set the number of example trajectories N to 10, and varied the initial amount of

water in the cup for each trajectory uniformly between 200 and 400 grams, and we fixed

the pouring target at 100 grams. The trajectories were initialized using a standard PID

controller. We fixed n, the number of previous states to include, at 4 (i.e., the current state
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plus the 3 previous). The horizon for every trajectory was fixed to 50 timesteps, which, given

a 2 hertz sampling rate, meant each trajectory lasted exactly 25 seconds. We chose to sample

at 2 hertz to balance between having n high enough to cover the entire length of the sensor

delay yet low enough to not cause the augmented state space to be too high-dimensional.

At the start of each iteration, the robot trained the dynamics model. Next, the robot

alternated between one step of trajectory optimization and fitting the policy 10 times each.

After finishing the inner loop of the algorithm, the robot rolled out each of the 10 trajectories

from their starting states on the real system using the learned policy. Finally, the robot

updated each example trajectory with the results of the real rollout, and then began the

next iteration.

3.4 Results

The results are shown in figure 3.3. The error is reported in the number of grams of deviation

the robot was from the target, that is, after a rollout, the difference between the number of

grams of water in the bowl and the desired number, with values closer to 0 meaning better

performance. Figure 3.3a shows the error for each example trajectory after each iteration.

Figure 3.3b shows the mean and standard deviation of the example trajectories shown in

figure 3.3a.

From the graphs, it is clear that the robot converged after approximately 25 iterations.

Looking closely at figure 3.3a, it is apparent that iteration 33 was the first iteration where

the robot was able to pour within 10 grams of the target for all trajectories. Furthermore,

figure 3.3b shows that after iteration 23, the standard deviation of the robot’s error falls

below 10 grams. In our experience, an accuracy of ±10 grams is approximately what can be

expected of a human performing the same task. Thus, the graphs in figure 3.3 show that the

robot, after approximately 25 iterations, was able to converge to human-level performance.
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(a) Error for each of the example trajectories
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(b) Mean and standard deviation of the error

Figure 3.3: The error in grams after each iteration. The error is how far the robot was from

the pouring target at the end of the rollout.
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3.5 Discussion

In this chapter, we used Guided Policy Search to train a policy on a real robot to solve a

task with non-trivial sensor delay. Specifically, the robot learned a policy for the pouring

task. The goal of the robot was to pour a precise amount of water. It did this by iteratively

pouring with its current policy, training a dynamics model, and then updating the policy

using trajectory optimization. The robot was able to pour within 10 grams of the target

(100 grams) after 33 iterations.

We showed that the robot was able to reach human-levels of performance on the pouring

task. While this may not be high enough for tasks such as high precision manufacturing,

it is sufficient for many household tasks such as cooking. Furthermore, we showed that,

using a generic robotic platform, a robot can successfully learn to manipulate fluids. This

is important for work in later chapters. Here we showed how that if the robot could know

the rate of change of liquid from the cup to the bowl, then it can successfully pour precise

amounts. In the next chapter we examine how a robot can eschew the real-time scale and

instead use a generic color camera to perceive the liquids. After that, in chapter 5 we come

back to the problem of pouring precise amounts of liquids, albeit using a camera instead of

a scale. What we learned in this chapter showed us how a robot can pour specific amounts

of liquid, and we apply that in the next two chapters.

3.5.1 Practical Takeaways

In addition to the insights discussed above, there are several more technical insights we

found while performing the research in this chapter. Most of the motivation for our choices

in methodology was due to the sensor delay introduced by the real-time scale. The scale

used a proprietary algorithm built-in to the microcontroller in the scale itself to smooth

the output values. This algorithm was not consistent and caused a delay of approximately

0.5 to 1 seconds between when the mass on the scale changed and when it reported the

change. Additionally, because the algorithm was proprietary, we could not counteract this
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varied delay in our own code. We initially attempted to use the PD controller (the controller

we used to initialize the example trajectories for GPS) to solve the task directly, without

significant learning. However, due to the variable delay, the PD controller’s performance was

inconsistent, sometimes performing well and sometimes overpouring by a significant amount

due to a large sensor delay. The only way to guarantee good performance was to make the

controller pour incredibly slowly, a not very practical approach.

Due to this unknown, variable delay, we determined that a learning approach was nec-

essary. We initially attempted to use PILCO [24], a framework for learning control policies

from data. Similar to GPS, PILCO uses the example trajectories to train a dynamics model.

However, PILCO uses Gaussian processes rather than a time-varying locally-linear model to

learn the dynamics, and uses the direct policy gradients method to update the parameters of

the policy. We spent much research time (several months) attempting to teach the robot to

pour using PILCO to no avail. The Gaussian processes were unable to accurately model the

dynamics, even with the inclusion of several prior states. We switched to the time-varying

locally-linear models used by GPS, which were able to model the dynamics, however only

locally. Because of this, the direct policy gradient method employed by PILCO was not

applicable, so we switched to GPS. By using GPS, we were able to successfully teach the

robot to pour precise amounts of liquid.
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Chapter 4

LEARNING TO SEE: TEACHING ROBOTS TO PERCEIVE
LIQUIDS

In the last chapter we looked at how the robot could control liquids in a precise pouring

task. There, the robot used a real-time scale to sense the rate of transfer. However, this

kind of sensor will not always be available and it may not always be possible to augment the

environment with it. One alternative to a scale are the force-torque sensors in a robot’s arm.

While these may be useful in expensive industrial robots, in inexpensive modern robots,

the kind most likely to appear in unstructured homes due to their lower cost, force-torque

sensors are often noisy and unreliable, making them unsuitable for precision control. Another

alternative is to use a commercially available depth sensor such as a Microsoft Kinect, which

has been used for rigid object localization [135]. However, due to their translucent nature,

liquids do not reliably appear on depth cameras. Instead, we examine perceiving liquids

using a more common and inexpensive general-purpose sensor, a color camera.

Specifically, we examine the problem of perceiving liquids. That is, we ask the question

Where in the raw visual data stream is liquid? To solve this problem, we take advantage of

recent advances in the field of deep learning. This approach has been extremely successful

in various areas of computer vision, including classification [72], semantic labeling [29], and

pose regression [38], and it enabled computers to successfully play Atari games from raw

image data [47] and train end-to-end policies on robots [82]. The ability of deep networks to

process and make sense of raw visual data makes them a good fit for the task of perceiving

liquids.

In this chapter, we focus on the task of pouring as our exemplar task for learning

0The contents of this chapter were published in [130] and [133].
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about liquids. While researchers have already worked on robotic pouring tasks, previ-

ous techniques made simplifying assumptions, such as replacing water by an easily visible

granular medium [165], restricting the setting such that no perceptual feedback is neces-

sary [79, 108, 144, 18], requiring highly accurate force sensors [127], detecting moving liquid

in front of a relatively static background [163], or dealing with simulated liquids only [73, 74].

Here, we show how fully-convolutional deep networks (FCNs) can be trained to robustly per-

ceive liquids and how they can be modified to perform better at generalization. To collect

the large amounts of data necessary to train these deep networks, we utilize a realistic liquid

simulator to generate a simulated dataset and a thermal camera to automatically label water

pixels in a dataset collected on the real robot.

Our results show that the methodology we propose in this paper is able to perceive liquids

quite well. Specifically, they show that recurrent networks are well-suited to this task, as

they are able to integrate information over time in a useful manner. We also show that, with

the right format of the input image, our neural networks can generalize to new data with

objects that are not included in the training set. These results strongly suggest that our

deep learning approach is useful in a robotics context, which we demonstrate in the following

chapter with a closed-loop water pouring experiment.

The rest of this chapter is laid out as follows. The next section describes the task we

investigate in this paper. The sections after that describe how we generate our simulated

dataset and performed the pouring trials on our robot, followed by a discussion of our learning

methodology. We then describe how we evaluate our networks and present experimental

results. And finally, the last section concludes the chapter with a discussion of the results.

4.1 Task Overview

In this chapter we investigate the task of perceiving liquids. We evaluate the robot on the

perception task of detection. We define detection to be determining what in the raw sensory

data is liquid, and what is not liquid. Specifically, given an image, the robot must produce

pixel-wise labels liquid for pixels containing liquid and not-liquid for pixels not containing
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(a) Untextured (b) Background (c) Background+Video (d) Fully Textured

Figure 4.1: The scene used to simulate pouring liquids. The background sphere is cut-away

to show its interior. From left to right: The scene shown without any texture or materials;

The background image sphere texture added; The video on the plane added in addition to

the background texture; and The scene fully textured with all materials.

liquid. For this chapter, we focus on the task of pouring as it is a common task involving

liquids and presents a challenging perception problem. We also consider images in the context

of sequences, that is, we don’t consider images as static scenes in isolation but rather as a

part of a series, and we allow the robot to utilize that in solving the task.

We evaluate our neural networks on the task of detection in both simulation and on data

collected on a real robot. For the simulated dataset, we generated a large amount of pouring

sequences using a realistic liquid simulator. As it is simple to get the ground truth state

from the simulator, we can easily evaluate our methodology on the simulated data. For

evaluations using real-world data, we carried out a series of pouring trials on our robot. We

use a thermal camera in combination with heated water to acquire the ground truth pixel

labels.

4.2 Simulated Data Set

We use a simulated to perform some of the evaluations of our methodology. The dataset

contains 10,122 pouring sequences that are 15 seconds long each, for a total of 4,554,900

images. Each sequence was generated using the 3D-modeling program Blender [11] and the
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library El’Beem for liquid simulation, which is based on the lattice-Boltzmann method for

efficient, physically accurate liquid simulations [69].

We divide the data generation into two steps: liquid simulation and rendering. Liquid

simulation involves computing the trajectory of the mesh of the liquid over the course of the

pour. Rendering is converting the state of the simulation at each point in time into color

images. Liquid simulation is much more computationally intensive than rendering1, so by

splitting the data generation process into these two steps, we can simulate the trajectory of

the liquid and then re-render it multiple times with different render settings (e.g., camera

pose) to quickly generate a large amount of data. We describe these two steps in the following

sections.

4.2.1 Liquid Simulation

The simulation environment was set up as follows. A 3D model of the target container was

placed on a flat plane parallel to the ground, i.e., the “table.” Above the target container

and slightly to the side we placed the source container. This setup is shown in Figure 4.1a.

The source container is pre-filled with a specific amount of liquid. The source then rotates

about the y-axis following a fixed trajectory such that the lip of the container turns down

into the target container. The trajectory of the liquid is computed at each timestep as the

source container rotates. Each simulation lasted exactly 15 seconds, or 450 frames at 30

frames per second.

For each simulation, we systematically vary 4 variables:

• Source Container - cup, bottle, or mug

• Target Container - bowl, dog dish, or fruit bowl

• Fill Amount - 30%, 60%, or 90%

1Generating one 15 second sequence takes about 7.5 hours to simulate the liquid and an additional 0.5
hours to render it on our Intel Core i7 CPUs.
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Source Containers

(a) Cup (b) Bottle (c) Mug

Target Containers

(d) Bowl (e) Dog Dish (f) Fruit Bowl

Figure 4.2: The objects used to generate the simulated dataset. The first row are the three

source containers. The last row are the 3 target containers. The objects are each shown here

with 1 of their possible 7 textures.

• Trajectory - partial, hold, or dump

The 3 source containers we used are shown in Figures 4.2a, 4.2b, and 4.2c, and the 3 target

containers we used are shown in Figures 4.2d, 4.2e, and 4.2f. Each source container was filled

either 30%, 60%, or 90% full at the start of each simulation. The source was rotated along

one of three trajectories: It was rotated until it was slightly past parallel with the table,

held for 2 seconds, then rotated back to upright (partial); It was rotated until it was slightly

past parallel with the table, where it stayed for the remainder of the simulation (hold); or

It was rotated quickly until it was pointing nearly vertically down into the target container,

remaining there until the simulation finished (dump). The result was 81 liquid simulations

(3 sources × 3 targets × 3 fill amounts × 3 trajectories).



45

4.2.2 Rendering

To generate rendered pouring sequences, we randomly select a simulation and render pa-

rameters2. We place the camera in the scene so that it is pointing directly at the table

top where the target and source containers are. In order to approximate realistic reflections

on the liquid’s surface, we enclose the scene in a sphere with a photo sphere taken in our

lab set as the texture (shown in Figure 4.1b). Next we place a video of activity in our lab

behind the table opposite the camera (shown in Figure 4.1c). We took videos such that they

approximately match the location in the image on the background sphere behind the video

plane. We randomly select a texture for the source and target containers, and we render

the liquid as 100% transparent (but including reflections and refractions). We also vary the

reflectivity of the liquid as well as its index of refraction to simulate slight variations in the

liquid type. Figure 4.1d shows the full scene with textures, video, and background sphere.

We randomly select from the following N parameters for each rendered sequence:

• Source Texture - 7 preset textures

• Target Texture - 7 preset textures

• Activity Video - 8 videos

• Liquid Reflectivity - normal or none

• Liquid Index-of-Refraction - air-like, low-water, or normal-water

• Camera Azimuth - 8 azimuths

• Camera Height - high or low

• Camera Distance - close, medium, or far

2The number of parameters makes it infeasible to evaluate every possible combination.
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RGB

Visible

Figure 4.3: Examples of frames from the simulated dataset. The top row is the raw RGB

images generated by the renderer; the bottom row shows the ground truth liquid location

for visible liquid.

There are 48 total camera viewpoints. The camera azimuth is randomly selected from 1 of 8

possibilities spaced evenly around the table. The height of the camera is selected such that

it is either looking down into the target container at a 45 degree angle (high, left column in

Figure 4.3) or it is level with the table looking directly at the side of the target (low, right

column in Figure 4.3). The camera is placed either close to the table, far from the table,

or in between. The output of the rendering process is a series of color images, one for each

frame of the sequence.

4.2.3 Generating the Ground Truth

We generate the ground truth for each image in each rendered sequence as follows. We set

the liquid mesh to render as a solid color irrespective of lighting. Then we make all other

objects in the scene solid black irrespective of lighting. This makes it simple to distinguish

between which pixels contain liquid and which do not. Several examples are shown in figure

4.3) with the rendered RGB image on the top and the corresponding pixel labels on the

bottom.
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Figure 4.4: The robot used in the experiments in this chapter. It is shown here in front of a

table, holding the bottle in its right gripper, with the fruit bowl placed on the table.

4.3 Robot Data Set

4.3.1 Robot

The robot used to collect the dataset is shown in Figure 4.4. It is a Rethink Robotics Baxter

Research Robot, an upper-torso humanoid robot with 2 7-dof arms, each with a parallel

gripper. The robot is placed in front of a table with a towel laid over it to absorb spilled

water. The robot is controlled via joint velocity commands. In the experiments in this

chapter, the robot uses only one of its arms at a time. The arm is fixed above the target

container and the robot controls the joint velocity of its last joint, i.e., the rotational angle

of its wrist.

4.3.2 Sensors

The robot is equipped with a pair of cameras mounted to its front immediately below its

screen. The first camera is an Asus Xtion RGBD camera, capable of providing both color and

depth images at 640×480 resolution and 30 Hz. The second camera is an Infrared Cameras
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(a) RGB (b) Thermal (c) Threshold (d) Overlay

Figure 4.5: An example of obtaining the ground truth liquid labels from the thermal camera.

From left to right: The color image from the RGBD camera; The thermal image from the

thermal camera transformed to the color pixel space; The result after thresholding the values

in the thermal image; and An overlay of the liquid pixels onto the color image.

Inc. 8640P Thermographic camera, capable of providing thermal images at 640×512 reso-

lution and 30 Hz. The thermal camera is mounted immediately above the RGBD camera’s

color sensor, and is angled such that the two cameras view the same scene from largely sim-

ilar perspectives. The Baxter robot is also equipped with joint-torque sensors, however the

signal from these sensors is too unreliable and so we did not use them in these experiments.

Calibration of the Thermal Camera

For our experiments, we use the thermal camera in combination with heated water to acquire

the ground truth pixel labels for the liquid. To do this, we must calibrate the thermal and

RGBD cameras to each other. In order to calibrate the cameras, we must know the corre-

spondence between pixels in each image. To get this correspondence, we use a checkerboard

pattern printed on poster paper attached to an aluminum sheet. We then mount a bright

light to the robot’s torso and shine that light on the checkerboard pattern while ensuring it

is visible in both cameras. The bright light is absorbed at differing rates by the light and

dark squares of the pattern, resulting in a checkerboard pattern that is visible in the thermal



49

camera3.

We then use OpenCV’s findChessboardCorners function to find the corners of the

pattern in each image, resulting in a set of correspondence points P therm and PRGB. We

compute the affine transform T between the two sets using singular-value decomposition.

Thus to find the corresponding pixel from the thermal image to the RGB image, simply

multiply as follows

Tptherm = pRGB

where ptherm is the xy coordinates of a pixel in the thermal image, and pRGB are its corre-

sponding xy coordinates in the RGB image.

It should be noted that T is only an affine transformation in pixel space, not a full

registration between the two images. That is, T is only valid for pixels at the specific depth

for which it was calibrated, and for pixels at different depths, Tptherm will not correspond

to the same object in the RGB image as ptherm in the thermal image. While methods do

exist to compute a full registration between RGB and thermal images [116], they tend to be

noisy and unreliable. For our purposes, since the liquids are always a constant depth from

the camera, we opted to use this affine transform instead, which is both faster and more

reliable, resulting in better ground truth pixel labels. While our RGBD camera does provide

depth values at each pixel, the liquid does not appear in the depth readings and thus we

could not use them to compute the full registration. Figure 4.5 shows an example of the

correspondence between the thermal image and the RGB image.

4.3.3 Objects

For the robot dataset, we used two sets of objects: source containers and target containers.

We used 3 different source containers, the cup, the bottle, and the mug, shown in 4.6a, 4.6b,

and 4.6c. The bottle and mug were both thermally insulated, and we wrapped the cup in

insulators. This was done so that the robot could use the same source container from trial

3Albeit inverted as the black squares absorb more light than the white, thus appearing brighter in the
thermal image. However we only care about the corners of the pattern, which are the same.
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Source Containers

(a) Cup (b) Bottle (c) Mug

Target Containers

(d) Bowl (e) Fruit Bowl (f) Pan

(g) Small Bowl (h) Tan Mug (i) Redgray Mug

Figure 4.6: The objects used to collect the dataset. The first row are the three source

containers. The last two rows are the 6 target containers.
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to trial without the object accumulating heat and appearing the same temperature as the

liquid in the thermal image. The only exception to this was the lid of the mug, which was

not thermally insulated. It was submersed in cold water between each trial to prevent heat

build-up.

We used two different types of target containers, 3 large containers and 3 small. The 3

large containers were the bowl, the fruit bowl, and the pan shown in Figures 4.6d, 4.6e, and

4.6f. The 3 small containers were the small bowl, the tan mug and the redgray mug shown in

4.6g, 4.6h, and 4.6i. Each target container was swapped out at the end of each trial to allow

it time to dissipate the heat from the hot liquid.

4.3.4 Data Collection

We collected 1,009 pouring trials with our robot. For every trial on our robot we collected

color, depth, and thermal images. Additionally we collected 20 pouring trials for evaluating

our methodology’s generalization ability with objects not present in the training set. We

collected 648 specifically for the perception task in this chapter while the remaining 361 were

collected while performing the pouring experiments in the next chapter4.

For the 648 pouring trails collected here on our robot we did the following. We fixed

the robot’s gripper over the target container and placed the source container in the gripper

pre-filled with a specific amount of liquid. The robot controlled the angle of the source by

rotating its wrist joint. We systematically varied 6 variables:

• Arm - left or right

• Source Container - cup, bottle, or mug

• Target Container - bowl, fruit bowl, or pan

4The experiments in the following chapter were conducted contemporaneously with the experiments in
this chapter and so we were able to add the data collected in those experiments to train the model-free
volume estimation networks to our dataset here since it is largely the same format.
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• Fill Amount - empty, 30%, 60%, or 90%

• Trajectory - partial, hold, or dump

• Motion - minimal, moderate, or high

We used both arms, as well as varied the source containers. We also used the 3 large target

containers to contrast with the 3 small ones used in the other data (described in the next

chapter). In addition to various fill percents, we also included trials with no liquid to provide

negative examples (which we use for both training and evaluating our networks). The robot

followed three fixed pouring trajectories: one in which it tilted the source to parallel with the

ground and then returned to vertical; one in which it tilted the source to parallel with the

ground and held it there; and one in which the robot quickly rotated the source to pointing

almost vertically down into the target. Finally, we added motion to the data. For minimal

motion, the only motion in the scene was the robot’s with minimal background motion. For

moderate motion, a person moved around in the background of the scene while the robot

was pouring. For high motion, a person grasped and held the target container and actively

moved it around while the robot poured into it.

Test Data

We also collected 20 pouring trials on our robot to evaluate our methodology’s generalization

ability. We used the target containers in Figure 4.7 which were not included in the training

datasets described in the previous sections. For each object, we recorded 3 trials using the

mug as the source container, the robot’s right arm, and we filled the source initially 90%

full. We collected one trial for each of the pouring trajectories described previously (partial,

hold, and dump) with minimal background motion. We collected 2 more trials with each

object where we fixed the pouring trajectory (fixed as dump) and varied the motion between

moderate and high. Overall there were 5 trials per test object for a total of 20 test trials.
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(a) Blue Bowl (b) Tan Bowl

(c) Gold Mug (d) Teal Mug

Figure 4.7: The target containers used to create the testing set.

4.3.5 Generating the Ground Truth from Thermal Images

We process the thermal images into ground truth pixel labels as follows. First, we normalize

the temperature values for each frame in the range 0 to 1. For all frames before liquid appears,

we use the normalization parameters from the first frame with liquid. We then threshold

each frame at 0.6, that is, all pixels with values lower than 0.6 are labeled not-liquid and all

pixels higher are labeled liquid.

While this results in a decent segmentation of the liquid, we can further improve it by

removing erroneously labeled liquid pixels. For example, during some sequences the robot

briefly missed the target container, causing water to fall onto the table and be absorbed by

the towel. While this is still technically liquid, we do not wish to label it as such because after

being absorbed by the towel, it’s appearance qualitatively changes. We use the PointCloud

Library’s plane fitting and point clustering functions to localize the object on the table from

the depth image, and we remove points belonging to the table5 Additionally, for some trials,

5We keep points above the lip of the target container in the image so as to not remove the stream of
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the lid on the mug did not properly cool down between trials, and so for those trials we use a

simple depth filter to remove pixels too close to the camera (the source container is slightly

closer to the camera than the target).

4.4 Learning Methodology

We utilize deep neural networks to learn the task of detection. Specifically, we use fully-

convolutional networks (FCNs) [87], that is, networks comprised of only convolutional layers

(in addition to pooling and non-linear layers) and no fully-connected layers. FCNs are well

suited to the tasks in this paper because they produce pixel-wise labels and because they

allow for variable sized inputs and outputs. The following sections describe the different

types of inputs and outputs for our networks, as well as the different network layouts.

4.4.1 Network Input

We implemented 5 different types of input images to feed into our networks. The first was

the standard RGB image shown Figure 4.8a. This is the type of FCN input most commonly

seen in the literature [49, 125], and we use it as the primary type of input for tasks on the

simulated dataset. However, since the robot dataset is one tenth the size of the simulated

dataset, and thus is more prone to overfitting, we also desired to evaluate other types of

images that may help counteract this tendency to overfit. The most obvious type of image is

grayscale, which was very commonly used in computer vision methods prior to deep networks

[31]. Figure 4.8b shows a grayscale version of the RGB image in Figure 4.8a.

Inspired by prior work [163], we also evaluated optical flow as an input to the networks.

We computed the dense optical flow for a given frame by calling OpenCV’s calcOpticalFlowFarneback

on that frame and the frame immediately prior (for the first frame we used the following

frame instead). For the parameters to the function calcOpticalFlowFarneback, we set the

number of pyramid levels to 3 and the pyramid scale to 0.5, the window size to 15 and the

liquid as it transfers form the source to the target.
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Inputs

(a) RGB (b) Grayscale (c) Optical Flow

(d) RGB+Optical Flow (e) Grayscale+Optical Flow

Output

(f) Visible Liquid

Figure 4.8: Different images of the same frame from the same sequence. The upper part

of this figure shows the different types of network inputs (RGB, grayscale, optical flow,

RGB+optical flow, and grayscale+optical flow). The lower part shows the desired network

outputs (pixel labels for liquid and not-liquid).
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number of iterations to 3, and the pixel neighborhood size to 5 with a standard deviation of

1.2. Besides calling calcOpticalFlowFarneback, we did not perform any other filtering or

smoothing on the optical flow output.

The output of the dense optical flow was an xy vector for each pixel, where the vector was

the movement of that feature from the first frame to the second. We converted each vector

to polar coordinates (angle and magnitude), and further converted the angle to the sine and

cosine values for the angle, resulting in three values for each pixel. We store the resulting

vectors in a three channel image, where the first channel is the sine of each pixel’s angle, the

second is the cosine, and the third is the magnitude. An example is shown in Figure 4.8c

(converted to HSV for visualization purposes, where the angle is the hue and the magnitude

is the value). While [163] showed that optical flow at least correlates with moving liquid, it

is not clear that flow by itself provides enough context to solve the detection problem. Thus

we also evaluate combining it with RGB (Figure 4.8d) and grayscale (Figure 4.8e).

4.4.2 Network Output

The desired output of the network for detection is the locations of the visible liquid in the

scene. An example of this is shown in Figure 4.8f. Note that in the case of Figure 4.8f, most

of the liquid is occluded by the containers, so here the robot is detecting primarily the flow

of liquid as it transfers from the source to the target container. The output of each network

is a pixel-wise label confidence image, i.e., for each pixel, the network outputs its confidence

in [0, 1] that that pixel is either liquid or not-liquid.

4.4.3 Network Layouts

All of the networks we use in this paper are fully-convolutional networks (FCNs). That is,

they do not have any fully-connected layers, which means each intermediate piece of data in

the network maintains the image structure from the original input. This makes FCNs well-

suited for tasks which require pixel labels of the pixels from the input image, which our task
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of detection requires. Additionally, they allow variable sized input and outputs, which we

take advantage of during training of our networks (described later in the evaluation section).

We use the Caffe deep learning framework [58] to implement our networks

Input Blocks

Each network we implement is built from one or more input blocks. Input blocks are combi-

nations of network layers with different types of input. Essentially each is the beginning part

of an FCN. We split our description of our neural networks into input blocks and network

types (below) to simplify it. We combine our different types of input blocks with our different

network types to create a combinatorially larger number of networks, which we then use to

solve the task of detection.

Figure 4.9 shows the 3 different types of input blocks that we use in this paper. The first

(Figure 4.9a) is the standard input block used by most of our networks. It takes as input

a single image, which it then passes through 5 conv-pool layers, which apply a convolution,

then a rectified linear filter, and finally a max pooling operation. The first two conv-pool

layers have a stride of two for the max pooling operation; all other layers have a stride of

one. The output of this input block is a tensor with shape 32× H
4
× W

4
where H and W are

the height and width of the input image respectively.

The second two input blocks are used for networks that take two different types of images

as input (e.g., RGB and optical flow). Figure 4.9b shows the early-fusion approach, which

combines the two images channel-wise and feeds them into a block otherwise identical to the

standard input block. Figure 4.9c shows the late-fusion approach, which feeds each image

into separate copies of the standard input block, and then concatenates the resulting tensors

channel-wise, resulting in a 64 × H
4
× W

4
tensor. Some work in the literature has suggested

that the late-fusion approach tends to perform better than the early-fusion approach[153],

however in this paper we evaluate this premise on our own tasks.
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(a) Standard Input Block
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(b) Early Fusion Input Block
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(c) Late Fusion Input Block

Figure 4.9: The 3 different types of input blocks. The first is used when the network takes

only a single type of input; the second two are used when combining two different types of

input. Here gray boxes are the feature representations at each level of the network, and the

colored squares are the layers that operate on each representation. Gray boxes immediately

adjacent indicate channel-wise concatenation.
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Network Types

We use 3 different types of networks in this paper:

FCN The first is a standard FCN shown in Figure 4.10a. It takes the output of the input

block and passes it through 2 1×1 convolutional layers and a final transposed con-

volution6 layer (written as Conv> in the figure). The 1×1 convolutional layers take

the place of fully-connected layers in a standard neural network. They take only the

channels for a single “pixel” of the input tensor, acting similar to a fully-connected

layer on a network that takes the image patch of the response region for that pixel.

Each 1×1 convolutional layer is followed by a rectified linear filter.

MF-FCN The second network type is a multi-frame FCN shown in Figure 4.10b. It takes as

input a series of sequential frames, and so has an input block for each frame. Each input

block shares parameters, e.g., the first convolutional layer in the first input block has

the exact same kernels as the first convolutional layer in the second input block, and so

on. The output tensors of all the input blocks are concatenated together channel-wise.

This is then feed to a network structured identical to the structure for the previous

network (two 1×1 convolutional layers followed by a transposed convolution layer).

LSTM-FCN The last network type is a recurrent network that utilizes a long short-term

memory (LSTM) layer [54] shown in Figure 4.10c. It takes the recurrent state, the cell

state, and the output image from the previous timestep in addition to the frame from

the current timestep as input. The output tensor from the input block is concatenated

channel-wise with the recurrent state, and with the output image from the previous

timestep after it has been passed through 3 conv-pool layers. The resulting tensor is

then fed into the LSTM layer along with the cell state. The LSTM layer uses the cell

state to “gate” the other inputs, that is, the cell state controls how the information

in the other inputs passes through the LSTM. The resulting output we refer to as the

6Sometimes referred to in the literature as upsampling or deconvolution.
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(b) MF-FCN
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(c) LSTM-FCN

Figure 4.10: The three types of networks we tested. The first is a standard FCN. The second is an FCN

that takes in a series of consecutive frames. The final is a recurrent network that uses an LSTM layer to

enable the recurrence. As in Figure 4.9, the gray boxes are the feature representations at each level of the

network, and the colored squares are the layers that operate on each representation. Gray boxes immediately

adjacent indicate channel-wise concatenation (the dashed line in the MF-FCN indicates a concatenation over

the range of inputs). NI indicates the size of the output of the input block, with NI = 2 for the late-fusion

blocks and NI = 1 for all other blocks. The LSTM-FCN takes its own output from the previous timestep

as input (lower-left), convolves it through 3 layers, and concatenates it with the output of the input block.

The LSTM layer is implemented using the layout described in Figure 1 of [41]



61

“recurrent state” because it is feed back into the LSTM on the next timestep. The

LSTM layer also updates the cell state for use on the next timestep. In addition to being

used in the next timestep, this recurrent state is also fed through a 1×1 convolutional

layer and then a transposed convolution layer to generate the output image for this

timestep. To maintain the fully-convolutional nature of our network, we replace all the

gates in the LSTM layer with 1×1 convolutional layers. Please refer to Figure 1 of [41]

for a more detailed description of the LSTM layer.

4.5 Evaluation

4.5.1 Simulated Data Set

We evaluate all three of our network types on the simulated dataset. For this dataset, we

use only single input image types, so all networks are implemented with the standard input

block (Figure 4.9a). We report the results as precision and recall curves, that is, for every

value between 0 and 1, we threshold the confidence of the network’s labels and compute

the corresponding precision and recall based on the pixel-wise accuracy. We also report the

area-under-curve score for the precision and recall curves. Additionally, we report precision

and recall curves for various amounts of “slack,” i.e., we count a positive classification as

correct if it is within n pixels of a true positive pixel, where n is the slack value. This

slack evaluation allows us to differentiate networks that are able to detect the liquid, albeit

somewhat imprecisely, versus networks that fire on parts of the image not close to liquid.

We evaluate our networks on two subsets of the simulated dataset: the fixed-view set and

the multi-view set. The fixed-view set contains all the data for which the camera was directly

across from the table (camera azimuth of 0 or 180 degrees) and the camera was level with

the table (low camera height), or 1,266 of the pouring sequences. Due to the cylindrical

shape of all the source and target containers, this is the set of data for which the mapping

from the full 3D state of the simulator to a 2D representation is straightforward, which is

useful for our networks as they operate only on 2D images. The multi-view set contains all
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data from the simulated dataset, including all camera viewpoints. The mapping from 3D to

2D for this set is not as straightforward.

We trained all three networks in a similar manner. Due to the fact that the vast majority

of pixels in any sequence are not-liquid pixels, we found that trying to train directly on

the full pouring sequences resulted in networks that settled in a local minima classifying all

pixels as not-liquid. Instead, we first pre-train each network for 61,000 iterations on crops of

the images and sequences around areas with large amounts of liquid (due to the increased

complexity of the LSTM-FCN, we initialize the pre-training LSTM-FCN with the weights

of the pre-trained single-frame FCN). We then train the networks for an additional 61,000

iterations on full images and sequences. This is only possible because our networks are fully-

convolutional, which allows them to have variable sized inputs and outputs. Additionally,

we also employ gradient weighting to counteract the large imbalance between positive and

negative pixels. We multiply the gradient from each not-liquid pixel by 0.1 so that the error

from the liquid pixels has a larger effect on the learned weights.

The full input images to our networks were scaled to 400×300. The crops taken from

these images were 160×160. The single-frame networks were trained with a batch size of 32.

The multi-frame networks were given a window of 32 frames as input and were trained with

a batch size of 1. The LSTM networks were unrolled for 32 frames during training (i.e., the

gradients were propagated back 32 timesteps) and were trained with a batch size of 5. We

used the mini-batch gradient descent method Adam [62] with a learning rate of 0.0001 and

default momentum values. All error signals were computed using the softmax with loss layer

built-into Caffe [58].

4.5.2 Robot Data Set

For the robot dataset, we evaluate our networks on the task of detection. However, detection

on the robot dataset is more challenging than on the simulated dataset as there is less data

to train on. This is a general problem in robotics with deep learning. Deep neural networks

require vast amounts of data to train on, but it is difficult to collect this much data on a
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robot. While there have been some proposed solutions for specific problems [82, 152], there is

no generally accepted methodology for solving this issue. Here we evaluate utilizing different

types of input images to help prevent the networks from overfitting on the smaller amount

of data.

Specifically, we train networks for each of the following input types (with the correspond-

ing input block in parentheses):

• RGB (standard input block)

• Grayscale (standard input block)

• Optical Flow (standard input block)

• RGB+Optical Flow (early-fusion input block)

• Grayscale+Optical Flow (early-fusion input block)

• RGB+Optical Flow (late-fusion input block)

• Grayscale+Optical Flow (late-fusion input block)

We train LSTM networks on all of these different types of inputs, as well as the single-frame

networks since they are necessary to initialize the weights of the LSTM networks. We use

the same learning parameters and training methodology as on simulated data (pre-training

on crops, gradient weighting, etc.). For brevity, we report our results as area under the curve

for the precision and recall curves for each network.

Unlike for the simulated dataset, where the train and test sets are created by dividing

the dataset, for the robot dataset, we created an explicit test set. To test the robot’s

generalization ability, we used target containers that did not appear in the train set. We

train all networks on the entire dataset and test on this explicit test set. To gauge the extent

to which our networks overfit to their training set, we report the performance of the networks

on both the train set and the test set.



64

4.5.3 Baseline for the Robot Data Set

For comparison, we implement as a baseline the liquid detection methodology described in

[163] for the detection task on the real robot dataset. We briefly describe that implementation

here. For each image in a sequence, we compute the dense optical flow using the same

methodology as for the neural network method. Next, we compute the magnitude of the

flow vector for each pixel, and create a resulting flow magnitude image. We then perform

the following steps to filter the image as described in Section II.A of [163]:

1. Erode the image with a square kernel of size 3.

2. Dilate the image with a square kernel of size 3.

3. Apply a temporal filter with size 5 to each pixel, replacing the value in the pixel with

the OR of all the pixels covered by the filter.

4. Dilate the image with a square kernel of size 7.

5. Erode the image with a square kernel of size 11.

6. Dilate the image with a square kernel of size 13.

7. Convolve the image with a 12×1 filter (12 pixels high, 1 wide) where each value in the

filter is 1/12.

8. Use the result of the prior step to apply as a mask to the result of step 3.

9. Apply the same filter to the result as in step 7.

10. Scale the magnitudes in the resulting image to be in the range 0 to 1.

Note that some of the hyper parameters we used are adjusted from the values used in [163]

to account for the difference in image sizes (640×480 vs. 400×300 in this paper).



65

There are two primary differences between our implementation and the implementation

in [163]. The first is the way in which background motion is removed. In that paper, the

authors utilized stereo RGB cameras to localize the optical flow in 3D, and then fixed a

region of interest around the liquid, removing all motion not in that region. In our work, we

use a single camera, however our camera also uses structured infrared light combined with

an infrared camera to determine the depth of each point in the image. In order to remove

background motion, we generate a mask by including only pixels whose value is closer than

one meter from the camera. We then smooth this mask by eroding, then dilating twice, then

eroding again, all with a square kernel of size 7. This mask is applied to the optical flow

before applying the filter steps above.

The second difference between our implementation and that in [163] is that, in order to be

comparable to our methodology, it must compute a distribution over the class labels, rather

than a single label. In [163] they compute only a binary mask for each image. However, in the

following section we utilize precision-recall curves to compare our methods, which requires

a probability distribution over class labels to compute. We approximate this distribution

using the magnitude of the flow at each pixel, that is, the more a pixel is moving, the more

likely it is liquid.

4.6 Results

4.6.1 Simulated Data Set

Figures 4.11 and 4.12 show the results of training our networks for the detection task on

the simulated dataset. Figure 4.11 shows the output of each network on example frames.

From this figure it is clear that all networks have the ability to at least detect the presence of

liquid. However, it is also clear that the MF-FCN is superior to the single-frame FCN, and the

LSTM-FCN is superior to the MF-FCN. This aligns with our expectations: As we integrate

more temporal information (the FCN sees no temporal information, the MF-FCN sees a

small window, and the LSTM-FCN has a full recurrent state), the networks perform better.
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Input Labels FCN MF-FCN LSTM-FCN

Figure 4.11: Example frames from the 3 network types on the detection task on the simulated

dataset. The sequences shown here were randomly selected from the test set and the frame

with the largest amount of liquid visible was selected. The last sequence was selected to

show how the networks perform when no liquid is present.
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(c) LSTM-FCN
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(d) MV LSTM-FCN

Figure 4.12: Precision-recall curves for the simulated dataset. The first three show the curves

for the three network types on the fixed-view subset. The last graph shows the performance of

the LSTM network on the multi-view subset. The different lines show the different amounts

of slack, i.e., how far a positive classification can be from a true positive to still count as

correct. The area under the curve (AUC) is shown for the 0 slack curve.
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The quantitative results in Figure 4.12 confirm these qualitative results. For reference, all

the networks have a very similar number of parameters (414,336, 477,824, and 437,508 for

the FCN, MF-FCN, and LSTM-FCN networks respectively), so it is clear that the success of

the LSTM-FCN is not simply due to having more parameters and “remembering” the data

better, but that it actually integrates the temporal information better.

Since the LSTM-FCN outperformed the other two network types by a significant margin,

we evaluated it on the multi-view set from the simulated dataset. The performance is shown

in Figure 4.12d. Even with the large increase in camera viewpoints, the network is still able

to detect liquid with only a relatively small loss in performance. These results combined

with the performance of the LSTM-FCN in Figure 4.12c clearly show that it is the best

network for performing detection and is the reason we focus on this network for detection

on the robot dataset.

4.6.2 Robot Data Set

Figure 4.14 shows example output on the test set of the LSTM-FCN with different types of

input. From this figure, it appears that the best performing network is the one that takes

as input grayscale images plus optical flow with the early-fusion input block. Indeed, the

numbers in the table in Figure 4.13b confirm this. Interestingly, the grayscale + optical flow

early-fusion network is the second worst performing network on the train set, but performs

the best on the test set. This suggests that the other networks tend to overfit more to the

training distribution and as a result don’t generalize to new data very well.

The table in Figure 4.13a reflects a similar, albeit slightly different, result for single-frame

FCNs. While the grayscale plus optical flow early-fusion network has one of the highest

performances on the test set, it is outperformed by the network that takes only optical flow

as input. As counter-intuitive as it may seem, this makes some sense. The single-frame

FCN does not have the ability to view any temporal information, however since optical flow

is computed between two frames, it implicitly encodes temporal information in the input

to the network. As we saw in the section on detection on the simulated dataset, temporal
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Optical Flow

train
test

None Early-Fusion Late-Fusion

RGB 76.1%
18.2%

63.3%
17.5%

48.8%
25.1%

Gray 70.7%
22.0%

57.0%
30.5%

73.8%
24.1%

Neither 41.3%
35.1%

(a) FCN

Optical Flow

train
test

None Early-Fusion Late-Fusion

RGB 95.1%
23.7%

48.3%
13.4%

93.1%
33.1%

Gray 82.9%
17.9%

81.5%
49.4%

92.8%
41.7%

Neither 82.7%
37.4%

(b) LSTM-FCN

Figure 4.13: The area under the curve (AUC) for the precision-recall curves for the networks

for the detection task on the robot dataset. The top table shows the AUC for the single-

frame FCN; the bottom shows the AUC for the LSTM-FCN. The tables show the AUC for

different types of input, with rows for different types of image data (RGB or grayscale) and

the columns for different types of optical flow (none, early-fusion, or late-fusion). Each cell

shows the AUC on the train set (upper) and the AUC on the test set (lower), all computed

with 0 slack.
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Figure 4.14: Example frames for the LSTM-FCN for the detection task on the robot dataset

with different types of input images. The first row shows the color image for reference and

the row immediately below it shows the ground truth. All these images are from the test set

with target object not seen in the train set. The last row shows the output of the baseline.
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information is very important for the detection task and the network that takes only optical

flow is forced to only use temporal information, thus allowing it to generalize to new data

better. In the case of the LSTM-FCN, this effect is less pronounced because the network can

store temporal information in its recurrent state, although performance of the optical flow

only network is still better than performance of the networks that do not use optical flow in

any way.

Baseline Comparison

We also computed the performance of the baseline method based on the methodology of

[163]. It achieved 5.9% AUC on the training set and 8.3% AUC on the testing set. The

last row of Figure 4.14 shows some examples of the output of the baseline. While it is

clear from the figure that the baseline is at least somewhat able to detect liquid, it does

not perform nearly as well as the neural network based methods. However, it is important

to note that this method was developed by [163] for a slightly different task in a slightly

different environment and using stereo cameras rather than monocular, so it would not be

expected to perform as well on this task. Nonetheless, it still provides a good baseline to

compare our methods against.

The biggest advantage of the baseline method over learning-based methods is it’s re-

silience to overfitting due to its lack of trained parameters. However, this lack of learning

also means it can’t adapt to the problem as well. Inspired by the resilience of the baseline

method, we combined it with our deep neural network architectures to soften the effect of

overfitting while maintaining the adaptability of learning-based methods. As shown in Figure

4.13b, the methods using optical flow as an input tended to have a smaller disparity between

their training set and testing set performance. While this didn’t completely alleviate all

overfitting, it is clear that combining these two methods is superior to using either alone.
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Figure 4.15: The area under the curve on the test set at each iteration of training. The red

line shows the performance of the LSTM-FCN trained solely on the robot dataset; the blue

line shows the performance of the LSTM-FCN initialized from the simulated dataset.

Initializing on Simulated Data

We evaluated whether or not the simulated data set, with its larger size, could be used to

pre-train the weights of a network that would then be trained on the robot data. Since the

LSTM-FCN with grayscale plus optical flow early-fusion as input generalized the best in the

previous section, we trained another LSTM-FCN on the same type of input. However, instead

of pre-training it on cropped images from the robot dataset, we went through the full training

process for a detection network on the simulated dataset, and used those weights to initialize

this network, which was then trained on the robot dataset. The networks converged to the

same performance after 61,000 iterations of training. Figure 4.15 shows the performance of

both the network not initialized with any simulated data as compared to the performance of

this network on the test set at each iteration. The network initialized with simulated data

does seem to converge slightly faster, although not by a large amount.
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4.7 Discussion

In this chapter, we showed how a robot can solve the task of detection for liquids using deep

learning. We evaluated 3 different network architectures, FCN, MF-FCN, and LSTM-FCN,

all of which integrated different amounts of temporal information. We also evaluated eight

different types of input images to our networks, including RGB and grayscale combined

with optical flow. We tested these networks on both data we generated in a realistic liquid

simulator and on data we collected from a real robot.

Our results clearly show that integrating temporal information is crucial for perceiving

and reasoning about liquids. The multi-frame FCN was able to outperform the single-frame

FCN because it incorporated a window of frames, giving it more temporal information. Fur-

thermore, the LSTM-FCN is able to learn to remember relevant information in its recurrent

state, enabling it to outperform the MF-FCN since it keeps information much longer than

the fixed window of the MF-FCN.

The results also showed that, for the purposes of generalizing to new objects and settings,

standard RGB images lead to overfitting and are not as well suited as images converted to

grayscale and early-fused with optical flow. Networks trained on RGB images tended to

perform very well on sequences drawn from the same distribution as their training set, but

their performance dropped considerably when those sequences were drawn from a slightly

different setting. However, while networks trained on grayscale early-fused with optical flow

did not reach the same level of performance on data taken from the training distribution,

their generalization to new settings was significantly better.

In this chapter we discovered many new insights on perceiving liquids. First, we found

that deep learning can be applied to address this challenging perception task with the right

architecture. Second, we introduced a novel technique using a thermographic camera and

hot water to automatically generate ground truth labels for our real robot dataset. Third, we

investigated different deep network structures and showed through experimental evaluation

how different types and combinations of inputs affect a networks ability to solve the detection
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task. In the following chapter we use these insights to apply our perception model to the

pouring control task.

4.7.1 Practical Takeaways

While generating the results for this chapter, we also gained several technical insights. The

first major issue we encountered in this research was the negative label bias. In the images

we used, the vast majority of the pixels were non-liquid. When we trained networks from

scratch on these images, they all settled in a local minima, labelling all pixels as non-liquid

and none as liquid, even when they contained liquid. We multiplied the loss for liquid pixels

by a large value to encourage the network to not misclassify them, but by itself this did not

have an effect (in this chapter we used a 10:1 ratio for liquid pixel error versus non-liquid

pixel error, but we increased this ratio as high as 10,000:1 with no noticeable effect when

used alone). What did work was first training the networks on crops around large amounts

of liquid pixels, which balanced the ratio of liquid to non-liquid pixels. This combined with

weighting the loss on liquid pixels higher had a significant effect on performance. On the

other hand, changing variables such as the number of kernels in a layer, the size of the kernels,

or even the number of convolutional layers in network had little effect on the performance

of the networks.

Since these results were generated, the technique of domain randomization [149] has be-

come a popular technique for enabling sim-to-real transfer. This is the technique of training

a neural network in a simulation environment while varying the visual properties of said

environment. This forces the network to operate under a wide variety of visual conditions,

which then allows it to work when applied in a real environment. In this chapter we applied

domain randomization (before it was called that) to our generation of the simulated dataset.

However, we found that it had only a small effect on the performance of our network on the

real data (it converged slightly faster when training on real data, but did not directly trans-

fer). While deep networks require a lot of data to train, we generated 4.5 million images or

about 2.5TB of data. For the LSTM-FCN, with a batch size of 5 and unroll of 32 timesteps
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during training for 61,000 iterations, it would have been trained on approximately 9.7 mil-

lion images, which means it would have seen each image in our dataset about twice. This

makes it unlikely that generating more data would have improved the sim-to-real transfer.

Ultimately, what we discovered here was that varying the visual properties of the data can

only help a neural network so much; if the visual parameter space does not encompass the

real environment, then it will be more difficult for sim-to-real transfer.
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Chapter 5

LEARNING TO SEE & POUR: COMBINING
MANIPULATION AND PERCEPTION

In the previous chapters we examined two different components of a robotic liquid control

pipeline. In chapter 3 we looked at how a robot can pour precise amounts of liquid given a

means to measure the rate of transfer from the source container to the target. In chapter 4 we

examined several methods for using fully convolutional neural networks (FCNs) to solve the

detection task, i.e., labelling each pixel in an RGB image as liquid if it is liquid or not-liquid

if not. In this chapter we reexamine the pouring task, however here we combine it with the

perception pipeline we developed in chapter 4.

Here we introduce a framework to allow robots to pour specific amounts of liquid using

only RGB feedback. The intuition behind our approach is based on the insight that people

strongly rely on visual cues when pouring liquids. For example, a health study revealed

that the amount of wine people pour into a glass is strongly biased by visual factors such

as the shape of the glass or the color of the wine [156]. We thus propose a framework

that uses visual feedback in a closed-loop pouring controller. Specifically, we train a deep

neural network structure to estimate the amount of liquid in a cup from raw visual data.

Our network structure has two stages. In the first stage, a network detects which pixels

in a camera image contain water. The output of the detection network is fed into another

network that estimates the amount of liquid already in the container. This amount is used

as real-time feedback in a PID controller that is tasked to pour a desired amount of water

into a cup.

To generate labeled data needed for the neural networks, we use the experimental setup

0The contents of this chapter were published in [132].
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Figure 5.1: The Baxter robot used in our experiments. In its right gripper it holds the

cup used as the source container. On the table in front of the robot are the three target

containers (from left to right): the small bowl, tan mug, and redgray mug.

from the previous chapter that uses a thermal camera calibrated with an RGBD camera to

automatically label which pixels in the color frames contain (heated) water. Experiments

with a Baxter robot pouring water into three different containers (two mugs and one bowl)

indicate that this approach allows us to train deep networks that provide sufficiently accurate

volume estimates for the pouring task.

5.1 Technical Approach

5.1.1 Task Overview

In the experiments in this chapter, the robot is tasked with pouring a specific amount of

liquid from a source container into a target container. This task is more difficult than prior

work on robotic pouring which primarily focuses on pouring all the contents of the source

container into the target container, whereas we focus on pouring only a limited amount from

the source containing an unknown initial amount of liquid. To accomplish this, the robot
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Figure 5.2: The entire robot control system using the recurrent neural network for detections

and the multi-frame network for volume estimation. The recurrent detection network (top)

takes both the color image and its own detections from the previous time step and produces

a liquid detection heatmap. The multi-frame network (center) takes a sequence of detections

cropped around the target container and outputs a distribution over volumes in the container.

The output of this network is fed into a HMM, which estimates the volume of the container.

This is passed into a PID controller, which computes the robot’s control signal.
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(a) RGB (b) Thermal (c) Thresholded thermal (d) Network detections

Figure 5.3: An example frame from a pouring sequence. The left image shows the color

camera from the robot’s perspective, the left-middle image shows a heatmap of the thermal

camera after it has been registered to the color camera, the right-middle image shows the

water labeled by thresholding the thermal image, and the right image shows the output of

the detection network based on the RGB input.

must use visual feedback to continuously estimate the current volume of liquid in the target

container. Our approach has 3 main components: First the robot detects which pixels in its

visual field are liquid and which are not. Next the robot uses these detections to estimate the

volume of liquid in the target container. Finally, the robot feeds these volume estimates into

a controller to pour the liquid into the target. Figure 5.2 shows a diagram of this process. We

structure the problem in this manner as opposed to simply training one end-to-end network

as it allows us to train and evaluate each of the individual components of the system, which

can give us better insight into its operation.

5.1.2 Pixel-Wise Liquid Detection

In order for the robot to solve this task, the robot must first classify each pixel in the image as

liquid or not-liquid. In the prior chapter we developed two methods for acquiring these pixel

labels: a thermographic camera in conjunction with heated water, and a fully-convolutional

neural network[87]. While the thermal camera works well for generating pixel labels, it is

also rather expensive and must be registered to an RGBD sensor. We also evaluate using
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a color camera to acquire the pixel labels. To do this, we use the deep neural network

from the previous chapter. Specifically, we use the LSTM-FCN (i.e., the recurrent network)

because it had the best performance. Additionally, we use RGB images as input. The

results in chapter 4 showed that the input type that had the best generalization performance

was the grayscale with optical flow early-fusion. However the RGB input had the highest

performance when evaluated on objects it had seen before. Here we assume the robot has a

chance to interact with the target containers prior to evaluation, so we use RGB as input.

The network layout is shown in the upper part of figure 5.2.

5.1.3 Volume Estimation During Pouring Sequences

We propose two different methods for estimating the volume of liquid in a target container.

The first is a model-based method, which assumes we have access to a 3D model of the

target container and infers the height of the liquid based on the camera pose and binary

pixel labels. The second is a model-free method that trains a neural network to regress to

the volume of liquid in the target container given labeled pixels.

Filtering using a HMM

Before describing our volume estimation methods, we first describe our filtering method,

which will make our notation in the following sections clearer. Because of the temporal

nature of the task, we utilize a hidden Markov model (HMM) to filter the volume estimates

over time. Let t be the current timestep, vt be the volume of liquid in the target container at

time t (the hidden state in the HMM), and let zt be the observation at time t (described in

detail in the following sections). To compute the probability distribution over vt we can apply

Bayes rule. HMMs make the Markovian assumption, that is, vt is conditionally independent

of all prior observations and states given vt−1 and zt is conditionally independent of all prior

observations and states given vt. Thus we can write the posterior as

P (vt|zt, vt−1) ∝ P (zt|vt)P (vt|vt−1).
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For this chapter, we represent the distribution over v as a histogram over a fixed range, and

so the transition probability P (vt|vt−1) is a summation over the bins in the histogram

P (vt|vt−1) =
∑
i

P (vt|vt−1 = i)P (vt−1 = i). (5.1)

The transition probability P (vt|vt−1) is inferred from the training data.

The following two sections describe how we compute the observation probability p(zt|vt),

which varies for the model-based and model-free methods. During task execution, we com-

pute the volume of liquid at a given timestep t by taking the median over the posterior

distribution on vt
1.

Model-Based Volume Estimation

Our model-based method for estimating the volume of liquid in a target container assumes

we have a 3D model of the container and that we can use the pointcloud from our RGBD

sensor to find its pose in the scene. The observation zt for this method is the set of pixel-wise

liquid labels for the image at time t, computed as described in section 5.1.2. Intuitively, to

compute the observation probabilities, this method compares the actual observation zt to

what the robot would expect to see if the volume of liquid in the container were vt.

More formally, we compute P (zt|vt = i) as follows. First, we assume conditional inde-

pendence between every pixel pjt ∈ zt. Thus the observation probability becomes

P (zt|vt = i) =
∏
j

P (pjt |vt = i).

For this product, we only consider the set of pixels that view the inside of the container,

i.e., the set of pixels that could potentially be labelled liquid. An example of this is shown

in Figure 5.4. The dashed lines show the pixels whose rays intersect the interior of the

container, whereas the gray areas represent the pixels whose rays do not. Since the pixels

1We also evaluated using other methods such as the expectation or maximum likelihood, but we empiri-
cally determined that median produced more stable and less skewed estimates, although all the methods
only had minor differences.
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ht

Figure 5.4: Diagram of the camera looking into the target container. The blue shows where

the liquid is expected to be, given a volume and the corresponding fill height, ht. The blue

lines show pixels expected to be classified as liquid and the orange lines show pixels that are

expected to be classified as not-liquid. The gray shows pixels outside the container and not

used by our algorithm.
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in the gray area can not see liquid in the container, they have no effect on the observation

probability and thus are not considered.

To compute P (pjt |vt = i), we use the 3D mesh of the container and fill it with vt = i

volume of liquid. We then project that liquid back into the camera to get the expected pixel

label p̂jt . The observation probability is then

P (pjt |vt = i) =P (pjt |p̂
j
t = liquid)P (p̂jt = liquid|vt = i) +

P (pjt |p̂
j
t = not-liquid)P (p̂jt = not-liquid|vt = i).

To compute P (p̂jt |vt = i), we assume that the liquid is resting level in the container2. At

rest, the surface of the liquid will be parallel to the ground, and so we find the height ht of

the surface. We place a plane parallel to the ground at ht and check whether the ray from

pixel pjt intersects that plane prior to intersecting the 3D mesh of the container. We set

P (p̂jt = liquid|vt = i) to be 1 if the ray intersects the plane first (and 0 otherwise), and we

set P (p̂jt = not-liquid|vt = i) to be 1 if the ray intersects the mesh first (and 0 otherwise).

Figure 5.4 shows an example. The blue dashed lines show pixels that intersect the plane,

whereas the orange dashed lines show pixels that intersect the mesh before intersecting the

plane. To compute P (pjt |p̂
j
t), we use the following table:

pjt

Liquid Not-liquid

p̂jt
Liquid 90% 10%

Not-liquid 20% 80%

To compute the height of the surface of the liquid ht, we use binary search in combination

with the signed tetrahedron volume method [167]. That is, given a height ht, we can compute

the volume of the interior of the container below that height using its 3D mesh by applying

the method described in [167]. This volume under the plane corresponds to the volume of

2While not strictly true throughout the entire duration of a pour, this assumption still allows for a good
measurement.
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liquid resting in the container. We then perform binary search over the height to find the ht

that corresponds to vt = i. Note that because the distribution over vt is a histogram with a

fixed set of bins, we can precompute the height for each value of vt for each 3D mesh.

Model-Free Volume Estimation

Our model-free method replaces the object pose inference of the model-based method with

a neural network. The neural network takes in pixel labels and produces a volume estimate.

We use only the output of the detection network described in section 5.1.2 for the pixel labels,

so we directly feed the heatmap over the pixels into the volume estimation network. We also

evaluate adding as inputs either the color or depth images, which we append channel-wise

to the pixel labels before feeding into the network. We crop the input to the network around

the target container.

Formally, the network computes the function f(zt) = ṽt, where zt is the observation and

ṽt is an estimate of the volume in the container. The estimate ṽt is used as the observation

in the HMM, i.e., we use P (ṽt|vt) in place of P (zt|vt) since ṽt is a function of the observation

zt. The output of the network is a distribution over ṽt. To compute P (ṽt|vt), we sum over

all values for ṽt

P (ṽt|vt) =
∑
k

P (vt|ṽt = k)P (ṽt = k)

where P (ṽt = k) is computed by the network. The conditional probability P (vt|ṽt = k) is

inferred from the training data.

We evaluated three different network architectures: a single-frame convolutional neural

network (CNN)3, a multi-frame CNN, and a recurrent LSTM CNN. We use the Caffe deep

learning framework [58] to implement our networks

Single-Frame CNN: The single-frame network is a standard CNN that takes as input a

single image. It then passes the image through 5 convolution layers, each of which is followed

3Note that for the volume estimation networks, we use CNNs and not FCNs as we do for the detection
network. This is because the output of the volume estimator is a single value, not a value for each pixel,
so a CNN is more suited to the task.
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by a max pooling and rectified linear layer. Every layer has a stride of 1 except for the first

3 max pooling layers, which have a stride of 2. It passes the result through 3 fully connected

layers, each followed by a rectified linear layer. These last 3 layers are also followed by

dropout layers during training, with a drop rate of 10%. The single-frame network (CNN) is

similar to the multi-frame network shown in the center row of Figure 5.2, with the exception

that it only takes a single frame and does not have the concatenation layer or the convolution

layer immediately following it.

Multi-Frame CNN: The multi-frame network (MF-CNN) is shown in the center row of

Figure 5.2. It takes as input a set of temporally sequential images. Each image is passed

independently through the first 5 layers of the network, which are identical to the first 5 con-

volutional layers in the single-frame network. Next, the result of each image is concatenated

channel-wise and passed through another convolution layer (which is also followed by max

pooling and rectified linear layers). This is then fed into 3 fully connected layers, which are

identical to the last 3 layers of the single-frame CNN.

Recurrent LSTM CNN: The LSTM-CNN is identical to the single-frame network, with

the exception that we replace the first fully connected layer with the LSTM layer. In addition

to the output of the convolution layers, the LSTM layer also takes as input the recurrent

state from the previous timestep, as well as the cell state from the previous timestep. Each

gate in the LSTM layer is a 256 node fully connected layer. Please refer to Figure 1 of [41]

for a detailed layout of the LSTM layer.

5.1.4 Robot Controller

For this chapter, we want to investigate whether, given good real-time feedback, pouring can

be performed with a simple controller. We place a table in front of the robot, and on the

table we place the target container. We fix the source container in the robot’s right gripper

and pre-fill it with a specific amount of water not known to the robot. We also fix the robot’s

arm such that the source container is above and slightly to the side of the target container.

To pour, the robot controls the angle of its wrist joint, thus directly controlling the angle
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of the source container. We use a modified PID controller to execute the pour. This is

in contrast to the policy learned via guided policy search we used in chapter 3, which was

necessary to handle the unknown, variable sensor delay present there, however that delay is

not present here, so a PID controller suffices. For the PID controller, the robot first tilts the

container to a pre-specified angle (we use 75 degrees from vertical), then begins running the

PID controller, using the difference between the target volume and the current volume in

the target container as its error signal, which it uses to set the angular velocity of its wrist

joint. Since pouring is a non-reversible task (liquid cannot return to the source once it has

left), the integral term does nothing except push the robot to pour faster, so we set its gain

to 04. We set the proportional and derivative gains to 0.01π
180

and 0.2π
180

respectively, which we

empirically determined to perform well for the pouring task. Once the target volume has

been reached, the robot stops the PID controller and rotates the source container until it is

vertical once again.

5.1.5 Implementation Details

Finding the Container in the Scene

Both our model-based and model-free methods require finding the target container on the

table in front of the robot (though only the model-based needs a 3D model). To find the

container, we use the robot’s RGBD camera to capture a pointcloud of the scene in front of

the robot and then utilize functions in the PointCloud Library (PCL) [128] to find the plane

of the table and cluster the points on top of it. To acquire the pose for the model-based

method, we use iterative closest points to find the 3D pose of the model in the scene. Next

we use this pose to label each pixel in the image as either inner (inside of the container),

outer (outside of the container), or neither.

4We refer to the controller as a PID controller for easier comprehension by the reader, but it is technically
a PD controller.
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Generating Ground Truth Pixel Labels

We use a thermal camera in combination with water heated to approximately 93◦Celsius to

get the ground truth pixel labels for the liquid. To register the thermal image to the color

image, we use a paper checkerboard pattern attached to a 61×61 centimeter metal aluminum

sheet. We then direct a small, bright spotlight at the pattern, causing a heat differential

between the white and black squares, which is visible as a checkerboard pattern in the

thermal image. We use OpenCV’s built-in function for finding corners of a checkerboard

to find correspondence points and compute an affine transformation5. We use an adaptive

threshold based on the average temperature of the pixels associated with the target container

(which includes the pixels for the liquid in the container). The result of this is a binary image

with each pixel classified as either liquid or not-liquid. Figure 5.3 shows a color image, its

corresponding thermal image transformed to the color pixel space, and a simple temperature

threshold of the thermal image. Note that the thermal camera provides quite reliable pixel

labels for liquid detection with minimal false positives

Acquiring Ground Truth Volume Estimates for Training and Evaluation

In order to train our networks in the previous section, and to evaluate both our model-based

and model-free methods, we need a baseline ground truth volume estimation. To generate

this baseline, we utilize the thermal camera in combination with the model-based method

described in section 5.1.3. However, since this analysis can be done a posteriori and does not

need to be real-time, we can use the benefit of hindsight to improve our estimates, i.e., future

observations can improve the current state estimate. While we acknowledge that this method

does not guarantee perfect volume estimates, the combined accuracy of the thermal camera

and after-the-fact processing yield robust estimates suitable for training and evaluation.

To compute this baseline we replace the forward method for HMM inference described

5While there has been prior work on performing full registration between thermal and color images [116],
because the depth of the pour is fixed, we opted for this simpler approach. We cannot use the depth sensor
because water does not appear on the depth image.
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in section 5.1.3 with Viterbi decoding [12]. We replace the summation in equation 5.1 in

the computation of the prior P (vt|vt−1) with a max to compute the probability of each

sequence. We use a corresponding argmax to compute the previous state from the current

state, starting at the last time step and working backwards. At the last time step, we start

with the most probable state. Thus using this method we can generate a reliable ground

truth estimate of the volume of liquid in the target container over the duration of a pouring

sequence to use for training our learning algorithms and evaluating our methodology.

5.2 Experiments & Results

5.2.1 Robotic Platform

All of our experiments were performed on our Rethink Robotics Baxter Research Robot,

shown in Figure 5.1. It is equipped with two 7-dof arms, each with an electric parallel

gripper. For the experiments in this paper, we use exclusively the right arm. The robot

has an Asus Xtion Pro mounted on its upper-torso, directly below its screen, which includes

both an RGB color camera and a depth sensor, each of which produce 640×480 images at

30Hz. Mounted on the robot immediately above the Xtion sensor is an Infrared Cameras

Inc. 8640P Thermal Imaging Camera, which reads the temperature of the image at each

pixel and outputs a 640×512 image at 30Hz.

5.2.2 Experimental Setup

For all experiments, the robot poured from the cup shown in its gripper in Figure 5.1. We

used three target containers, also shown in Figure 5.1. We collected a dataset of pours using

this setup in order to both train and evaluate our methodologies. We collected a total of

279 pouring sequences, in which the robot attempted to pour 250ml of water into the target

using the thermal camera with the model-based method, with the initial amount in the cup

varied between 300ml, 350ml, and 400ml. Each sequence lasted exactly 25 seconds and was

recorded on both the thermal and RGBD cameras at 30Hz. We randomly divided the data
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Figure 5.5: The plot shows the scale reading compared to the thermal camera with the model

based method for each of the target containers.

75%-25% into train and evaluation sets. After the data was collected, we used the thermal

images to generate ground truth pixel labels as well as we used the Viterbi decoding method

described in section 5.1.5 to generate ground truth volume estimates, which we compare

against for the remainder of this section.

5.2.3 Validating Thermographic Ground Truth Methodology

Before we can evaluate our methodologies, we must first verify that our method for generating

ground truth volume estimates is accurate. We can compare a static volume measurement

with a scale to static estimates from the thermal camera combined with the model-based

method to gauge the accuracy of our method. Figure 5.5 shows a comparison between

measurements from a scale (x-axis) and the corresponding measurement from the thermal

camera using the model-based method (y-axis) for each of the three target containers. The

black dashed line shows a 1:1 correspondence for reference. From the figure it is clear that

the model-based method overestimates the volume for each container. In order to make our
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Figure 5.6: Root mean squared error in milliliters of each of the methods for volume esti-

mation. The left plot shows the error for the model-based method using either the thermal

image or the output of the detection network as pixel labels. The right plot shows the error

for the model-free methods when the networks take as input only the liquid detections (red),

the liquid detections plus the color image (green), and the liquid detections plus the depth

image (blue).

baseline as accurate as possible, we fit a linear model for each container and use that to

calibrate the baseline ground truth estimates described in section 5.1.5.

Note that we only use this calibration for computing the ground truth baseline, and

not when computing estimates for the model-based methodology. This is done on purpose,

since a robot would not be able to pre-calibrate its estimates for every object in a household

setting. While it might be reasonable to assume that a robot can acquire a 3D model for each

target container via existing object databases, we believe that performing a pre-calibration

using a scale and multiple pouring experiments for each object would be overly demanding.
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Figure 5.7: The volume estimates for the two model-based methods and the multi-frame

detection only model-free network. The black dashed line is the baseline ground truth. We

randomly selected one sequence for each target container from our test set to display here.

Best viewed in color.

5.2.4 Comparing Methods for Volume Estimation

For our model-free methodology, every network was trained using the mini-batch gradient

descent method Adam [62] with a learning rate of 0.0001 and default momentum values. Each

network was trained for 61,000 iterations, at which point performance tended to plateau. All

single-frame networks were trained using a batch size of 32; all multi-frame networks with a

window of 32 and batch size of 5; and all LSTM networks with a batch size of 5 and unrolled

for 32 frames during training. The input to each network was a 160 × 160 resolution crop

of either the liquid detections only, the color image and detections appended channel-wise,

or the depth image and detections appended channel-wise. We discretize the output to 100

values for the range of 0 to 400ml (none of our experiments use volumes greater than 400ml)

and train the network to classify the volume. The error signal was computed using the

softmax with loss layer built into Caffe [58]. In our data we noticed that approximately

2
3

of the time during each pouring sequence was spent either before or after pouring had



92

occurred, with little change in the volume. We found that the best results could be achieved

by first pre-training each network on data from the middle of each sequence during which the

volume was actively changing, and then training on data sampled from the entire sequence.

We discretize vt and the output of the network into 20 values6.

Figure 5.6 shows the root mean squared error in milliliters on the testing data for each

method with respect to our baseline ground truth comparison described in section 5.1.5. It

should be noted that although both our baseline ground truth estimate and the thermal

estimate in Figure 5.6a are derived from the same data, the difference between the two can

be largely attributed to the fact that the baseline method is able to look backwards in time

and adjust its estimates, whereas the thermal model-based method can only look forward

(which is necessary for control). For example, in the initial frames of a pour, as the water

leaves the source container, it can splash against the side of the target container, causing the

forward thermal estimate to incorrectly estimate a spike in the volume of liquid, whereas the

baseline method can smooth this spike by propagating backwards in time.

While the error for both model-based methods are relatively small, it is clear that some of

the model-free methods are actually better able to estimate the volume of liquid in the target

container. Surprisingly, the best performing model-free estimation network is the multi-

frame network that takes as input only the pixel-wise liquid detections from the detection

network. The networks trained on detections only are the only networks that receive no

shape information about the target container (both the depth and color images contain some

information about shape), so intuitively, it would be expected that they would be unable

to estimate the volume of more than a single container, and thus perform more poorly

than the other networks. However, a lot of the temporal and perceptual information used

by our methodology is already provided in the pixel-wise liquid detections, thus temporal

information in addition to either color or depth images are not as beneficial to the networks.

We can verify that this is indeed the case by looking at the volume estimates on randomly

6While this may seem rather coarse, we found it works well in practice.
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Figure 5.8: Plot of the result of each pour using our model-free method as input to the

controller. The x-axis is the target amount that the robot was attempting to reach, and the

y-axis is the actual amount the robot poured as measured by an external scale. The points

are color-coded by the target container. The black dashed line shows a 1:1 correspondence

for reference.

selected pouring sequences from the test set, one for each target container. Figure 5.7 shows

the volume estimates for the two model-based methods and the multi-frame detection only

method as compared to the baseline. It is clear from the plots that the multi-frame network is

better able to match the baseline ground truth than either of the model-based methods. Not

only does the multi-frame network outperform the model-based methods, but unlike them,

it does not require either an expensive thermal camera or a model of the target container.

For these reasons, we utilize this method in the next section for carrying out actual pouring

experiments with closed-loop visual feedback.
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(a) 200ml (b) 100ml (c) 150ml

(d) 250ml (e) 150ml (f) 200ml

Figure 5.9: Reference images for each of the three target containers. This is exactly the

perspective the robot sees when looking at the containers. Notice that a 50ml difference is

difficult to perceive even for a human (best viewed enlarged).
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5.2.5 Pouring with Raw Visual Feedback

Estimating the volume a posteriori and using a volume estimator as input to a pouring

controller are two very different problems. A volume estimation method may work well

analyzing the data after the pouring is finished, but that does not necessarily mean it is

suitable for control. For example, if the estimator outputs an erroneous value at one timestep,

it may be able to correct in the next since the trajectory of the pour does not change.

However, if this happens during a pour and the estimator outputs an erroneous value, this

may result in a negative feedback loop in which the trajectory deviates more and more from

optimal, leading to more erroneous volume estimates, etc. To verify that our chosen method

from the previous section is actually suitable for control, we need to execute it on a real

robot for real-time control.

We test the best performing method from the previous section: the multi-frame network

with detections from the detection network. To test the multi-frame network with detections

only, we executed 30 pours on the real robot using the PID controller described in section

5.1.4. We ran 10 sequences on each of the three target containers. For each sequence, we

randomly selected a target volume in {100, 150, 200, 250, 300} milliliters and we randomly

initialized the volume of water in the source container as either 300, 350, or 400 milliliters,

always ensuring at least a 100ml difference between the starting amount in the source and

the target amount (so the robot cannot simply dump out the entire source and call it a

success). Each pour lasted exactly 25 seconds, and we evaluated the robot based on the

actual amount of liquid in the target container (as measured by a scale) after the pour was

finished.

Figure 5.8 shows a plot of each pour, where the x-axis is the target amount and the

y-axis is the actual volume of liquid in the target container as measured by an external

scale after the pour finished. Note that the robot performs approximately the same on all

containers. This is particularly interesting since the volume estimation network is never

given any information about the target container, and must simply infer it based on the
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motion of the liquid. Additionally, almost all of the 30 pours were within 50ml of the target.

In fact, the average error over all the pours was 38ml. For reference, Figure 5.9 shows 50ml

differences for each of our 3 containers from the robot’s perspective. As is apparent from

this figure, 50ml is a small amount, and a human solving the same task would be expected

to have a similar error.

5.3 Conclusion and Future Work

In this chapter, we introduced a framework for visual closed-loop control for pouring specific

amounts of liquid into a container. To provide real-time estimation of the amount of liquid

poured so far, we developed a deep network structure that first detects the presence of water

in individual pixels of color videos and then estimates the volume based on these detections.

We then showed how the volume estimate could be given to a PID controller to perform

real-time pouring of liquid.

Our experiments indicate that the deep network architecture can be trained to provide

real-time estimates from color only data that are slightly better than the model-based esti-

mates using thermal imagery. Furthermore, once trained on multiple containers, our volume

estimator does not require a matched shape model of the target container. We incorporated

our approach into a PID controller and found that it on average only missed the target

amount by 38ml. While this is not accurate enough for some applications (e.g., some in-

dustrial settings), it is well suited for similar pouring tasks in standard home environments.

The results here are important for the following chapters in this thesis. We showed that by

using deep neural networks, a robot can robustly control a liquid even in the presence of

noisy inputs to pour precise amounts of liquid. In the following chapter we investigate this

perception model on a related task: reasoning about liquids.

5.3.1 Practical Takeaways

In this chapter we made many technical and practical insights as well as theoretical. The first

was our use of a PD controller. In chapter 3 we performed the same task as in this chapter,
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albeit there we used guided policy search (GPS) to learn a control policy. However, here

we used only a simple PD controller with no learned policy. Why the change? The biggest

difference between chapter 3 and here is the delayed sensor measurements. There the delay

in the scale reading made it impossible for a PD controller to solve the task consistently.

When we began running the evaluations for this chapter, we initially began by training a

policy using GPS. However, we quickly realized that the lack of sensor delay here meant that

a PD controller with the right gains could solve the task fairly well. Given the complexity

of the volume estimation pipeline, we decided to remove the potential extra confounding

variables and use the PD controller in this chapter.

Another practical insight we had was on the issue of overfitting. We thoroughly ana-

lyzed this issue in chapter 4 and we found that the LSTM-FCN network with RGB input

performed the best on known objects, but that it did tend to overfit to those objects. In

this chapter we made the assumption that the robot would have had prior interactions with

the objects, so we selected this network since it outperformed all others under these circum-

stances. However, we did still experience issues due to overfitting. For example, significant

changes in lighting between the training data and when the robot was evaluated resulted in

under performance of the network. Since this was the first step in the pouring pipeline, this

would then cascade into the rest of the pipeline, degrading performance on the task. For the

experiments in this chapter, we attempted to ensure similar conditions during evaluation as

in the training set (e.g., similar lighting conditions), however it remains an open problem

to see how performance can be maintained even when visual conditions of the environment

may change.
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Chapter 6

LEARNING TO SEE THROUGH OBJECTS: REASONING
ABOUT OCCLUDED LIQUID

In this chapter, we examine a liquid reasoning task. We look at how a robot can locate

the unseen liquid in a scene given the visible liquid. This is an important ability for a robot.

Liquids are non-rigid, which makes it difficult if not impossible to directly manipulate them.

Instead, in order to manipulate liquids, a tool or container must be used. This often has

the undesirable side effect of occluding much of the liquid, making it difficult to perceive the

full state of the liquid directly from sensors. Instead, the robot must rely on its knowledge

of liquids to infer the locations of hidden liquid from observations, for example, by inferring

the existence of liquid in a cup after observing the liquid’s surface.

Here we examine the problem of reasoning about liquids, that is, we ask the question

Can the visible liquid be used to infer where all liquid is? Specifically we look at the task

of tracking. For tracking, we assume the robot has access to a perceptual system that

can provide semantic labels for each pixel, like the one described in chapter 4 that can

discriminate visible liquid from raw RGB images or like the ones in [87, 159] which provide

labels for rigid objects. The robot’s objective here is then to use that to find all liquid in the

scene, both visible and occluded. This task requires the robot to reason about the relative

relations between the various objects in the scene and the visible liquid in order to infer

where hidden liquid is. For example, if the robot sees a group of pixels with the semantic

label “cup” and a group of pixels with the label “liquid” exiting out the side of the cup, it

can then infer that there must be liquid contained below that point in the cup. We use deep

neural networks to allow the robot to learn these kinds of inferences directly from data.

0The contents of this chapter were published in [130] and [133].
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This chapter is arranged differently from prior chapters. Unlike previous chapters, this

chapter is not standalone; it builds significantly on chapter 4 and uses many of the same

methods and datasets. We will describe the overview and differences in methodology here

and refer the reader to that chapter for more details. The rest of this chapter is layed out as

follows. The next section describes the task. The section after that describes the dataset used

in the experiments in this chapter. The following section describes the learning methodology

we use. The section after that details how we evaluate our methodology, and the following

section contains our results. We finish this chapter with a discussion of the results and how

they inform this thesis’s investigation into robotic manipulation of liquids.

6.1 Task Overview

In this chapter we investigate the task of reasoning about liquids. We define reasoning to be,

given semantic labels for the visible objects and liquid, determining where all the liquid is,

even if it may not be directly perceivable (e.g., liquid inside a container). We call this task

tracking. Specifically, we assume that the robot is given an image where each pixel in the

image is labelled as the name of the visible object at that pixel (i.e., liquid, cup, etc.), and

must output a binary label liquid or not-liquid for each pixel, where liquid labels also apply

to liquid occluded by rigid objects. We assume the robot has access to a semantic labelling

system in order to isolate the tasks of reasoning from the task of perception, however later

in this chapter we also briefly examine combining the two together. We utilize deep neural

networks to learn the inference of all liquid locations from semantic labels. For this chapter,

we focus on the task of pouring as it requires reasoning about both where the visible liquid

is as well as where hidden liquid is.

6.2 Data Set

We use the same simulated dataset as described in chapter 4 for all experiments in this chap-

ter. Note that we do not use the real robot dataset from that chapter as the thermographic

camera only gives labels for visible liquid and not all liquid, which means we cannot get the
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RGB Labels All

Figure 6.1: Examples of frames from the simulated dataset. The left column is the raw RGB

images generated by the renderer (for reference); the center column shows the ground truth

labeling output by the simulator; the right column shows the ground truth liquid location

for all liquid in the scene.
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ground truth to train against on the real robot. However, due to the known state in the

simulator, we can “see-through” objects in order to get the ground truth on the simulated

dataset. We refer the reader to chapter 4 for a full description of the simulated dataset. The

rest of this section describes how we make the data generated for that dataset suitable for

the task of tracking.

We generated the ground truth for each image in each rendered sequence as follows. For

each object (source container, target container, and liquid), we set that object to render as

a solid color irrespective of lighting (red, green, and blue respectively). Then we made all

other objects in the scene invisible, and rendered the resulting scene. We then combine the

images for the objects as separate channels of a single image (center column of Figure 6.1).

For the ground truth, we need the pixel labels for all the liquid, even the occluded liquid.

The blue channel rendered in this way gives us the pixel labels we need. However, the input

to the robot needs to be only the visible liquid as well as the labels for the topmost object. To

do this, we render the scene again with each object rendered as its respective color, and then

we encode which object is on top in the alpha channel of the ground truth image described

in the last paragraph. Some examples of the result are shown in Figure 6.1. The left column

shows the rendered color image for reference, the center column shows the ground truth pixel

labels (absent the alpha channel), and the right column shows the liquid pixel labels for all

liquid.

6.3 Learning Methodology

We use the same learning methodology as in chapter 4. Here we briefly summarize that

methodology and we refer the reader to chapter 4 for more details. Our learning methodology

utilizes deep neural networks to solve the tracking task.

We evaluate three different types of input formats for our network. The primary input

type is the semantic label input. Each pixel of the input image is labelled with the type of

object that is visible at that pixel. In the experiments in this chapter, there are 3 semantic

labels: cup (for the source container), bowl (for the target container), and liquid. We imple-
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Inputs

(a) Visible Objects (b) RGB

(c) Grayscale+Optical Flow

Output

(d) All Liquid

Figure 6.2: Different images of the same frame from the same sequence. The upper part of

this figure shows the different types of network inputs (RGB, semantic labels, and grayscale

combined with optical flow). The lower part shows the type of desired network output (all

liquid).
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ment the labelling as 3 separate binary masks appended together channel-wise. Figure 6.2a

shows an example with the red channel the label for the cup, the green channel the label for

the bowl, and the blue channel the label for the liquid. Note that for each pixel, the vector

of labels is one-hot, i.e., there is exactly one 1 and the rest are 0s, since only one object can

be visible at once. We also perform an experiment where we combine the detection problem

from chapter 4 with tracking into a single network. For that experiment, we evaluate both

RGB (the default baseline input format) and grayscale combined with optical flow (the type

with the best generalization performance in chapter 4) as inputs to the network. An example

is shown in figures 6.2b and 6.2c.

For tracking, the desired output is the location of all liquid in the scene, including liquid

occluded by the containers. Here the network must learn to infer where liquid is in the scene

based on other clues, such as determining the level of liquid in the source container based

on the stream of liquid that is visible coming from the opening. An example of this is shown

in Figure 6.2d. The output the network is a pixel-wise label confidence image, i.e., for each

pixel, the network outputs its confidence in [0, 1] that that pixel is either liquid or not-liquid.

For the network architecture we use the same layouts as described in chapter 4. We

evaluate all three network architectures: FCN, MF-FCN, and LSTM-FCN. The FCN is a

standard fully convolutional network (FCN); it takes in an input image, passes it through

a series of convolutional and non-linearity layers, and outputs pixel-wise labels. The second

architecture, the multi-frame FCN (MF-FCN), is similar to the FCN, with one major differ-

ence. It takes in a series of frames in sequence and passes each individually through a set of

convolutional and non-linearity layers, then combines the output channel-wise and passes the

combination through a final set of layers before producing pixel-wise labels. The advantage

of this layout over the standard FCN is that it is able to see movement via the sequence

of images, potentially making it easier to reason about liquids. The final architecture we

evaluate is the LSTM-FCN. This architecure replaces one of the final convolutional layers

of the FCN with a long short-term memory (LSTM) layer [54]. This allows the network to

have an explicit memory that it can pass forward from timestep to timestep. Additionally,
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we add the network’s output from the previous timestep as an input, again giving it the

ability to “remember” from one frame to the next. Figure 4.10 in chapter 4 shows each of

these networks and describes them more in detail.

One final difference between the methodology in this chapter and that in chapter 4 is the

use of input blocks. In that chapter, part of out evaluation was whether or not to combine

input types and if so to use early or late fusion. However, here our focus is on the tracking

task and so for both the semantic label input and RGB we use the standard input block,

and for grayscale with optical flow input we use the early-fusion input block since it had the

best performance in chapter 4.

6.4 Evaluation

We evaluate all three of our network types on the task of tracking on the simulated dataset.

We report the results as precision and recall curves, that is, for every value between 0 and 1,

we threshold the confidence of the network’s labels and compute the corresponding precision

and recall based on the pixel-wise accuracy. We also report the area-under-curve score for

the precision and recall curves. Additionally, we report precision and recall curves for various

amounts of “slack,” i.e., we count a positive classification as correct if it is within n pixels of a

true positive pixel, where n is the slack value. This slack evaluation allows us to differentiate

networks that are able to track the liquid, albeit somewhat imprecisely, versus networks that

fire on parts of the image not close to liquid.

In chapter 4 we evaluated the network on two subsets of the data: the fixed-view set and

the multi-view set. The fixed-view set contains all the data for which the camera was directly

across from the table (camera azimuth of 0 or 180 degrees) and the camera was level with

the table (low camera height), or 1,266 of the pouring sequences. Due to the cylindrical

shape of all the source and target containers, this is the set of data for which the mapping

from the full 3D state of the simulator to a 2D representation is straightforward, which is

useful for our networks as they operate only on 2D images. The multi-view set contains

all the simulated camera viewpoints, rather than just the ones directly facing the objects.
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The mapping from 3D to 2D for this set is not as straightforward and thus we focus our

evaluation in this chapter for tracking on just the fixed-view set. This is a limitation of our

2D reasoning methodology which we will address in future chapters.

For the task of tracking, we trained the networks on segmented object labels (Figure

6.2a). That is, assuming we already have good detectors for what is visible in the scene, can

the robot find the liquid that is not visible? Note that here we use the ground truth labels

as shown in Figure 6.2a and not the output of the detection network as input to the tracking

network, however we do also evaluate combining the two. Since the input image is already

somewhat structured, we scale it down to 130×100 pixel resolution. Unlike for detection in

chapter 4, here we don’t pre-train the networks on crops, but we do utilize the same gradient

weighting scheme, i.e., we weight the loss on negative (not-liquid) pixels by 0.1 to emphasize

the loss on positive (liquid) pixels. This is to overcome the imbalance in the dataset as the

vast majority of pixels do not contain liquid.

We used the Caffe deep learning library to implement all our networks [58]. We trained

each network for 61,000 iterations. The single-frame networks were trained with a batch size

of 32. The multi-frame networks were given a window of 32 frames as input and were trained

with a batch size of 1. The LSTM networks were unrolled for 160 frames during training

(i.e., the gradients were propagated back 160 timesteps) and were trained with a batch size

of 5. We used the mini-batch gradient descent method Adam [62] with a learning rate of

0.0001 and default momentum values. All error signals were computed using the softmax

with loss layer built-into Caffe [58].

Finally, we also evaluated the performance of combined detection (from chapter 4) &

tracking with a single network. The networks take in the same 400×300 images that the

detection networks take, and output the location of all liquid in the scene. We initialize

these networks with the weights of their corresponding detection network and train them on

full images. We use the same gradient weighting scheme as for the two tasks separately. We

train the networks for combined detection & tracking using the same learning parameters as

for training the detection networks as described in chapter 4.
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6.5 Results

Figure 6.3 shows the performance of the 3 network types on the tracking task. As expected,

the only network with an explicit memory, the LSTM-FCN, performs the best. However,

the other two networks perform better than would be expected of networks with no memory

capability. This is due to the fact that, given segmented input, the networks can infer where

some of the liquid likely is. Although it is clear that LSTM-FCNs are best suited for this

task. We additionally tested the LSTM-FCN on the combined detection & tracking task

since it had the best performance on each task individually. The results when using the

standard RGB format as input are shown in Figure 6.3d. The network in this case is able

to do quite well, with only a minor drop in performance as compared to the LSTM-FCN on

the tracking task alone.

We also wish to compare the best performer on the detection task with the default baseline

of RGB input. In chapter 4 we found that to be grayscale with optical flow combined using the

early-fusion input block. Chapter 4 showed that an LSTM-FCN taking as input grayscale

early-fused with optical flow has the ability to generalize better than any other type of

network we evaluated. This result was achieved on the detection task, and we wanted to see

if this translates to the tracking task. However, since the robot data set used in that chapter

does not contain the ground truth for tracking, we use the simulated dataset to test this

hypothesis.

We train two networks: one that takes the default input of RGB images and one that takes

grayscale images early-fused with optical flow. We train them on the combined detection

& tracking task. They are trained in the same manner as described previously for doing

combined detection & tracking. The advantage of using this alternative input type is its

ability to generalize to new data, so we hold out all pouring sequences with one of the target

containers (the dog dish) during training. This includes during training of all pre-trained

networks such that the final weights of the networks were never influenced by any data

containing the test object.
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(b) MF-FCN
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(c) LSTM-FCN
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(d) Combined LSTM-FCN

Figure 6.3: The precision-recall curves for the tracking task on the simulated dataset. The

first 3 show the performance of the three network types on the tracking task alone. The last

graph shows the performance of the LSTM-FCN on the combined detection & tracking task

using the standard RGB format as input. The different lines show the different amounts

of slack, i.e., how far a positive classification can be from a true positive to still count as

correct. The area under the curve (AUC) is shown for the 0 slack curve.
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Figure 6.4: The performance on the combined detection & tracking task of the LSTM-FCN

that takes as input RGB images compared to the performance of the LSTM-FCN that takes

as input grayscale images plus optical flow using the early-fusion input block. The upper

graph shows the precision-recall plot for both networks on both the train and test sets. The

lower table shows the corresponding area under the curve for each curve. Note that here for

clarity we don’t use any slack unlike in figures 6.3 (equivalent to a slack of 0).
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Figure 6.4 shows the performance of the two networks on both the train and test sets.

From this figure it is clear that the RGB network outperforms the other on the training

set, however, the gray+flow early-fusion network outperforms the RGB network on the test

set. This confirms the results we found in the chapter 4: Networks trained with grayscale

early-fused with optical flow generalize better to new situations for tasks dealing with raw

perceptual input.

6.6 Discussion

In this chapter we evaluated a robot’s ability to reason about liquids via the tracking task.

In this task, the robot was required to determine the locations of all liquid in a scene (visible

and occluded) given only semantic labels of the visible objects. We evaluated the same

network architectures as in chapter 4: FCN, MF-FCN, and LSTM-FCN. As in that chapter,

we found the best performance was by the LSTM-FCN, the only network with an explicit

memory mechanism. We also evaluated our networks on combining the detection task from

chapter 4 with the tracking task. Once again, the LSTM-FCN had the best performance,

reinforcing our conclusion that in order to effectively reason about liquids, the robot must

be able to integrate information over time.

This chapter revealed several useful insights about a robot’s ability to reason about

liquids. First of all, it is possible to learn basic, intuitive properties of liquids from data,

such as if there is liquid pouring from the lip of a cup then there must be liquid filling the cup

below the lip, if liquid disappears from sight into a container it remains in the container even

if unseen, or if liquid is unsupported it will fall. Also, good semantic labels can enable the

robot to robustly reason about the behavior of liquid in its environment. And finally, when

reasoning about liquids some notion of memory or state passed forward from frame to frame

can enable the robot to reason more robustly, rather than reconstructing it’s knowledge at

every timestep.

However this chapter also reveals one major flaw in our methodology so far. We only

evaluated our networks on the fixed-view set because that set viewed the objects directly
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from the side, creating an almost one-to-one correspondence between the 2D pixel labels

and the true 3D liquid state. This is not always the case, as exemplified by the multi-view

set, which we excluded from our analysis for this reason. In real environments, the true

state of liquid is 3D, but our image-based methodology can only reason in 2D. If we really

want robots to robustly reason about liquids, they’ll need full 3D reasoning capabilities. In

deep learning there has not been very much work on combining 3D fluid dynamics with

deep neural networks (what work there is we discussed in chapter 2). However there is a

significant amount of work in the fields of fluid dynamics and computational graphics on

handling liquids in 3D. In the next part of the thesis we switch tracks and examine how we

can use this work to enable robots to reason about liquids in 3D.

6.6.1 Practical Takeaways

In the process of executing the research in this chapter, we had to make several method-

ological choices due to practical or technical reasons. The first was the use of the simulated

dataset from chapter 4 for training and evaluation, and not the real dataset also generated

in the same chapter. Ideally, we would like to evaluate on data collected in a real environ-

ment. However, unlike for a simulated dataset, “seeing-through” the sides of real objects

to acquire ground truth labels is more challenging. One possibility is to use a container

made of a transparent material such as glass. But while glass allows visible light to pass

through, infrared light, the light used by our thermal camera to acquire ground truth labels,

is blocked. An alternative is to use a container made of a material that is transparent to

infrared light such as silicon, which would allow us to generate ground truth labels for the

tracking task but also disallow the robot from seeing into the container with RGB (unlike

glass). For this work we attempted to locate a container made of silicon for precisely this

purpose, however modern kitchen containers advertised as made of silicon are actually made

of silicon combined with another material, resulting in them being opaque to infrared light.

Thus if we wanted a pure silicon container, we would have had to make it ourselves, which

from a practical standpoint is prohibitively expensive. So for this chapter, we focused our
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evaluation on where it was feasible, the simulated dataset.

Another methodology choice we made was the design of the LSTM-FCN. For the task in

this chapter, tracking, the ability to remember information from frame to frame is important,

even more so than for the detection task from chapter 4. So the fact that only the LSTM-

FCN has an explicit memory seems odd. Why not give the FCN and MF-FCN access to their

own output from the previous timestep so they can also have an explicit memory? Imagine

that we do this, we alter the FCN such that it also takes its own output from the previous

timestep. During training, we need to feed something for this input into the network. We

could use the ground truth pixel labels, but if we do this the network will become too reliant

on having very accurate and precise labels from the prior timestep so that when we evaluate

it and it inevitably deviates, it will be unable to correct because it assumes the previous

labels are highly accurate. We could instead feed in all zeros, however in this case the

network would simply learn to ignore the previous labels. The best way to do this is to train

the network to correct for its own mistakes by unrolling it in time (the same way we train

the LSTM-FCN), thus passing its own actual output to itself during training. The issue

with this is that once the network is unrolled for more than a few timesteps, it runs into

the exploding/vanishing gradient problem (that is, there are enough multiplications in a row

during the backward pass to cause the gradients to overflow/underflow the amount that can

be stored in a floating point value). To prevent this, we need to insert an LSTM layer, which

is explicitly designed to handle this problem, into the network. The result of modifying the

FCN in this way is exactly the LSTM-FCN. This is in fact the line of reasoning we followed

to create the LSTM-FCN in the first place.
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Part II

INCORPORATING FLUID PHYSICS MODELS
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Chapter 7

FROM 2D TO 3D: REASONING ABOUT LIQUIDS USING
LIQUID SIMULATORS

In the previous chapters, we investigated using deep convolutional neural networks to

enable robotic interaction with liquids. That work focused largely on model-free learning-

based methodologies. However, as we noted in the last chapter, the biggest limitation to

that is its reliance on 2D images for reasoning. Real liquid state is in 3D and there is not

always a straightforward mapping to 2D for every task (as was the case for the multi-view

set). So in this chapter, we make the leap from 2D to 3D reasoning. Research on interfacing

3D data with deep networks is somewhat limited, especially as it concerns liquids, so we start

by applying known methods to this task. We utilize physics-based fluid dynamics models to

represent the 3D state of the liquid and perform reasoning tasks.

Physics-based models are very general tools for enabling robots to reason about their

environments. Work on rigid-body actions using physics-based models has enabled robots to

perform a wide variety of tasks [145, 117, 21]. However, to use such models requires tracking

their state using real-time perception. For rigid-body models and deformable objects such as

clothing and towels, there has been a lot of work on tracking the modeled state using sensory

feedback [97, 135, 137]. For liquids, though, there has not yet been any work connecting

physics simulation with real-time perception for robotic tasks. Unlike modeling rigid or

deformable bodies, modeling liquids is much higher dimensional and lacks the same kind

of inherent structure, thus small perturbations can quickly lead to large deviations. As an

example, Figure 7.1 shows a comparison between real liquid (Figure 7.1b) and the result

of performing a carefully tuned liquid simulation with the same setup (Figure 7.1c). It is

0The contents of this chapter were published in [131].
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(a) Color image (b) Ground Truth (c) Open-loop sim (d) Closed-loop sim

Figure 7.1: A comparison between open-loop and closed-loop liquid modeling. The left-most

figure shows the color image of the scene for reference and the left-center figure shows the

same image with the actual liquid pixels labeled. The right two images show the color image,

but with the liquid from the simulator shown.

clear that without any feedback, the liquid simulator and the real liquid have significant

differences.

In this chapter, we investigate ways to incorporate sensory feedback into physics-based

liquid simulation. By closing the loop between simulation and real-time observations, a robot

can track liquids with much higher accuracy, as illustrated in Figure 7.1d. Ultimately, the

ability to accurately track the state of a liquid will enable a robot to reason about liquids in a

wide variety of contexts, addressing questions such as “How much water is in this container?”,

“Where did this liquid come from?”, “What is the viscosity of this liquid?”, or “How can

I move a specific amount of this liquid without spilling?”. Toward this goal, our work only

assumes that the robot can track 3D mesh models of the objects in its environment and can

differentiate between liquid and everything else in its camera observations, both tasks that

have been addressed in prior work [136, 35]. We demonstrate that our closed-loop liquid

simulation enables a robot to reason about liquids in ways that were infeasible before, such

as estimating the amount of water in an opaque container during a pouring task, or detecting

partial obstruction in water pipes.

The rest of this chapter is laid out as follows. We start in the next section by giving a
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detailed description of the liquid simulator we use as the base for our closed-loop physics-

based model. After that we describe two different methods for using the observations of real

liquid to correct errors in the base liquid simulator. Next we describe three experiments we

performed using this methodology and their results. We end the chapter with a discussion of

the implications of our method and how it informs our investigation of liquid manipulation.

7.1 Open-Loop Liquid Simulator

Our physics-based model is based on a liquid simulator. The state of the simulator tracks

the liquid over time, simulating it forward while observations prevent it from deviating from

the real liquid dynamics. In this section, we describe how the liquid simulator computes the

dynamics of the liquid, and in the following section we describe how the observation modifies

the liquid state.

To simulate the trajectory of liquid in a scene, the liquid is represented as a set of

particles and the Navier-Stokes equations [2] are applied to compute the forces on each

particle. The Navier-Stokes equations require certain physical properties of liquid (e.g.,

pressure, density) to be defined for all points in R3. This is implemented using Smoothed

Particle Hydrodynamics (SPH) [155], which computes the value of a property at a specific

location in space as the weighted average of the neighboring particles. This is in contrast

to finite element liquid simulations [122], which divide the scene into a voxel grid and store

the values of the given property at each location in the grid. One major disadvantage of

the finite element simulations is that as the size of the environment grows, the requirements

of the voxel grid in both memory and run time grows as O(n3), making them inefficient

for large environments with sparsely located liquids. This is the case for the simulations in

this chapter and thesis as well, and so we chose to use SPH, which is better suited to this

type of task. The implementation used in this chapter is based off the implementation from

the particle simulation library Fluidix [89]. The rest of this section briefly describes that

implementation.

Smoothed Particle Hydrodynamics is essentially a method for representing a continuous
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vector field of a physical property in space via a discrete set of particles. It is based around

the following equation for evaluating that field at any arbitrary point in space, where A is

the physical property in question:

A(r) =
∑
j

mj
Aj
ρj
W (|r − rj|, h)

where mj is the mass of particle j, Aj is the value stored in particle j, ρj is the density

of particle j, W is a kernel function that weights the contribution of each particle by its

distance, and h is the cutoff distance for W . In SPH, the mass mj of each particle is

constant, however the density ρj is not, and must be computed via the SPH equation above.

That is, the physical value we want to compute A is set to be the density ρ, which results

in ρ appearing on the right side of the equation twice. The issue of recurrence (requiring

the density to be known in order to compute the density) is handled by the density in the

denominator canceling out:

ρ(r) =
∑
j

mj
ρj
ρj
W (|r − rj|, h) =

∑
j

mjW (|r − rj|, h).

To implement a liquid simulation using SPH, each particle must store 6 physical prop-

erties: 3D position (without orientation however since particles are infinitesimally small

points), velocity, force, mass, density, and pressure. As stated above, the mass for each

particle is constant. At each timestep, the force is used to update the velocity as follows:

vt+1
i = vti +

f ti
ρi

∆T

where ∆T is the amount of simulation time one timestep corresponds to. The position at

each timestep is then updated by the velocity in a similar manner

rt+1
i = rti + vti∆T.

The density of each particle at each timestep is computed using the equation in the previous

paragraph. The pressure is computed as

pi = c2
i (ρi − ρ0)
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where c2
i is the speed of sound and ρ0 is the reference density of the liquid.

The force is computed by summing the contributions from pressure, viscosity, gravity,

and surface tension. The pressure force at particle i is defined as:

fpressurei =
∑
j

−mj

ρj

(
pi
ρ2
i

+
pj
ρ2
j

)
∇W (ri − rj).

The force due to viscosity is

f viscosityi =
∑
j

−µmj

ρj

(
vi
ρ2
i

+
vj
ρ2
j

)
∇2W (ri − rj)

where µ is the viscosity constant of the liquid (recall that vi is the velocity of particle i). To

compute the surface tension acting on each particle, we must first compute the normal of

each particle:

ni =
∑
j

mj

ρj
∇W (ri − rj).

Intuitively, the normal ni for any particle in the center away from the surface of the liquid

will have approximately equal contributions from all directions, resulting in the magnitude

of ni being small. Conversely, for particles near the surface, ni will have a large contribution

from particles in the direction of the interior of the liquid and very little contribution in the

direction of the surface, resulting in an ni with a large magnitude in the direction away from

the surface. The force due to surface tension is computed as

f tensioni = −σ ni
|ni|

∑
j

mj

ρj
∇2W (ri − rj)

where σ is the liquid’s tension constant. To prevent numerical instability when |ni| is small,

we only compute the tension force when the normal magnitude is greater than a threshold,

i.e., the particle is near the surface.

To simulate the flow of liquid in a scene during an interaction, we assume the simulator

is given 3D models of the objects that interact with the liquid as well as their 6D poses

over the course of the interaction (obtained for example from an object tracking system such
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as [136]). We initialize the liquid particles in the scene (details on this in section 7.4) and

simulate the particles forward at each timestep as the simulator tracks the objects’ poses.

Our liquid simulator is implemented using the particle simulation library Fluidix [89],

which efficiently computes particle interactions on the GPU. We performed a best-first grid

search over the space of parameters (e.g., the viscosity constant) to find the set of values

that best match the real liquid dynamics. For each set of parameters in the grid, we used

the evaluation criteria described in section 7.3.4 to score them with respect to the data we

collected (described in section 7.3.2), and selected the parameters that best fit the real data.

In doing so, we attempted to make our open-loop simulation as close as possible to the real

liquid dynamics. For efficiency reasons, we use between 2,000 and 8,000 particles in our

experiments. For a detailed derivation of Smoothed Particle Hydrodynamics, please refer

to [155].

7.2 Closed-Loop Liquid Simulators

While liquid simulators model fluid dynamics based on physical properties, they often don’t

model every possible force that could affect the liquid; and even the best simulators still

have some error relative to real liquids. Over time, even small errors can lead to a large

divergence between real and simulated liquid behavior. While this may not be a problem in

some cases (e.g., in 3D animation it may only be necessary for a liquid to appear realistic),

if we wish to use liquid simulation as a robot’s internal model of its environment, it must

match the real liquid behavior as closely as possible.

One potential method for alleviating this issue is to improve the fidelity of the simulator.

However, this method has many pitfalls. It requires knowledge of every possible force that

could affect the trajectory of the liquid, not only the standard forces such as pressure and

viscosity, but also forces for example due to vacuum suction (as in the case of a plunger),

which may require modeling additional elements of the environment. It can also be very brit-

tle, as every property of every object in the environment must be known ahead of time (e.g.,

the friction constants over the entire surface of every object). Finally, and most importantly,
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even if the simulator is almost perfectly accurate, the initial state of the simulator might not

be known (e.g., unknown amount of water in a cup), and it will still deviate slightly from

reality and thus accumulate drift, which a purely open-loop system has no way to estimate

or correct for.

We propose two methods for dealing with noise when tracking real liquid dynamics using

a simulator. Both methods involve closing the loop, that is, utilizing observations of real

liquid dynamics in order to better approximate them in the simulation. The first, inspired

by standard Bayes filters in robotics, is a MAP filter, which uses the observation to “correct”

simulation errors relative to the observation. The second, based on modeling physical forces

in the simulator, applies a warp field that pulls particles toward observed liquid. We describe

these two methods in the following sections.

7.2.1 Bridging the Observation and the State

Before describing our two closed-loop methods, we briefly describe how we map the full 3D

state of the liquid simulator into the robot’s perception space. In this chapter, we assume

that the robot’s camera only provides 2D images labeled with pixel detections, based on

the observation that most liquids, especially water, are not detected by depth cameras (this

is the same as the output of our networks in chapter 4). At any timestep t, the robot’s

perception is thus a binary image It, with pixels labeled as liquid or not-liquid. In order to

directly compare the particles representing the 3D liquid state with the 2D image, the pose

of the particles must be projected into the image. This is done using the following equation:

x̂it = Axit

([
0 0 1

]
xit

)−1

where xit is the pose of particle i at time t, x̂it is that pose projected onto the 2D image plane,

and A is the camera intrinsics matrix:FLx 0 PPx

0 FLy PPy


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where FL is the focal length and PP is the principle point of the camera. When projecting

particles into the image plane, we can take into account occlusions by casting a ray from the

particle’s 3D pose into the camera’s 3D pose and checking if it collides with any of the rigid

objects in the scene. Any particle whose ray collides with an object is not included when

updating the dynamics of the simulator as there is no way to directly observe that particle.

For the particles that are not occluded, we can compute the distance in 2D space between

pixels in the image and liquid particles, which can then be used to inform the dynamics of

the liquid simulator.

Additionally, we can use this projection to compute the likelihood of an image, that

is, how well the overall set of liquid particles “explains” each of the observed pixels. We

define the function Φ to be the coverage function that maps a pixel location to the number

of particles that cover that pixel. To compute this, we place a small, fixed radius sphere

at each liquid particle location, then project those spheres back into the camera, ignoring

occluded spheres. The value of Φ at a given pixel location is then simply the number of

these spheres that projected onto that pixel. We use this function in both our closed-loop

methods.

7.2.2 MAP Filter Simulator

We use a maximum a posteri (MAP) filter as one of our closed-loop simulation methods.

We model each particle as its own filter, with its own set of hypotheses, and use the MAP

hypothesis at each time step to compute the dynamics. Let Pt be a set of liquid particles

in a scene at time t, Ot be the objects and their corresponding 6D poses, and It be the

observation. We define S (Pt−1,Ot) = Pt to be the function as described in section 7.1 that

computes the state of the liquid particles at timestep t given the previous state of the liquid

particles.

At the beginning of each timestep t, all the liquid particles are propagated forward in

time by one step via S using the objects and their poses Ot. Since S is deterministic, we

perform the dynamics sampling step in the filter separately. Given a liquid particle xit, we
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sample one hypothesis particle x̃i,nt for each location in a grid centered at that liquid particle’s

position. The grid has dimension 3 × 3 × 3 and the size of each grid cell is set at a small,

fixed constant (we use 5mm in this chapter). This results in 27 hypotheses sampled for each

liquid particle.

Next we must compute P (x̃i,nt |It,Pt), the probability of each hypothesis particle given

the observation and the set of liquid particles. Here, we must condition on all particles in

order to take into account that these particles may already “explain” a certain liquid pixel.

We first apply Bayes rule

P (x̃i,nt |It,Pt) ∝ P (It|x̃i,nt ,Pt)P (x̃i,nt |Pt).

For simplicity, we use a uniform prior P (x̃i,nt |Pt) over all hypothesis particles that are feasible,

eliminating those that violate physical constraints, such as moving through a 3D object mesh.

Thus, for all feasible hypothesis particles,

P (x̃i,nt |It,Pt) ∝ P (It|x̃i,nt ,Pt).

When computing P (It|x̃i,nt ,Pt), what we really want to know, since this is a MAP filter,

is which x̃i,nt maximizes this probability. However, the interaction between It, x̃
i,n
t , and Pt

is highly complex and difficult to compute analytically. Instead, we approximate this value

with an activation function Ψ which we define to be

Ψ(It, x̃
i,n
t ,Pt) =

∑
j∈liquid(It)

W (|̂̃xi,nt − jt|, h)

Φ(jt,Pt) + 1

where liquid(It) is the set of all liquid pixels in It, W is a kernel function, ̂̃xi,nt is x̃i,nt projected

onto the image plane (as described in the previous section), h is the limiting radius for W ,

and Φ returns the coverage of jt by Pt (also described in the previous section). Intuitively,

this function sums the number of liquid pixels around x̃i,nt , weighted by their distance to ̂̃xi,nt
divided by their coverage, i.e., how well explained that pixel is by Pt. Thus, the more liquid

pixels around a hypothesis particle, the higher its Ψ value, and the less the pixels are covered

by the liquid particles, the higher the Ψ value. For W we use a squared exponential kernel
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with a length scale of 1
332

, and we set the limiting radius to 100. Intuitively, this means that

the unit length under this kernel is 33 pixels with a limiting radius of 100 pixels.

Finally, we set xit from the MAP hypothesis particles as follows:

xit = argmax
x̃i,nt

Ψ(It, x̃
i,n
t ,Pt).

Note that we also adjust the velocity of xit to match the change in position from xit−1 so as

to preserve the correct momentum.

7.2.3 Warp Field Simulator

The second method we use for closing the loop in the simulator is a warp field, somewhat

similar to the approach applied in [137]. Here, the observation applies a force in the simulator

that attempts to make the liquid particles better match the observed liquid. Each observation

point is essentially a magnet in the scene, pulling nearby particles towards it. However, if

all observation points pulled with the same amount of force, then particles would tend to

clump around a subset of the observation points, leaving other observation points with no

nearby particles as the forces from the former cancel out those from the latter. Thus, the

amount of force an observation point applies to nearby particles must vary with the number

of nearby particles. When taken together, all the observation points create a field of forces

that warp the particles to better match the real liquid observations.

Once again let Pt be a set of liquid particles in a scene at time t, Ot be the objects and

their corresponding 6D poses, It be the observation, and S be the function that computes

the dynamics of the particles for a single timestep. The force due to the observation warp

field is computed as

f̂ i,obst =
∑

j∈liquid(It)

λ
uijt

Φ(jt,Pt) + 1
W (|x̂it − jt|, h)

where λ is the warp constant, liquid(It) is the set of all liquid pixels in It, u
ij
t is a unit vector

pointing from particle x̂it (projected onto the image plane as described in section 7.2.1) to
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liquid pixel jt, Φ(jt,Pt) is the coverage of pixel jt (described in section 7.2.1) and W is the

same kernel function used in the MAP simulator (with same parameters). The warp constant

λ adjusts the strength of the warp force, with higher values resulting in a higher warp force

and lower values in a lower force.

Again, the coverage of a pixel Φ(jt,Pt) is a measure of how many liquid particles “cover”

it, that is, how many liquid particles are nearby. The force applied to each particle by each

liquid pixel is divided by that pixel’s coverage, thus as more particles cover an observed liquid

pixel, it pulls particles to it with less force. Conversely, pixels that have lower coverage pull

particles to them with more force, thus encouraging the simulator to move particles so as to

fill the contour of the observed liquid.

The force f̂ i,obst is then projected back into 3D space. This is done by applying the inverse

of the projection described in section 7.2.1. Because this is 2D to 3D, the projection has an

unspecified degree of freedom. To compensate for this, we assume that the force vector is

in a plane parallel to the image plane in 3D space. Finally, we apply the SPH equation to

smooth the forces across the particles

f̄ i,obst =
∑
j

mj
f j,obst

ρj
W (|ri − rj|, h).

The resulting force f̄ i,obst is then added to the other forces described in section 7.1 and S is

computed as normal.

7.3 Experimental Setup

7.3.1 Robot & Sensors

The robot used in the experiments in this chapter was an upper-torso robot with two 7-DOF

arms, each with an electric parallel gripper. A table was fixed in front of the robot. To

sense its environment, the robot used its Asus Xtion Pro RGBD camera, which recorded

both color and depth images at 640 × 480 resolution at 30 Hz during each interaction, and

its Infrared Cameras Inc. 8640P Thermal Imaging camera, which recorded thermographic
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(a) Cup (b) Bottle (c) Pipe Junction

(d) Pan (e) Bowl (f) Fruit Bowl

Figure 7.2: Objects used during the experiments. The top row shows the two containers the

robot poured from as well as the pipe junction. The leftmost bowl in the bottom row was

used in the pouring and the right two were used during the pipe junction experiments.

images at 640 × 512 resolution at 30 Hz during each interaction. The thermal camera was

used in combination with heated water to acquire the ground truth pixel labelings. The

cameras were locked in fixed relative positions and placed just below the robot’s head at

approximately chest height.

7.3.2 Data Collection

Pouring

We collected 16 pouring interactions. We varied the source container (cup, Figure 7.2a, or

bottle, Figure 7.2b) and its initial fill amount (empty, 30%, 60%, or 90% full). Before each
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(a) Unblocked (b) Partial (c) Blocked

Figure 7.3: The 3 types of blockages placed in the pipe junction. (left to right) Pipe junction

with no blockage; left leg is partially blocked; and left leg is fully blocked.

pouring interaction, a bowl (the pan, Figure 7.2d) was placed on the table in front of the

robot. Next the source was placed in the robot’s gripper, filled with water, and the gripper

moved over the bowl. The robot then proceeded to rotate it’s wrist along a fixed trajectory

such that the opening of the container tilted down towards the bowl and water poured out.

During each pouring interaction, the robot recorded from its RGBD and thermal cameras

as well its joint poses. We collected two trials for each combination of source container and

fill amount.

Pipe Junction

We collected 5 pipe junctions interactions. Before each of the pipe junction interactions, two

bowls (bowl, Figure 7.2e, and fruit bowl, Figure 7.2f) were placed side-by-side on the table

in front of the robot. Next, the robot held the ends of the pipe junction (Figure 7.2c) with

its grippers over the bowls and recorded from its RGBD and thermal cameras while 1 liter

of water was poured in the top opening. Each leg of the pipe junction could be fully blocked

or partially blocked, i.e., the flow going to that leg could be partially restricted or entirely

stopped. A diagram of the pipe junction and how the blockages affected flow is shown in

Figure 7.3. The blockage can be placed in either leg, for a total of 5 possible configurations.
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7.3.3 Data Processing

Before we can use our simulators to track the flow of liquid in the interactions described in

the previous section, we must first perform some post-processing on the data. First, both the

open-loop and closed-loop simulators require the object poses to be known over the course

of the interaction. We utilize an object tracking method based on point cloud data to do

this. Second, both closed-loop simulators require an image with pixels labels for the liquid.

We use a thermal camera to acquire this labeling. We perform these steps offline, however

both are capable of operating in real-time in online situations.

Object Tracking

We use the software program DART [136] (Dense Articulated Real-Time Tracking) to track

the objects in each interaction. DART uses depth images to track objects over time. We

initialize the pose of the bowls by using the Point Cloud Library’s [128] built-in tabletop

segmentation algorithm to find the point cluster on the table, and then set their initial pose

to the centroid. We initialize the containers by computing the robot’s forward kinematics to

find the gripper pose. Once initialized, DART returns a pose for each object at each point

in time over the interaction.

Liquid Labeling

For each pouring and pipe junction interaction, the water was heated to a temperature

significantly above the surrounding environment but below its boiling point. The interactions

were recorded with a thermal camera, and the thermal image was simply thresholded to

locate the liquid pixels. Figure 7.4b shows an example thermal image recorded during a pipe

junction interaction, and Figure 7.4c shows its corresponding thresholded values.

In addition to generating labels from the thermal image, it must also be calibrated to the

depth image (the object poses generated by DART, and thus the entire simulator, operate

in the depth camera frame of reference). That is, for each pixel in the thermal camera, we
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(a) RGB (b) Thermal (c) Threshold (d) Overlay

Figure 7.4: Acquiring liquid labels from the thermal camera. The leftmost image is a color

image of the scene, the center-left shows the corresponding thermal image transformed to the

color image’s space. The center-right image shows the liquid labels acquired via thresholding

the thermal image, and the rightmost shows the labels overlayed on the color image.

must determine which pixel in the depth camera it corresponds to. This is not as simple as it

may appear. Water is not visible in the depth image as the projected infrared light does not

reflect properly off the surface. However, our depth camera also collects color images and

calibrates it to the depth frame automatically. We can use the color image then to calibrate

the thermal camera.

While there exist methods for doing a full registration between color and thermal images

[116], these tend to be noisy and unreliable. In this chapter, because the water remains at

a fixed distance from the camera, we use a simpler solution. First we take a checkerboard

pattern printed on a wooden board and place it under a high-intensity halogen lamp. The

light and dark pattern on the board absorbs light from the lamp at different rates, causing

the dark squares to heat faster than the light squares. We then hold this board in front

of both the thermal and color cameras at the same distance as the water. The differential

heating causes the checkerboard pattern to be visible in both cameras, allowing us to find

correspondence points between the two images. We then use these points to compute an

affine transformation between the images, and use it to transform the thermal image onto

the color image. Figures 7.4a and 7.4b show an example color image and its corresponding
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thermal image transformed onto the color space (the thermal camera has a narrower field

of view than the color camera, which is why there are no thermal values around the edge

of Figure 7.4b). Figure 7.4d shows the thresholded thermal image overlayed onto the color

image.

7.3.4 Evaluation Criteria

We use two criteria for evaluating our methodology. The first is intersection over union

(IOU). In this case, the state of the liquid simulation is projected into the camera by placing

small spheres at each particle location and projecting those into the camera, taking into

account occlusions by objects. We then compare the set of pixels labeled as liquid by this

projection to the set of pixels labeled as liquid by the thermal image. The IOU is simply the

intersection of these two sets divided by the union.

When comparing the probability of multiple simulations for the purposes of estimating

hidden state, we use P (Îπ|Iπ) where Îπ is a set of predicted images for interaction π, and

Iπ is the set of ground truth images. To compute this, we first apply Bayes rule

P (Îπ|Iπ) ∝ P (Iπ|Îπ)P (Îπ).

For our experiments, we assume the prior P (Îπ) is uniform. To compute P (Iπ|Îπ), we assume

each pixel is independent and simply multiply their individual probabilities together

P (Iπ|Îπ) =
T∏
t=1

∏
j

P (j|ĵ)

where we set P (j|ĵ) equal to δ if j and ĵ are equal (both liquid or both not-liquid), and to

1− δ if they are not. Due the the large number of pixels across all images and timesteps, we

set δ = 0.50001 to prevent underflow1. After computing the probabilities, we then normalize

them so they sum to 1.

1Even in log-space, values would still periodically underflow with higher values for δ due to the large
quantity of pixels.
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Open MAP Warp

Loop Filter Field

Cup 60.17% 73.38% 75.94%

Bottle 67.25% 77.12% 79.41%

30% 35.56% 65.22% 67.01%

60% 77.62% 79.85% 82.80%

90% 77.94% 80.69% 83.22%

Overall 65.66% 76.03% 78.41%
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Figure 7.5: The table shows the IOU for each method. The graph shows the IOU at every

timestep across one of the pouring experiments (bottle filled to 30%).

7.4 Experiments & Results

We ran three experiments to evaluate our simulators at tracking the state of real-world

liquids. The first utilized the pouring interactions and focused on quantitatively evaluating

the open and closed loop simulators. The second and third experiments test our simulation

methods at estimating the state of an unknown variable in the environment. This is an

important ability for a robot, as often liquids are occluded by containers or other objects,

forcing robots to reason about the hidden state of the liquids based on outcomes during an

interaction, something that is not always necessary during rigid object interactions. Our

second two experiments examine two different cases of hidden state estimation using liquids.

7.4.1 Comparing Open and Closed Loop Simulation Methods

To compare each of the three simulation methods (open loop, MAP filter, and warp field),

we simulated them on the data collected for each pouring interaction. At the start of each

interaction, we fill the 3D model of the container with the same amount of liquid as was filled
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in the real container. To do this, we perform binary search on the initial number of particles,

running the simulation forward, holding the object poses constant, until each has settled and

then computing the level of the liquid in the container. We then simulate the liquid forward

in time, updating the object poses based on the tracked poses acquired using DART. We

evaluate each method by comparing their IOUs, computed as described in section 7.3.42.

The IOU for the three simulation methods is shown in the table in Figure 7.5. The upper

two rows show the IOU for the methods conditioned on the two types of containers used;

The middle rows show the IOU conditioned on the initial percent full of the container; and

the last row shows the overall IOU for each method. This table reveals some interesting

phenomena. It is not immediately clear why all the simulators seem to perform slightly

better on interactions where the robot poured from the bottle rather than the cup. However,

the middle of the table shows that all of the methods tend to perform better when more

liquid is involved. We notice that the bottle, while having a similar diameter as the cup, is

taller, meaning if they are filled to the same ratio full (e.g., 30%), then the bottle will have

more overall liquid. This explains the slight bump in performance from one container to the

other.

The most important revelation, however, is that both closed-loop simulation methods

outperform the open-loop simulation by a significant margin. This is illustrated graphically

by the graph on the right in Figure 7.5, which shows the IOU at every timestep over one

sequence, and clearly shows that the closed-loop methods are better able to match the

location of the real liquid than the open-loop method. Additionally, both the table and the

graph show that the warp field method outperforms the MAP filter method. This clearly

shows that closing the loop in liquid simulations can make the trajectory of the liquid better

match real world liquid dynamics.
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Figure 7.6: Probability distribution over the estimated initial fill amounts. They are aggre-

gated by the true fill amounts. From left to right and top to bottom they are empty, 30%

full, 60% full, and 90% full (indicated by the *). The blue bars show results from the open

loop method, cyan for the MAP filter, and red for the warp field.

7.4.2 Estimating the Initial Amount of Liquid

We evaluated all three simulation methods on the same hidden state task. For each pouring

interaction, the initial amount of liquid in the container was not given to the robot. Instead,

the task of the robot was to estimate this amount based on the observations and its own liquid

simulations. To do this, the robot needs to run multiple simulations for each interaction,

one for each possible fill amount, and compare the predictions of each simulation to the

observation.

For each pouring interaction, the robot ran 4 simulations: one where the container was

left empty, one where the container was filled to 30% full, one where the container was filled

to 60% full, and one where it was filled to 90% full. For each simulation, the liquid particles

are simulated forward in time as the object poses are updated via their tracked poses. We

compute the probability of each simulation by evaluating the probability of their predicted

2The 4 pouring interactions where the container was left empty were not included in this analysis because
the union part of the IOU would be 0, resulting in a division by 0.
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images as described in section 7.3.4.

Figure 7.6 shows the results of performing this for each of the pouring interactions,

aggregated by the ground truth fill amount (indicated by the * in the x-axis of each graph).

The blue bars show the probability distributions for the open-loop method, the cyan bars

show the distribution for the MAP filter method, and the red bars show the distribution for

the warp field method. All methods are easily able to correctly place the highest probability

on the empty simulation when there is in fact no liquid in the interaction, which follows

intuition as there are no observed liquid particles. Additionally, even though there is slightly

more confusion, all of the methods place the highest probability on the 90% simulation

when the containers start out 90% full. Again, this aligns with intuition as it is easy to

distinguish “a lot” of liquid from “almost no” liquid. The most confusion occurs when

trying to distinguish “a little” (30%) from “some” (60%). The open loop method is almost

completely unable to distinguish between the two, both distributions being very similar. The

MAP filter method is slightly better, but still gets confused when the true amount in the

container is 60%. Only the warp field method is able to correctly estimate the initial amount

of liquid, placing over 70% probability on the correct simulation in every case.

7.4.3 Solving the Pipe Junction Task

The final experiment we performed was the pipe junction task. Here the task is for the

robot to find the blockage in a pair of connected pipes simply by observing the liquid as it

exits the pipes, a situation the robot may find itself in if, say, trying to diagnose a broken

sink. We assume that the robot knows a priori the default, unblocked flow rate of liquid

through the pipes, and thus must use the change in flow to find the blockage. To test this,

a pipe T-junction was held inverted over two bowls such that the legs of the T emptied into

different bowls, both visible to the robot. However, the task is to find the blockage based

only on the output of the pipes, so the T-junction was held high enough so that the robot

could only see the openings on the bottom and not the top opening. To simulate a constant

flow into the pipes, a container with exactly 1 liter of water was tilted at a constant angular
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velocity so that the liquid flowed into the top opening of the junction. The type of blockage

used (if any), unblocked, partially blocked, or blocked, was placed inside the pipe, not visible

to the robot. We used the data collected during the pipe junction interactions to evaluate

the robot on this task.

To solve this task, like in the previous experiment, the robot needs to run multiple

simulations with different values for the hidden state (the pipe blockages) and compare their

outcomes. For each interaction, the robot ran 5 simulations: one for both legs unblocked,

one for the right leg partially blocked, one for the right leg fully blocked, one for the left leg

partially blocked, and one for the left leg fully blocked. The probability of each simulation

is computed using the method described in section 7.3.4.

Figure 7.7 shows the probability for each of the simulated blockages over time for one of

the interactions using the best closed-loop method (warp field). The robot ran one simulation

for each blockage type, and the diagrams across the top of the figure indicate where the

blockage in that simulation was placed. The color bordering each diagram corresponds to

the color of the line indicating that simulation’s probability over time. After only a short

time window, the robot is able to place 100% probability on the correct blockage (partial-

left). Indeed, we ran this on all 5 pipe junction interactions, and by the end of each, the robot

had placed 100% on the correct blockage in every case. We also evaluated the 5 interactions

using the open-loop method. It was able to correctly estimate with 100% probability in the

simpler cases (no blockage or fully blocked) as would be expected. However, for the more

difficult interactions (partial blockage), it only picked the correct blockage type and location

in one case (when the true blockage was partial-left) and in the other case incorrectly placed

100% probability on there being no blockage. While the point of this experiment was to

show the possible type of reasoning that can be done with full physics-based liquid models,

even here the closed-loop methods outperform the open-loop methods, if only in 1 out of 5

cases. Regardless, by using the closed-loop liquid simulation methods developed here, the

robot is clearly able to robustly solve this task.
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Figure 7.7: Probability distribution over the blockage location over time for a single inter-

action. The 5 diagrams across the top correspond to the five different simulations the robot

ran, each color-coded to the corresponding line in the plot. The true blockage was placed in

the left leg and only partially blocked the leg (in the keys in the top row, second from right).

Best viewed in color.
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7.5 Discussion

In this chapter, we proposed two methods for tracking the state of liquid with a closed-loop

simulator. The first, inspired by Bayes filter techniques in robotics, used a MAP filter to

correct errors in the simulator. The second, inspired by the physical forces underlying the

simulator, applied a warp field to the particles to correct the error. The results clearly

show that both our closed-loop methods are better at tracking the liquid than the open-loop

method. We also showed how these closed-loop simulations can be used to reason about and

infer the hidden variables of an interaction involving liquids. To our knowledge, this is the

first time real liquid observations have been combined with liquid simulations for robotics

tasks.

From the results in this chapter, there are several important insights to take away:

Reasoning about Liquids: So far, reasoning about liquids applied to real robots has

been limited to restricted tasks such as pouring in both prior work [127, 18] and in our

previous chapters. With our physics-based model, reasoning about liquids can be done

on a much wider variety of tasks. The last two experiments in this chapter both involve

completely different tasks, one reasoning about pouring, the other about blockages in pipes,

yet the same algorithm is able to solve both tasks, without any special knowledge aside from

generic 3D models. This is the kind of reasoning that is only enabled through full, physics-

based models. Another advantage of our method over our previous deep learning methods or

even a non-physics model-based approach [163] is that the persistence of a liquid is trivially

inferred. For example, a robot using this model could observe a pouring interaction, and it

would be immediately obvious that the new liquid in the target container originated in the

source container, and that the overall liquid is the same at the end of the pour as it was at

the beginning.

Generalizing to Other Liquids: Another advantage of a physics-based model is that it

can generalize to different types of liquid. Yamaguchi and Atkeson [163] developed a model-

based detector that could determine the location of liquids in a scene, and they showed that
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it could generalize to a wide array of liquid types. This is unlike learning-based models,

which cannot generalize to liquids too different from their training set. With the alteration

of a few physical parameters, a physics-based model can generalize to liquids as diverse as

water, oil, honey, and even dough. It is currently an open challenge as to how to infer these

parameters efficiently from observation. We investigate this in a simulated setting in the

next chapter.

Predicting Liquid Behavior: While others have used physics-based models for liquids

[74], none have yet combined them with real perception. As a result, due to the quick

divergence of open-loop models with reality, there has been little prior work exploring the

possible action spaces around liquids. Closed-loop liquid simulations enable robots to use the

same model to interact with liquids in a wide variety of settings, such as carrying a container

across a room without spilling its contained liquid, scooping liquid with a spoon, and ejecting

liquid from a syringe in a controlled manner. Without closed-loop liquid simulations, each

of these tasks would require developing a separate model. Using an algorithm such as model

predictive control [19], the robot could plan for a short time horizon into the future using

the open-loop simulation, but track the current state using the closed-loop simulation, thus

preventing a fatal divergence from reality.

Overall, this chapter showed the power of physics-based models for 3D reasoning about

liquids. In previous chapters in this thesis, we showed how deep learning methods can be used

to interact with liquids. Our results up to this point in the thesis show that both methods

can be very useful for robots. In the next chapter, we focus on a method to combine them

into a single model.

7.5.1 Practical Takeaways

Implementing a liquid simulator to track real liquid poses several technical challenges not

often found in a pure simulation environment. One of those is the issue of particle clipping.

Particle clipping is when, at the start of a timestep, a particle is on one side of an object
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mesh, and then after the update in the timestep is on the other. In this scenario, even

though the particle’s straight line path would put it in collision with the mesh, because it

moves quickly, at no point does the simulator detect a collision. The result of this is particles

that appear to move through meshes with thin walls, which are many of the objects used in

this chapter such as cups and bottles. This is of course not desirable, and so we employed

two primary strategies to combat it. First, we computed ray-plane intersections between

the movement vector of the particle and the triangles in the 3D mesh to catch potential

collisions. While in theory this should fix all issues relating to this problem, in practice with

highly triangulated meshes doing so can be extraordinarily slow. We used an approximate

solution to compute intersections for only nearby triangles, not all triangles, which caught

most issues. To ensure that no particle ever clipped through a mesh, we also broke any large

movements into smaller movements so we could check at each point along the vector. In pure

simulation environments, objects with thin walls are often not used for this explicit reason.

However here we could not get around the issue because the real objects the robot used were

containers with relatively thin walls. But this solution we developed was effective at fixing

the issue, although it did significantly decrease the speed of the simulation, which is a large

part why our simulations in this chapter do not necessarily all run at real-time.

Another challenge we encountered while developing the methodology in this chapter was

getting the particles to cover the entire perceived liquid. When developing the closed-loop

methodology, the robot has to deal with two types of mismatch between the liquid particles

and the perceived liquid pixels: 1) instances where a particle has no corresponding liquid

pixel, and 2) instances where a liquid pixel has no corresponding particle. For a method like

our warp field method, applying a force for each liquid pixel to attract particles to them works

well enough to fix mismatch due to 1. However, this often results in particles congregating

around a few liquid pixels, leaving plenty of other liquid pixels without any corresponding

particles. To solve this, we introduced the term Φ to measure how well “covered” any liquid

pixel was. This could then be used to encourage particles to better solve mismatch due to

2. In practice, by balancing the contribution of Φ to each of the closed loop methods, we
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were able to encourage particles to spread out to cover the liquid pixels without creating

undesirable oscillations.
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Chapter 8

SPNETS: COMBINING DEEP LEARNING WITH LIQUID
SIMULATION

In previous chapters in this thesis, we have taken two distinct approaches to robotic

interaction with liquids. In chapters 3 to 6 we examined learning-based approaches using

deep neural networks to enable robots to perceive, reason about, and manipulate liquids.

In the previous chapter, chapter 7, we looked at how physics-based models can be used to

perform reasoning tasks with liquids. In all cases, our results showed that these methods

can be used by robots to solve tasks involving liquids. However, up to this point, they have

been largely separate.

In this chapter we propose to combine the structure of analytical fluid dynamics models

with the tools of deep neural networks to enable robots to interact with liquids. Specifically,

we propose Smooth Particle Networks (SPNets), which adds two new layers, the ConvSP

layer and the ConvSDF layer, to the deep learning toolbox. These layers allow networks to

interface directly with unordered sets of particles (our chosen representation for liquids). We

then show how we can use these two new layers, along with standard layers, to directly im-

plement fluid dynamics using Position Based Fluids (PBF) [90] inside the network, where the

parameters of the network are the fluid parameters themselves (e.g., viscosity or cohesion).

Because we implement fluid dynamics as a neural network, this allows us to compute full

analytical gradients. We evaluate our fully differentiable fluid model in the form of a deep

neural network on the tasks of learning fluid parameters from data, manipulating liquids,

and learning a policy to manipulate liquids. In this chapter, the final experimental chapter

of this thesis, we make the following contributions 1) a fluid dynamics model that can inter-

face directly with neural networks and is fully differentiable, 2) a method for learning fluid



140

1: function UpdateFluid(P, V)

2: V ′ = ApplyForces(V )

3: P ′ = P + V ′

∆t

4: while ¬ConstraintsSatisfied(P ′) do

5: ∆P ω = SolvePressure(P ′)

6: ∆P c = SolveCohesion(P ′)

7: ∆P s = SolveSurfaceTension(P ′)

8: P ′ = P ′ + ∆P ω + ∆P c + ∆P s

9: P ′ = SolveObjectCollisions(P ′)

10: end while

11: V ′ = P ′−P
∆T

12: V ′ = V ′ + ApplyViscosity(P ′, V ′)

13: return P ′, V ′

14: end function

Figure 8.1: The PBF algorithm. P is the list of particle locations, V is the list of particle

velocities, and ∆T is the timestep duration.

parameters from data using this model, and 3) a method for using this model to manipulate

liquid by specifying its target state rather than through auxiliary functions.

The rest of this chapter is laid out as follows. The next section describes Position Based

Fluids (PBF), the fluid dynamics algorithm we implement here. The section after that

describes Smooth Particle Networks (SPNets), our implementation of PBF using the deep

learning toolbox. Next we describe how we evaluate SPNets and the results we get, and

finally we end the chapter with a discussion of the insights we gained.
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8.1 Position Based Fluids

In this chapter, we implement fluid dynamics using Position Based Fluids (PBF) [90]. PBF

is a Lagrangian approximation of the Navier-Stokes equations for incompressible fluids [2].

That is, PBF uses a large collection of particles to represent incompressible fluids such as

water, where each particle can be thought of as an individual “packet” of fluid. We chose a

particle-based representation for our fluids rather than a grid-based (Eulerian) representation

as for sparse fluids, particles have better resolution for fewer computational resources. We

briefly describe PBF here and direct the reader to [90] for details.

The key difference between PBF and Smoothed Particle Hydrodynamics (SPH) [37],

which is often used to do particle-based fluid simulations (and which we used in the previous

chapter), is that SPH only applies to compressible fluids. This is because SPH models

properties of the fluid, such as pressure, as forces (e.g., places of high pressure apply a force

pushing particles away), which necessarily means that fluids modeled with SPH can compress

so long as the compressing force exceeds the fluid’s internal forces. PBF instead treats these

properties as constraints (e.g., the pressure must remain constant throughout the fluid), and

then iteratively attempts to compute the “correction” ∆P to each particle’s position that

satisfies these constraints. In this way, PBF is designed to be used for incompressible fluids

such as water, which is why we chose to use it in this chapter.

Figure 8.1 shows a general outline of the PBF algorithm. At each timestep, the update

for each particle is computed as follows. First external forces are applied to the particles by

adding their accelerations to the velocities (line 2). For this paper, the only external force

is gravity. Then, on line 3, the particles are moved forward according to their velocities.

Next the inner loop (lines 5–9) solves the incompressibility constraints (pressure, cohesion,

and surface tension) and then fixes collisions with static objects. The constraints are solved

iteratively using a loop rather than in one-shot to facilitate convergence. After the loop,

the velocity of the particles is updated to reflect their actual change in position over time

given the constraints (line 11). Finally, the viscosity force is computed and applied to the
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velocities of the particles (line 12). The result of all this is the new particle positions P ′ and

velocities V ′ after updating their dynamics for one timestep.

Figure 8.1 gives a high-level overview of the PBF algorithm. It relies on several external

functions, which we will describe in the following paragraphs. For the purposes of this paper,

the function ConstraintsSatisfied returns true after a fixed number of iterations, which

here we set to be 3. Furthermore, for the function SolveObjectCollisions, we determine

if the vector of movement for each particle collides with the mesh of an object, and if so we

simply adjust the vector so that the particle stops at the object boundary. The remaining

functions, SolvePressure, SolveCohesion, SolveSurfaceTension, and ApplyVis-

cosity, are used to apply the fundamental physical properties to the particles such as

pressure or surface tension.

The pressure correction δpωi for each particle i is computed by the function SolvePres-

sure to satisfy the constant pressure constraint. Intuitively, the pressure correction step

finds particles with pressure higher than the constraint allows (i.e., particles where the den-

sity is greater than the ambient density), then moves them along a vector away from other

high pressure particles, thus reducing the overall pressure and satisfying the constraint. The

pressure correction δpωi for each particle i is computed as follows

δpωi =
∑

j∈P−{i}

nji(ωi + ωj)Wω(dij, h) (8.1)

where nji is the normalized vector from particle j to particle i, ωk is the pressure at particle

k, Wω is a kernel function, dij is the distance from i to j, and h is the cutoff for Wω (that

is, for all particles further than h apart, Wω is 0). The pressure ωk at every particle k is

computed as

ωk = λω max (ρk − ρ0, 0) (8.2)

where λω is the pressure constant, ρk is the density of the fluid at particle k, and ρ0 is the

rest density of the fluid. The density ρk is computed the same in PBF and SPH as follows

ρk =
∑
j∈P

mjWρ(dkj, h) (8.3)
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where mj is the mass of particle j and Wρ is a kernel function. For Wω we use 30
πh3

(
1− d

h

)
1
h

and for Wρ we use 15
πh3

(
1− d

h

)2
, the same as used in [90].

The cohesion correction δpci for each particle i as computed by SolveCohesion is

δpci =
∑

j∈P−{i}

λcnijWc(dij, h)

where λc is the cohesion constant and Wc is a kernel function. For Wc we use the same kernel

as [90]

Wc(d, h) =
−(1− d0)

d2
0

(
d

h

)3

+
d2

0 + d0 + 1

d2
0

(
d

h

)2

− 1

where d0 is the fluid rest distance as a fraction of h. For this paper we fix d0 to 0.5.

The surface tension correction δpsi for each particle i as computed by SolveSurfaceTen-

sion is computed using the following equation

δpci =
∑

j∈P−{i}

λs
ρ0

(nj − ni)I(dij ≤ h)

where λs is the surface tension constant, nk is the normal of the fluid surface at particle k,

and I is the indicator function. The normal nk is computed as

nk =
∑

j∈P−{i}

nijWc(dij, h)

where Wc is the same kernel function used for the cohesion constraint.

Finally, the viscosity update δvi for each particle i computed by ApplyViscosity is

δvi =
∑

j∈P−{i}

λv
ρ0

(vj − vi)Wρ(dij, h)

where λv is the viscosity constant, vk is the velocity of particle k, and Wρ is the same kernel

function used to compute the density.

To compute the next set of particle locations P ′ and velocities V ′ from the current

set P, V , these functions are applied as described in the equation in figure 8.1. For the

experiments in this paper, the constants are empirically determined and we set h to 0.1.
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8.2 Smooth Particle Networks

In this chapter, we wish to implement Position Based Fluids (PBF) using deep learning

tools. However current standard neural networks lack the functionality to implement PBF

inside the network structure. While [118] developed PointNet layers which work on un-

ordered point sets, these were designed for object recognition and segmentation and are not

well suited for fluid dynamics. Thus, in order to implement PBF in a network, we need to

add new functionality. Specifically, we propose two new neural network layers for handling

unordered sets of particles. The first is the ConvSP layer, which computes particle-particle

pairwise interactions, and the second is the ConvSDF layer, which computes particle-static

object interactions1. We combine these two layers with standard operators (e.g., elementwise

addition) to reproduce the algorithm in figure 8.1 inside a deep network. Since we exactly re-

produce PBF inside the network, the parameters are the λ∗ constants descried in section 8.1.

We implemented both our layers with support for GPUs to enable efficient processing times

and with native support for analytical gradients. We used PyTorch [113] to construct the

fluid dynamics by combining our layers with standard network layers, which also enables us

to take advantage of its automatic differentiation for our PBF implementation.

8.2.1 ConvSP

The ConvSP layer is designed to compute particle to particle interactions. To do this,

we implement the layer as a smoothing kernel over the set of particles. That is, ConvSP

computes the following

ConvSP (X, Y ) =

{∑
j∈X

yjW (dij, h)
∣∣∣ i ∈ X}

where X is the set of particle locations and Y is a corresponding set of feature vectors2, yj is

the feature vector in Y associated with j, W is a kernel function, dij is the distance between

1The code for SPNets is available at https://github.com/cschenck/SmoothParticleNets

2In general, these features can represent any arbitrary value, however for the purposes of this paper, we
use them to represent physical properties of the particles, e.g., mass or density.

https://github.com/cschenck/SmoothParticleNets
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particles i and j, and h is the cutoff radius (i.e., for all dij > h, W (dij, h) = 0). This function

computes the smoothed values over Y for each particle using W .

While this function is relatively simple, it is enough to enable the network to compute the

solutions for pressure, cohesion, surface tension, and viscosity (lines 5–7 and 12 in figure 8.1).

In the following paragraphs we will describe how to compute the pressure solution using the

ConvSP layer. Computing the other 3 solutions is nearly identical.

To compute the pressure correction solution in equation (8.1) above, we must first com-

pute the density ρk at each particle k. Equation (8.3) describes how to compute the density.

This equation closely matches the ConvSP equation from above. To compute the density

at each particle, we can simply call ConvSP (P,M), where P is the set of particle locations

and M is the corresponding set of particle masses. Next, to compute the pressure ωk at each

particle k as described in equation (8.2), we can use an elementwise subtraction to compute

ρk−ρ0, a rectified linear unit to compute the max, and finally an elementwise multiplication

to multiply by λω. This results in Ω, the set containing the pressure for every particle.

Plugging these values into equation (8.1) is not as straightforward. It is not obvious how

the term nji(ωi + ωj) could be represented by Y from the ConvSP equation. However, by

unfolding the terms and distributing the sum we can represent equation (8.1) using ConvSP.

First, note that the vector nji is simply the difference in position between particles i and

j divided by their distance. Thus we can replace nji as follows

δpωi =
∑

j∈P−{i}

pi − pj
dij

(ωi + ωj)Wω(dij, h)

where pk is the location of particle k. For simplicity, let us incorporate the denominator dij

into Wω to get it out of the way. We define W ω(dij, h) = 1
dij
Wω(dij, h). This results in

δpωi =
∑

j∈P−{i}

(pi − pj)(ωi + ωj)W ω(dij, h).

Next we distribute the terms in the parentheses to get

δpωi =
∑

j∈P−{i}

(piωi + piωj − pjωi − pjωj)W ω(dij, h).
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We can now rearrange the summation and distribute W ω to yield

δpωi = piωi
∑

W ω(dij, h) + pi
∑

ωjW ω(dij, h)− ωi
∑

pjW ω(dij, h)−
∑

pjωjW ω(dij, h).

Here we omitted the summation term j ∈ P − {i} from our notation for clarity. We can

compute this over all i using the ConvSP layer as follows

∆P ω = P ∗Ω∗ConvSP (P, {1})+P ∗ConvSP (P,Ω)−Ω∗ConvSP (P, P )−ConvSP (P, P ∗Ω)

where ∗ represents elementwise multiplication and + and − are elementwise addition and

subtraction respectively. {1} is a set containing all 1s.

8.2.2 ConvSDF

The second layer we add is the ConvSDF layer. This layer is designed specifically to compute

interactions between the particles and static objects in the scene (line 9 in figure 8.1). We

represent these static objects using signed distance functions (SDFs). The value SDF (p),

where p is a point in space, is defined as the distance from p to the closest point on the

object’s surface. If p is inside the object, then SDF (p) is negative.

We define K to be the set of offsets for a given convolutional kernel. For example, for a

1×3 kernel in 2D, K = {(0,−1), (0, 0), (0, 1)}. ConvSDF is defined as

ConvSDF (X) =

{∑
k∈K

wk min
j
SDFj(pi + k ∗ d)

∣∣∣∣ i ∈ X
}

where wk is the weight associated with kernel cell k, pi is the location of particle i, SDFj is

the jth SDF in the scene (one per rigid object), and d is the dilation of the kernel (i.e., how

far apart the kernel cells are from each other). Intuitively, ConvSDF places a convolutional

kernel around each particle, evaluates the SDFs at each kernel cell, and then convolves those

values with the kernel. The result is a single value for each particle.

We can use ConvSDF to solve object collisions as follows. First, we construct ConvSDFR

which uses a size 1 kernel (that is, a convolutional kernel with exactly 1 cell). We set the

weight for the single cell in that kernel to be 1. With a size 1 kernel and a weight wk of 1,
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the summation, the kernel weight wk, and the term k ∗ d fall out of the ConvSDF equation

(above). The result is the SDF value at each particle location, i.e., the distance to the closest

surface, where negative values indicate particles that have penetrated inside an object. We

can compute that penetration R of the particles inside objects as

R = ReLU(−ConvSDFR(P ))

where ReLU is a rectified linear unit. R now contains the minimum distance each particle

would need to move to be placed outside an object, or 0 if the particle is already outside

the object. Next, to determine which direction to “push” penetrating particles so they

no longer penetrate, we need to find the direction to the surface of the object. Without

loss of generality, we describe how to do this in 3D, but this method is applicable to any

dimensionality. We construct ConvSDFX , which uses a 3×1×1 kernel, i.e., 3 kernel cells all

placed in a line along the X-axis. We set the kernel cell weights wk to -1 for the cell towards

the negative X-axis, +1 for the cell towards the positive X-axis, and 0 for the center cell. We

construct ConvSDFY and ConvSDFZ similarly for the Y and Z axes. By convolving each

of these 3 layers, we use local differencing in each of the X, Y, and Z dimensions to compute

the normal of the surface of the object nSDF , i.e., the direction to “push” the particle in.

We can then update the particle positions P ′ as follows

P ′ = P ′ +R ∗ nSDF .

That is, we multiply the distance each particle is penetrating an object (R) by the direction

to move it in (nSDF ) and add that to the particle positions.

8.2.3 Smooth Particle Networks (SPNets)

Using the ConvSP and ConvSDF layers described in the previous sections and standard

network layers, we design SPNets to exactly replicate the PBF algorithm in figure 8.1. That

is, at each timestep, the network takes in the current particle positions P and velocities V

and computes the fluid dynamics by applying the algorithm line-by-line, resulting in new

positions P ′ and velocities V ′. We show an SPNet layout diagram figure 8.2.
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Figure 8.2: The layout for SPNet. The upper-left shows the overall layout of the network. The functions

SolvePressure, SolveCohesion, SolveSurfaceTension, and SolveObjectCollisions are collapsed

for readability. The lower-right shows the expansion of the SolveObjectCollisions function, with the

line in the top of the box being the input to the SolveObjectCollisions in the upper-left diagram and

the line out of the bottom of the box being the line out of the box. The lower-left shows the expansion of

the SolvePressure function. For clarity, the input line (which represents the particle positions) is colored

green and the line representing the particle pressures is colored pink.
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The first operation the network performs is to apply the external forces to the particles,

line 2 of the PBF algorithm (shown in figure 8.1) and the lavender box in the upper-left of

figure 8.2a. Next the network updates the particle positions according to their velocities,

line 3 of PBF and the element-wise multiplication and addition immediately to the right

of ApplyForces in the diagram. After this, the network iteratively solves the fluid con-

straints (lines 5–9), shown by the SolveConstraints boxes in figure 8.2a. Here we show

3 constraint solve iterations, however in principle the network could have any number. Each

constraint solve partially updates the particle positions to better satisfy the given constraints.

We consider 3 constraints in this paper: pressure (line 5), cohesion (line 6), and surface

tension (line 7). Each is shown as an individual box in figure 8.2a. Figure 8.2c shows the full

network layout for the pressure constraint. This exactly computes the solutions to equations

8.1–8.3 from the previous section on PBF. Note the column under the leftmost ConvSP layer

in figure 8.2a; it computes the pressure set Ω. This is then used to compute the result of

the other 4 ConvSP layers. The final step of each constraint solve iteration is to solve the

object collisions. The expansion of this box is shown in figure 8.2d. The ConvSDF layer on

the left computes the particle penetration R into the SDFs, and the 3 on the right compute

the normal nSDF of the SDFs. Note that in this diagram we show the layout for particles

in 3D (there are 3 ConvSDF layers on the right of figure 8.2d, one to compute the normal

direction in each dimension), however this can applied to particles in any dimensionality.

After finishing the constraint solve iterations, the network computes the adjusted particle

velocities based on how the positions were adjusted (line 11 of the PBF algorithm), shown in

figure 8.2a as the element-wise subtraction and multiplication above the ApplyViscosity

box. Finally, the network computes the viscosity, shown in the tan box in the bottom-right

of figure 8.2a. Viscosity only affects the particles velocities, so the output positions of the

particles are the same as computed by the constraint solver.

There are several parameters and constants in this network. In the ApplyForces box

in the upper-left of figure 8.2a, Gravity is set to be −9.8m
s2

and ∆t is set to be 1
60

. The rest

density ρ0, shown in the ApplyViscosity box in the lower-right of figure 8.2a and in the
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SolvePressure box in figure 8.2c, is set empirically based on the rest density of water.

The fluid parameters λω and λv are shown in figure 8.2c and the lower-right of figure 8.2a

respectively.

By repeatedly applying the network to the new positions and velocities at each timestep,

we can simulate the flow of liquid over time. We utilize elementwise layers, rectified linear

layers (ReLU), and our two particle layers ConvSP and ConvSDF to compute each line in

figure 8.1. Since elementwise and ReLU layers are differentiable, and because we implement

analytical gradients for ConvSP and ConvSDF, we can use backpropagation through the

whole network to compute the gradients. Additionally, our layers are implemented with

graphics processor support, which means that a forward pass through our network takes

approximately 1
15

of a second for about 9,000 particles running on an Nvidia Titan Xp

graphics card.

8.3 Evaluation & Results

To demonstrate the utility of SPNets, we evaluated it on four types of tasks, described in the

following sections. First, we verify the correctness of our implementation of fluid dynamics

by comparing it to a commercial fluid simulator. Then, we show how our model can learn

fluid parameters from data. Next, we show how we can use the analytical gradients of our

model to do liquid control. Finally, we show how we can use SPNets to train a reinforcement

learning policy to solve a liquid manipulation task using policy gradients.

8.3.1 Model Comparison

We compare our model to Nvidia FleX [91], a commercially available physics simulation

engine which implements fluid dynamics using Position Based Fluids (PBF). For this com-

parison, we set all the model parameters (e.g., the pressure parameter λω) to be the same for

both FleX and SPNets, we initialize the particle poses and velocities to the same values, and

all rigid objects follow the same trajectory. We compare FleX and SPNets on two scenes.

In the scooping scene, the liquid rests at the bottom of a large basin as a cup moves in a
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circle, scooping liquid and then dumping it into the air. In the ladle, the liquid rests in

a rectangular container as a ladle scoops some from the container and then pours it back

into it. Images from the ladle scene are shown in figure 8.3a. We simulate each scene 9

times, once for each combination of values for the cohesion parameter λc ∈ {0.01, 0.1, 0.2}

and viscosity parameter λv ∈ {0.001, 10, 120} (we fix all other constants).

To compare FleX and SPNets, we compute the intersection over union (IOU) of the two

particle sets at each point in time. To compute the intersection between two particle sets

with real valued cartesian coordinates, we relax the “identical” constraint to be within a

small ε, i.e., the intersection is the set of all particles from each set that have at least one

neighbor in the opposing set that is within ε units away. For this comparison we set ε to

be 2.5cm. For the scooping scene, the IOU was 91.0%, and for the ladle scene, the IOU was

97.1%. Given this, it is clear that while SPNets is not identical to FleX, it matches closely

and produces stable fluid dynamics.

8.3.2 Estimating Fluid Parameters

We evaluate SPNets on the task of learning, or estimating, some of the λ∗ fluid parameters

from data. This experiment illustrates how one can perform system identification on liquids

using gradient-based optimization. Here we frame this system identification problem as a

learning problem so that we can apply learning techniques to discover the parameters. We use

Nvidia FleX [91] to generate ground truth data, and then use backpropagation and gradient

descent to iteratively update the parameter values until convergence. FleX is a commercially

available physics simulation engine which implements fluid dynamics using Position Based

Fluids (PBF).

Given sequences P = {Pt} and V = {Vt} of particle positions and velocities over time

generated by FleX, at each iteration we do the following. First we randomly sample B

particle positions P and velocities V from P ,V to make a training batch PB, VB. Next,

SPNet is used to roll out the dynamics T timesteps forward in time to generate P̃B+T , ṼB+T ,

the predicted particle positions and velocities after T timesteps. We then compute the loss
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Figure 8.3: (Top) The ladle scene. The left two images are before and after snapshots, the

right image shows the particles projected onto a virtual camera image (with the objects

shown in dark gray for reference). (Bottom) The difference between the estimated and

ground truth fluid parameter values for cohesion λc and viscosity λv after each iteration of

training for both the L1 loss and the projection loss. The color of the lines indicates the

ground truth λc and λv values. The cohesion parameter λc was initialized to 0.1 in all cases

except when the ground truth was 0.1, in which case it was initialized to 0.05. The viscosity

parameter λv was initialized to 60 in all cases except when the ground truth was 60, in which

case it was initialized to 30.
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l(P̃B+T , ṼB+T ,PB+T ,VB+T ) between the predicted positions and velocities and the ground

truth positions and velocities. Since our model is differentiable, we can use backpropagation

to compute the gradient of the loss with respect to each of the fluid parameters. We then

take a gradient step to update the parameters. This process is repeated until the parameters

converge.

We used the ladle scene shown in Figure 8.3a to test our method. Here, the liquid rests

in a rectangular container as a ladle scoops some liquid from the container and then pours it

back into the container. We generated 9 sequences, one for each combination of the cohesion

parameter λc ∈ {0.05, 0.1, 0.15} and viscosity parameter λv ∈ {30, 60, 90} (we fixed all other

fluid parameters). Each sequence lasted exactly 620 frames. We set our batch size to 8, T to

2, and use Adam [62] with default parameter values and a learning rate of 1e−2 to update

the fluid parameters at each iteration. We evaluate using 2 different loss functions. The

first is an L1 loss between the predicted and ground truth particle positions and velocities.

This is possible because we know which particle in Flex corresponds to which particle in the

SPNet prediction. In real world settings, however, such a data association is not known,

so we evaluate a second loss function that eschews the need for it. We use the projection

loss, which simulates a camera observing the scene and generating binary pixel labels as the

observation (similar to the heatmaps generated by our method in chapter 4). We compute

the projection loss between the predicted and ground truth states by projecting the visible

particles onto a virtual camera image, adding a small Gaussian around the projected pixel-

positions of each particle, and then passing the entire image through a sigmoid function to

flatten the pixel values. The loss is then the L1 difference between the projected image of the

predicted particles and the ground truth particles. Projecting the particles as a Gaussian

allows us to compute smooth gradients backwards through the projection. For the ladle

scene, the camera is placed horizontally from the ladle, looking at it from the side.

Figures 8.3b and 8.3c show the difference between the ground truth and estimated values

for the cohesion λc and viscosity λv parameters when training the model on each of the

9 sequences. In all 9 cases and for both losses, the network converges to the ground truth
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(a) Plate (b) Pouring (c) Catching

Figure 8.4: The control scenes used in the evaluations in this chapter. The top row shows

the initial scene; the bottom row shows the scene after several seconds.

parameter values after only a couple hundred iterations. While the L1 loss tended to converge

slightly faster (which is to be expected with a more dense loss signal), the projection loss

was equally able to converge to the correct parameter values, indicating that the gradients

computed by our model through the camera projection are able to correctly capture the

changes in the liquid due to its parameters. Note that for the projection loss the camera

position is important to provide the silhouette information necessary to infer the liquid

parameters.

8.3.3 Liquid Control

To test the efficacy of the gradients produced by our models, we evaluate SPNets on 3 liquid

control problems. The goal in each is to find the set of controls U = {ut} that minimize the
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cost

L =
∑
t

l(Pt, Vt, ut) (8.4)

where l is the cost function, Pt is the set of particle positions at time t, and Vt is the set of

particle velocities at time t. Pt and Vt are defined by the dynamics as follows

Pt, Vt = SPN(Pt−1, Vt−1, OP (ut)) (8.5)

where SPN is the fluid dynamics computed by SPNets, and OP transforms the control ut

to the poses of the rigid objects in the scene at time t. The initial positions P0 and velocities

V0 of the particles, the loss function l, and the control function OP are fixed for each specific

control task.

To optimize the controls U , we utilize Model Predictive Control (MPC) [19]. MPC

optimizes the controls for a short, finite time horizon, and then re-optimizes at every timestep.

Specifically, given the current particle positions Pt and velocities Vt and the set of controls U

computed at the previous timestep, MPC first computes the future positions Pt+1, ..., Pt+T

and velocities Vt+1, ..., Vt+T by repeatedly applying the SPNet for some fixed horizon T .

Then, MPC sums the loss over this horizon as described in equation (8.4) and computes the

gradient of the loss L with respect to each control ∆ut via our differentiable model. Finally,

the updated controls U ′ are computed as follows

U ′ =

{
ui − s

∆ui
‖∆ui‖

∣∣∣∣∣ i ∈ [t, t+ T ]

}
where s is a fixed step size. The first control u′t ∈ U ′ is executed, the next particle positions

Pt+1 and velocities Vt+1 are computed, and this process is repeated to update all controls

again. Note that this process updates not only the current control ut but also all controls

in the horizon, so that by the time control ut+T is executed, it has been updated T times.

Figure 8.5 shows a diagram of this process. We set T to 10 and use velocity controls on our 3

test scenes. The controls u are initialized to 0 and T is set to a fixed horizon for each scene.

The Plate Scene: Figure 8.4a shows the plate scene. It consists of a plate surrounded

by 8 bowls. A small amount of liquid is placed on the center of the plate, and the plate must
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Figure 8.5: Diagram of the rollout procedure for optimizing the controls u. The dynamics

are computed forward (black arrows) for a fixed number of timesteps into the future (shown

here are 3). Then gradients of the loss are computed with respect to the controls backwards

(blue arrows) through the rollout using backpropagation.

be tilted such that the liquid falls into a given target bowl. The controls for this task are

the rotation of the plate about the x (left-right) and z (forward-backward) axes3. We set the

loss function for this scene to be the L2 (i.e., Euclidean) distance between the positions of

the particles and a point in the direction of the target bowl. We ran 8 evaluations on this

scene, once with each bowl as the target.

Figure 8.6a shows the results of each of the evaluations on the plate scene. In every

case, the optimization produced a trajectory where the plate would “dip” in the direction

of the target bowl, wait until the liquid had gained sufficient momentum, and then return

upright, which allowed the liquid to travel further off the edge of the plate. Note that simply

“dipping” the plate would result in the liquid falling short of the bowl. For all bowls except

one, this resulted in 100% of the liquid being placed into the correct bowl. For the one bowl,

when it was set as the target, all but a small number of the liquid particles were placed

in the bowl. Those particles landed on the lip of the bowl, eventually rolling off onto the

ground. Nonetheless, it is clear that our method is able to effectively solve this task in the

vast majority of cases.

The Pouring Scene: We also evaluated our method on the pouring scene, shown in

Figure 8.4b. The goal of this task is to pour liquid from the cup into the bowl. The control is

3In all our scenes, the y axis points up
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Figure 8.6: Results from the liquid control task. From left to right and top to bottom: The

plate scene. The numbers in each bowl indicate the percent of particles that were successfully

placed in that bowl when that bowl was the target. The pouring scene. The x axis is the

targeted pour amount and the y axis is the amount of liquid that was actually poured where

the red marks indicate each of the 11 pours. The catching scene. Shown is the percent of

liquid caught by the target cup where the rows indicate the initial direction of movement of

the source.
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the rotation of the cup about the z (forward-backward) axis, starting from vertical. Note that

there is no limit on the rotation; the cup may rotate freely clockwise or counter-clockwise.

Since the cup needs to perform a two part motion (turning towards the bowl to allow liquid

to flow out, then turning back upright to stop the liquid flow), we use a two part piecewise

loss function. For the first part, we set the loss to be the L2 distance between all the liquid

particles and a point on the lip of the cup closest to the bowl. Once a desired amount of

liquid has left the cup, we switch to the second part, which is a standard regularization loss,

i.e., the loss is the rotation of the cup squared, which encourages it to return upright.

We ran 11 evaluations of this scene, varying the desired amount of poured liquid between

75g and 275g. In every case, all liquid either remained in the cup or was poured into the

bowl; no liquid was spilled on the ground. For that reason, in figure 8.6b we show how close

each evaluation was to the given desired pour amount. In every case, the amount poured

was within 11g of the desired amount, and the average difference across all 11 runs between

actual and desired was 5g. Note that the initial rotation of the cup happens implicitly; our

loss function only specifies a desired target for the liquid, not any explicit motion. This shows

that physical reasoning about fluids using our model enables solving fine-grained reasoning

tasks like this.

The Catching Scene: The final scene we evaluated on was the catching scene, shown in

Figure 8.4c. The scene consisted of two cups, a source cup in the air filled with liquid and a

target cup on the ground. The source cup moved arbitrarily while dumping the liquid in a

stream. The goal of this scene is to shift the target cup along the ground to catch the stream

of liquid and prevent it from hitting the ground. The control is the x (left-right) position of

the cup. In order to ensure smooth gradients, we set the loss to be the x distance between

each particle and the centerline of the target cup inversely weighted by that particle’s distance

to the top of the cup. The source cup always rotated counter-clockwise (CCW), i.e., always

poured out its left side.

We ran 8 evaluations of our model, varying the movement of the source cup. In every

case, the source cup would initially move left/right, then after a fixed amount of time, would
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Figure 8.7: Diagram of the rollout procedure for optimizing the policy parameters θ. This

is very similar to the procedure shown in Figure 8.5. The dynamics are computed forward

(black arrows) for a fixed number of timesteps into the future (shown here are 3). Then

gradients of the loss are computed with respect to θ backwards (blue arrows) through the

rollout using backpropagation.

switch directions. Half the evaluations started with left movement, the other half right. We

vary the switch time between 3.3s, 4.4s, 5.6s, and 6.7s. The first column of the table in

Figure 8.6c shows the percentage of liquid caught by the cup. In all cases, the vast majority

of the liquid was caught, with only a small amount dropped due largely to the time it took

the target cup to initially move under the stream. It is clear from these results and the liquid

control results on the previous two scenes that our model can enable fine-grained reasoning

about fluid dynamics.

8.3.4 Learning a Liquid Control Policy via Reinforcement Learning

Finally, we evaluate our model on the task of learning a policy in a reinforcement learning

setting. That is, the control ut at timestep t is computed as

ut = π(ot, θ)

where ot is the observation at time t, θ are the policy parameters, and π is a function mapping

the observation (and policy parameters) to controls. Since we have access to the full state,
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we compute the observation ot as a function of the particle positions Pt and velocities Vt.

The goal is to learn the parameters θ∗ that best optimize a given loss function l.

To do this, we can use a technique very similar to the MPC technique which we described

in the previous section. The main difference is that because the controls ut are a function

of the policy, we optimize instead the policy parameters θ. We rollout the policy for a fixed

number of timesteps, compute the gradient of the policy parameters with respect to the loss,

and then update the parameters. This is possible because our model is fully differentiable,

so we can use backpropagation to compute the gradients backwards through the rollout.

Figure 8.7 shows a diagram of this process.

We test our methodology on the catching scene. To train our policy, we use the data

generated by the 8 control sequences from the previous section using MPC on the catching

Scene. At each iteration of training, we randomly sample a different timestep t for each of

the 8 sequences, then rollout the policy starting from the particle positions Pt and velocities

Vt. We initialize the target cup X position by adding Gaussian noise to the X position of the

target cup at time t in the training sequences. The observation is computed by projecting the

particles onto a virtual camera image as described in section 8.3.2. The camera is positioned

so that both cups are in its field of view. Its X position is set to be the same as the X

position of the target cup, that is, the camera moves with the target cup.

Since the observation is effectively binary pixel labels, we use a relatively simple model

to learn the policy. We use a convolutional neural network with 1 convolutional layer (10

3×3 kernels with stride of 2) followed by a rectified linear layer, followed by a linear layer

with 100 hidden units, followed by another rectified linear layer, and finally a linear layer

with 1 hidden unit. We feed the output through a hyperbolic tangent function to ensure it

stays within a fixed range. We trained the policy for 1200 iterations using the Adam [62]

optimizer with a learning rate of 2.5e−5. The input to the network is a 160×120 image and

the output is the control.

The middle column of the table in figure 8.4c shows the percent of liquid caught by the

target cup when using the policy to generate the controls for the same 8 sequences as were
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used in section 8.3.3 on the catching scene. In all 8 cases, the vast majority of the liquid

was caught by the target cup. However, these were the same 8 sequences that the policy

was trained on. To test the generalization ability of the policy, we modified the sequences

as follows. For all the training sequences, the source cup rotated counter-clockwise (CCW)

when pouring. To test the policy, we had the source cup follow the same X movement, but

rotated clockwise (CW) instead, i.e., in training the liquid always poured from the left side of

the source, but for testing it poured out of the right side. The percent of liquid caught by the

target cup when using the policy for the CW case is shown in the third column of the table in

figure 8.4c. Once again the policy is able to catch the vast majority of the liquid. The main

point of failure is when the source cup initially moves to the left. In this case, as the source

cup rotates, the liquid initially only appears in the upper-left of the image. It’s not until the

liquid has traveled downward several centimeters that the policy begins to move the target

cup under the stream, causing it to fail to catch the initial liquid. This behavior makes sense,

given that during training the policy only ever encountered the source cup rotating CCW,

resulting in liquid never appearing in the upper-left of the image. Nonetheless, these results

show that, at least in this case, our method enables us to train robust policies for solving

liquid control tasks.

8.4 Combining Perception and SPNets

While the focus in this chapter has been on introducing SPNets as a platform for differentiable

fluid dynamics, we also wish to show an example of how it can be combined with real

perception. So in this section we show some results on a liquid state tracking task. Similar to

the last chapter, we use SPNets to simulate liquid alongside real liquid and we use perception

to close the loop. We combine SPNets with the perception methodology from chapter 4 to

create a full deep network architecture for simulating and tracking liquids. We evaluate this

on a set of pouring sequences collected on a real robot.
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8.4.1 Task Definition

We task the robot with tracking the 3D state of liquid over time (this is the same task as in

the previous chapter, chapter 7). We assume the robot has 3D mesh models of all the rigid

objects in the scene and knows their pose at all points in time. We further assume that the

robot knows the initial state of the liquid (e.g., the amount of liquid in a container). The

robot then interacts with the objects and observes the scene with its RGBD camera. The

task of the robot is to use its observations from its camera to track the changes in the 3D

liquid state over time.

8.4.2 Methodology

To track the liquid state, the robot takes advantage of its knowledge of fluid dynamics built-

in to SPNets. In an ideal world, knowing the initial state of the liquid and the changes

in poses of the rigid objects, it should be possible to simulate the liquid alongside the real

liquid, where the simulated liquid would perfectly track the real liquid. However, no model

is perfect and there is inevitably going to be mismatch between the simulation and the real

liquid. Furthermore, due to the temporal nature of this problem, a small error can quickly

compound to a large deviation. The solution in this case is to “close the loop,” i.e., use the

robot’s perception of the real liquid to correct the state of the simulation to prevent errors

from compounding and better match the real liquid.

The methodology we adopt here is very similar to that of chapter 7 where the robot

simulates the liquid forward in time alongside the real liquid while using perception to

correct the state at each timestep. In this section, we use only pouring interactions, so

we simulate each as follows. Each interaction starts with a known amount of liquid in the

source container. The robot initializes the liquid state by placing a corresponding amount

of liquid particles in the 3D mesh of the source container. Then, at each timestep, the robot

updates the poses of the rigid objects and simulates the liquid forward for 1 timestep. During

the simulation step, the robot uses its perception to correct the particle positions (described
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in the next paragraph). Each timestep corresponds to 1
30

of a second in simulation time.

The robot repeats this simulation process until the interaction is over.

The main difference between the methodology here and that in chapter 7 is that instead

of assuming the robot has access to an expensive thermographic camera (and is using heated

water), we assume the robot has access only to an inexpensive RGB camera. Thus we must

use a different methodology than in chapter 7 to integrate the perception into the simulation.

In chapter 4 we developed several deep network architectures for producing pixel-wise liquid

labels from RGB images. Here we use the LSTM-FCN with RGB input to convert raw RGB

images to pixel-wise liquid labels. We refer the reader to that chapter for more details on

that network. We treat the perception correction as a constraint, similar to the pressure or

cohesion constraints, allowing us to add it to the inner loop of the PBF algorithm (lines 5–9

in Figure 8.1). We define the function SolvePerception that takes as input the current set

of particle locations P ′ and the RGB image R and produces ∆PR, the vector to move each

particle by to better satisfy the perception constraint. We insert this function immediately

after line 7 and append ∆PR to the summation on the following line of the algorithm. This

adds the perception correction to be computed alongside the other corrections in the inner-

loop of PBF. Note that because this is added as part of the inner loop in PBF, the velocity

is automatically updated based on this correction on line 11.

Figure 8.8 shows a diagram of how we implement the SolvePerception function. We

first apply the LSTM-FCN to the RGB image to generate pixel-wise liquid labels, which we

refer to as observed labels. Next we compute the observed distance field over the observed

labels, i.e., the distance from each pixel to the closest positive liquid pixel. We use this and

a 2D convolution with fixed parameters to compute the observed distance field gradient, i.e.,

for every pixel the direction to the closest positive liquid pixel. In parallel, we project the

state of the particles onto a 2D image using the camera’s intrinsic and extrinsic parameters.

This also generates a pixel-wise label image, which we refer to as the model labels. We then

subtract the model labels from the observed labels to generate the disparity image, i.e., the

pixels for which the model and observation disagree. We then generate the disparity distance
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Figure 8.8: A diagram of the SolvePerception method. It takes as input the current

particle state (center-left) and the current RGB image (lower-left). The RGB image is

passed through the LSTM-FCN to generate pixel labels, the particle state is projected onto

2D. From this, 2 gradient fields are computed, where the gradient points in the direction of

the closest liquid pixel. These fields are then blended and projected onto the particles in 3D.

field gradient in the same manner as for the observed distance field gradient. Furthermore, we

feed the disparity image through 4 2D convolutions (the first three of which are followed by a

ReLU) and a sigmoid function. The output of this is a blending value for each pixel. These

blending values determine how to combine the two distance field gradients. We multiply

the observed distance field gradient by the blending values, and the disparity distance field

gradient by 1 minus the blending values and add them together. This results in a blended

gradient field. We project this back onto the particles in 3D, adjusting the gradient by the

camera parameters. The result is the set ∆PR, the distance to move each particle to better

match the perception. Note that for both projections (projecting 3D particles onto the 2D

image plane and projecting the 2D gradient field onto the 3D particles), we ignore particles

that are blocked from view of the camera by an object (e.g., particles in a container).

To train the parameters of the network, we do the following. We train the parameters of

the LSTM-FCN part of the network using the same training data (holding out our test data
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from the next section) and methodology as in chapter 4 and we refer the reader there for

details. We then fix those parameters for the remainder of the training. We pre-train the

entire network in Figure 8.8 by randomly selecting frames from our dataset and randomly

placing particles in the scene. To compute the loss, we use the ground truth pixel labels

collected from the thermal camera as described in chapter 4. The loss is computed as

L(L, P ) =

(∑
p∈P

min
l∈L
||PROJ(p)− l||2

)
+

(∑
l∈L

min
p∈P
||l − PROJ(p)||2

)

where L is the set of positive liquid pixels in the ground truth image, P is the set of par-

ticle positions, and PROJ projects a particle location from 3D onto the 2D image plane.

Intuitively, this loss computes 2 terms: the accuracy, i.e., how far each particle is from a

liquid pixel, and the coverage, i.e., how far each liquid pixel is from a particle or how well

the particles cover the liquid pixels. We pre-train this network for 48,000 iterations using

ADAM [62] with a learning rate of 0.0001, default momentum values, and a batch size of 4.

Finally, we train the network from end-to-end by adding SolvePerception into SPNets,

unrolling it over time, and computing the same loss. Again, this is possible because SPNets

can propagate the gradient backwards in time from one timestep to the previous, allowing

us to use those gradients to update the learned weights. We trained the network this way

for 3,500 iterations also using ADAM with the same learning rate and momentum values, a

batch size of 1, and unrolling for 30 timesteps4. A diagram showing this training process is

shown in Figure 8.9.

8.4.3 Evaluation & Results

We evaluated SPNets combined with perception on the data from the pouring test set in

chapter 7. That is, the robot executed 12 pouring sequences following a fixed trajectory,

half with the cup and half with the bottle. One third of the sequences the container started

30% full, one third 60% full, and one third 90% full. We tracked the liquid state using

4Unrolling the network for training here is the same unrolling technique we used to train the LSTM-FCN
in chapter 4.
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Figure 8.9: Diagram of the rollout procedure for optimizing the parameters of the perception

network θ. This is very similar to the procedures shown in Figures 8.5 and 8.7. The dynamics

are computed forward (black arrows) for a fixed number of timesteps into the future (shown

here are 3). In this case the controls u are fixed. The gradients of the loss are computed

with respect to θ backwards (blue arrows) through the rollout using backpropagation. The

box “Perception Correction” corresponds to the network shown in Figure 8.8 and θ are its

parameters. Note that here the inner loop of the PBF algorithm in SPNets is shown (with

3 iterations) since this is how the perception correction is intergrated into the dynamics.



167

RGB SPNets SPNets + Perception

(a) Example Frame for the bottle

RGB SPNets SPNets + Perception
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Figure 8.10: Results when combining SPNets with perception. The images in the top and

bottom rows show 2 example frames. From left-to-right: the RGB image (for reference),

the RGB image with SPNets overlayed, and the RGB image with SPNets with perception

overlayed. In the overlays, the blue color indicates ground truth liquid pixels, green indicates

the liquid particles, and yellow indicates where they overlap.
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both SPNets with perception and SPNets alone for comparison. For each sequence, the

known amount of liquid was placed in the source container at the start, and as the object

poses were updated at each timestep, the liquid was also updated via SPNets. For SPNets

with perception, SolvePerception was added to the PBF algorithm as described in the

previous section and the RGB image from the robot’s camera was used at each timestep as

input to that function. For SPNets alone, SolvePerception was not added and the liquid

state was tracked open-loop instead.

Figure 8.10 shows 2 example frames from the test set and the result of both SPNets and

SPNets with perception. The yellow pixels indicate where the model and ground truth agree;

the blue and green where they disagree. From this it is apparent that SPNets with perception

is significantly better at matching the real liquid state than SPNets without perception. We

evaluate the intersection-over-union (IOU) across all frames of the 12 pouring sequences. To

compute the IOU, we compare the true pixel labels from the ground truth with the model

pixel labels. To get the model pixel labels, we project each particle in the simulation onto

the 2D image plane. However, since there are far fewer particles than pixels, we draw a

circle of radius 5 around each particle’s projected location. The result is a set of pixel labels

corresponding to the state of the model. To compute the IOU, we divide the number of

pixels where the model and true labels agree by the number of pixels that are positive in

either set of labels.

SPNets alone achieved an IOU of 36.1%. SPNets with perception achieved an IOU of

56.8%. Note that unlike in chapter 7, we did not spend a significant amount of time fine-

tuning the simulation parameters for either SPNets with or without perception. Thus these

results clearly show that perception is capable of greatly improving performance even when

there is significant model mismatch. Here we can see that SPNets with perception increased

performance by 20%, and from the images in Figure 8.10 it is clear that this increase in

performance is significant. This shows that our framework can be very useful for combining

real perceptual input with fluid dynamics.
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8.5 Discussion

In this chapter we presented SPNets, a method for computing differentiable fluid dynamics

and their interactions with rigid objects inside a deep network. To do this, we developed

the ConvSP and ConvSDF layers, which allow the model to compute particle-particle and

particle-rigid object interactions. We then showed how these layers can be combined with

standard neural network layers to compute fluid dynamics. Our evaluation in Section 8.3

showed how a fully differentiable fluid model can be used to 1) learn, or identify, fluid

parameters from data, 2) control liquids to accomplish a task, and 3) learn a policy to

control liquids. This is the power of model-based methods: they are widely applicable to a

variety of tasks. Combining this with the adaptability of deep networks, we can enable robots

to robustly reason about and manipulate liquids. Importantly, SPNets make it possible to

specify liquid identification and control tasks in terms of the desired state of the liquid ; the

resulting controls follow from the physical interaction between the liquid and the controllable

objects. This is in contrast to prior approaches to pouring liquids, for instance, where the

relationships between controls and liquid states have to be specified via manually designed

functions.

In this chapter, we proposed a method for combining the deep learning techniques used

in earlier chapters of this thesis with the physics-based model of the prior chapter. Both

methods proved to be powerful tools for enabling robots to interact intelligently with liquids.

With SPNets, we showed how it can be applied to a variety of different tasks like the model-

based methods of the previous chapter and how it can be used to adapt the model similar

to the learning-based methods earlier in this thesis. This can enable robots to manipulate

liquids robustly and precisely.

8.5.1 Practical Takeaways

While implementing SPNets, there were many practical implementation details that gave

us interesting technical insights. One technical issue that we dealt with was the issue of
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particle clipping, which we also had to deal with in chapter 7. This is the issue where when

object’s have thin walls (such as a cup or a bottle), a particle’s update vector from one

timestep to the next may move it directly through that wall without ever stopping inside it,

resulting in no detection of the particle-object interaction that should have occurred. Since

SPNets represents rigid objects as SDFs and not triangle meshes like in chapter 7, we had

to develop a new methodology to handle this. To fix this issue, anytime a particle’s position

is updated, we split the update vector into smaller pieces and check for collision at each

position along that vector. Assuming the length of each piece is small enough, this means

that we can determine if a particle will collide with a rigid object and prevent them from

clipping through the sides of the objects.

Another technical issue we encountered was computing the particle-particle interactions

via the ConvSP layer efficiently. The naive way to compute the ConvSP equation is to

iterate over every pair of particles and test if they are close enough to interact with each

other. However the run time for this is quadratic in the number of particles. To make these

pairwise tests more efficient, we utilize a hashgrid. The hashgrid divides up the 3D space

into a grid and then makes a list of all particles that fall in each cell. Now to compute the

ConvSP equation, we only need to test the particles in nearby grid cells to each particle,

rather than iterate over every pair. This algorithm is linear time in the number of particles,

assuming that the number of particles in each grid cell is relatively constant. However,

when we implemented this hashgrid in our ConvSP code, for approximately 10k particles,

it was slower than the naive method! After careful analysis, we discovered the reason. Our

ConvSP layer is implemented on a graphics card using Cuda. The graphics card has both

global memory, similar to system memory on a computer, and a cache for each Cuda core,

similar to the CPU cache on most processors. Importantly, accessing data stored in global

memory is slow, but accessing data stored in the cache is much faster, so efficient Cuda code

attempts to maximize the number of cache hits. However, when iterating over the particles

in a grid cell, their data would be stored in the original particle list in global memory, and

so the particles in the same grid cell would essentially be randomly spread in the data for all
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particles. Thus many of the data accesses for the particles in a grid cell would cause a cache

miss, requiring the computation to halt while slower global memory was accessed. To fix this,

after computing the hashgrid, we reorder all the data such that all particles in the same cell

are contiguous in memory. This resulted in many fewer cache misses, and made our hashgrid

method much faster, even faster than the naive method. This is the kind of insight that is

often not stated in research like this, however it turned out to be fundamentally important

to the efficiency of our ConvSP layer.
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Chapter 9

CONCLUSION

9.1 Summary

In this thesis we investigated methods for robots to perceive, reason about, and manipulate

liquids. In chapter 1 we motivated our investigation with an example of a household task:

baking a cake. There, we noted how many of the prerequisite skills for solving that task

and other similar household tasks are already under investigation, but missing from this is

an investigation into how to handle the liquids required for such a task. So we focused this

thesis on looking at ways to fill this knowledge gap. In chapter 2 we discussed what work

had already been done in this area, and how our work related.

We began our investigation in chapter 3 by starting with a common liquid task: pour-

ing. To focus on the task at hand, we simplified the problem by placing a real-time scale

underneath the target container. The robot was then given a source container containing an

unknown amount of liquid and tasked with pouring a specific amount out into the target.

Using Guided Policy Search, the robot was able to learn an effective policy to pour precise

amounts of liquid. We found that in all cases, the robot was able to achieve less than 10ml

of error, an amount on par with what would be expected of a human performing the same

task. This showed that with the right state information, it is possible for a robot to precisely

control liquids.

In the following chapter, chapter 4, we relaxed one of the simplifying assumptions from

chapter 3. We removed the real-time scale and focused on perceiving the liquid from raw

sensor data, in this case a color camera. We trained several different deep neural networks

to examine their performance on solving the detection task, i.e., labelling pixels in an image

as containing liquid or not containing liquid. Our results showed that integrating temporal
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information alongside image features was necessary to solve this task with a high degree of

accuracy. This aligned well with our intuition as clear liquids, like the water used in these

experiments, is difficult to see from still images, but can more readily be seen by monitoring

changes in reflections and refractions over time.

In chapter 5 we combined work from the previous two chapters to revisit the pouring task.

However, this time we removed the real-time scale and instead required the robot to rely on

its color camera to perceive the state of the liquid. We trained a deep network to convert

the pixel-wise liquid detections of the network from the previous chapter into an estimate

of the volume contained in the target container. By combining the two networks together,

the robot was able to pour precise amounts of liquid. Using only RGB feedback, the robot

achieved an average error of 38ml, which is on par with what a human would be expected

to do under similar circumstances. This showed that precise control tasks are feasible even

when done from raw perceptual data.

In the following chapter, chapter 6, we examined a reasoning task. Specifically, we looked

at the task of tracking, which tasks the robot with finding all the liquid in a scene (visible

and occluded), given a perceptual system capable of producing semantic labels for visible

objects. We again tested several deep network architectures on this task, and similar to the

perception results from chapter 4, we found that recurrent networks performed the best at

this task. Not only could they learn basic liquid rules (e.g., liquid exiting from the lip of a

container meant that the container was full below that point) but they could also remember

where liquid had been seen previously (e.g., liquid disappeared into a container, so now that

container has liquid in it).

However, the limitation of this methodology was that it was restricted to reasoning in

2D. So in chapter 7 we shifted to a fully 3D methodology. We investigated methods for using

physics-based fluid dynamics models to perform reasoning tasks with liquids. We looked at

how simple perceptual models could be used to “close the loop” between a robot’s internal

simulation of the liquid and the real liquid. Using this, the robot was able to reason about

unknown state variables in the environment, such as how much liquid was contained in a
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container or where a potential obstacle was. The use of generic physics models showed

the power of model-based methods: they could easily generalize from one task to another

completely different task.

In chapter 8 we introduced SPNets, an implementation of fluid dynamics using deep

learning tools. This allowed for not only a differentiable fluid simulator, but also easy

integration with deep networks. We showed how this model could be used to learn fluid

parameters such as cohesion or viscosity. We also showed how it can be used to solve

different liquid control tasks and to train a reinforcement learning policy directly using policy

gradients. Finally, we showed how SPNets can be combined with the perception network

from chapter 4 to track the state of the real liquid accurately.

9.2 Discussion

In chapter 1 we laid out the problem statement for this thesis. We described 3 subproblems

necessary to solve for robots to intelligently interact with liquids: perceiving liquids, reasoning

about liquids, and manipulating liquids. Let us examine here what we learned about them

in this thesis.

Perceiving Liquids: The perception of liquids was the primary focus of chapter 4. In

that chapter, we discovered that perceiving transparent liquids like water required some abil-

ity to integrate information over time; it wasn’t enough to simply look at static images, the

robot needed to see the motion of the liquid to really perceive it. This aligns with intuition.

Due to their non-rigidity, liquids can appear in an exponential number of configurations,

making it difficult to deduce the location of liquid from only a few features. Additionally,

the transparency of the liquids can further decrease the amount of information that can be

gathered about the liquid from a single image. Thus by adding more images with motion,

and thus more information, it becomes possible to perceive liquids accurately. Our recurrent

neural network performed the best at this task. It could pass information forward in time,

incrementally updating its perception from one frame to the next, making the problem much

easier than solving it from scratch each frame. This shows that passing forward in time some
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notion of state can make perceiving high dimensional substances such as liquids easier.

Reasoning About Liquids: In chapters 6 and 7 we examined ways for a robot to reason

about liquids. The results of chapter 6 showed how a robot could use deep neural networks to

learn basic, intuitive physical rules about liquids from data, such as if liquid is unsupported

it falls or if liquid exits from the lip of a container then that container is full up to the lip.

Interestingly, even the non-recurrent networks, that did not contain any state information,

were able to learn some of these rules, albeit not ones that requires memory such as if liquid

disappears from sight into a container, it remains in the container. This showed that some

liquid physics can be inferred from the relationships between liquid and objects around it.

We extended our methodology to 3D in chapter 7. There we showed how our physics-based

model could be applied to two entirely different tasks. This really exemplified the power of

model-based methods: they can easily generalize between tasks. What this showed was that

model-based methods like this can be applied to a wide variety of tasks, something which

may be difficult for a model-free method to do. Due to the high-dimensionality of liquids,

it is easy for model-free methods to overfit to their training data, making generalization

difficult. In contrast, our results show that our model-based method can counteract this

tendency to overfit by incorporating physics knowledge into the model.

Manipulating Liquids: We examined manipulating liquids in chapters 3, 5, and 8. In

chapters 3 and 5, we found that the robot could pour specific amounts of liquid with precision

given a good, task-relevant summarization of the liquid state (e.g., the estimate of volume

of liquid in the target container). This showed that precise control of liquids is possible,

and that learning-based methods are well-suited to learning a specific task. In chapter 8 we

used our model SPNets to examine several control tasks. Our model was able to control the

liquid using the full state representation. This shows that while liquid control may present a

high-dimensional, challenging task, the use of physics-based models can make the task more

feasible. Liquid control is challenging, and using end-to-end model-free methods may not

be feasible to do so in a general setting. Our results here show that this is not the case for

methods that use strong physics priors; they are able to accomplish this challenge in at least
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a limited sense without requiring huge amounts of training data.

In this thesis we also developed several systems that helped our robot to interact with

liquids:

• Acquiring Ground Truth Labels with a Thermographic Camera: One system

we developed in this thesis was a method for acquiring ground truth labels in a real

robot environment. We used a thermographic camera calibrated to an RGB camera

combined with heated water. The heated water, being much warmer than its sur-

roundings, appeared very bright in the thermal image, making it simple to threshold

the values and acquire pixel-wise liquid labels. To the best of our knowledge, we are

the first to use this method.

• Application of Deep Learning to Liquid Perception: In chapter 4 we developed

3 deep neural network architectures for perceiving liquids, one that saw only static

images of the scene, one that saw short windows of movement, and one with an ex-

plicit memory. For all of them one challenge we dealt with was the large imbalance

between liquid and not-liquid pixels. We overcame this by first pre-training the net-

works on crops of images focused around liquid, alleviating some of the imbalance,

and also by weighting the loss of not-liquid pixels by 0.1. Furthermore, we overcame

the exploding/vanishing gradient problem by introducing an LSTM layer into our re-

current network, which then enabled it to integrate information over time, making the

perception task more feasible. The LSTM-FCN that we developed was able to perceive

liquids with a high degree of accuracy.

• Creation of a Closed-Loop Liquid Simulator: In chapter 7 we developed a closed-

loop liquid simulator. We implemented fluid dynamics on top of a particle interaction

library, incorporated rigid object tracking from depth cameras, and created 2 methods

for using perceptual feedback to correct deviations in the liquid state. Furthermore, the

system was implemented with graphics processor support, allowing it to run efficiently
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even with a high-dimensional liquid state. With this system, the robot was able to

reason effectively about liquid in its environment. It could track the state of the

liquid and then use that to infer unknown variables, such as the location of a hidden

obstruction or the amount of liquid in a container.

• Development of SPNets: Finally, in chapter 8, we created SPNets, an implemen-

tation of fluid dynamics using the deep learning toolbox. This resulted in a fully

differentiable fluid dynamics model. We showed how this differentiability can be used

to infer liquid parameters from data, perform control tasks, and even train policies.

We implemented it in the common deep learning library PyTorch, which makes it easy

to incorporate it into other deep networks, which we did when we combined it with

our perception network. We also released the code to allow other researchers to use it

for research on liquids.

In this thesis, we investigated ways for robots to perceive, reason about, and manipulate

liquids. We found that perception requires temporal integration, reasoning can be done

robustly using physics-based models, and control can be done precisely given a precise state

representation. We developed several systems from deep neural network architectures to

differentiable fluid dynamics. The insights we gained from our investigation here shed light

on how robots can intelligently interact with liquids, and the tools developed can enable

robots to execute some of those insights. While there will always be more work to be done,

in this thesis we help to bridge the gap in knowledge, bringing us one step closer to the cake

baking robot that motivated this work to begin with.

9.3 Future Work

This thesis was an initial investigation into how robots can interact with liquids intelligently.

However there are still plenty of avenues for continued work in this area. One such area is

examining granular media such as flour or sand. Granular media have many of the same

problems as liquids (high-dimensional state space, non-rigidity) and behave in similar ways,
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so it is a natural extension of this work. In fact, we have already done some work in this

area [134]. But there is still more work that can be done, such as learning low-level action

controllers or even incorporating granular media physics models into SPNets.

Another avenue for future work is to examine liquids other than water. For most of

the work in this thesis, we use water in our liquid experiments. This is largely due to the

ubiquity of water in human environments and due to it exemplifying many of the perception

challenges that are common amongst liquids (e.g., transparency). We briefly examined other

liquids in chapter 8 when we looked at finding liquid parameters from data, however this

was entirely in simulation. Other liquids, such as oil or dough, appear frequently in common

tasks in human environments, and it would be useful to investigate how our methods here

would extend to those liquids. One challenge in doing so, though, would be acquiring ground

truth labels. In chapters 4, 5, and 7 we used a thermal camera with hot water to acquire

pixel-wise labels. However with other liquids, such as oil, heating them may cause them to

behave differently than they would at room temperature. Thus in order to extend to other

liquids, other methods of acquiring ground truth must be devised.

Finally, another avenue for future work is to examine how to apply long-horizon planning

algorithms to liquid manipulation tasks. One difficulty in doing so is the high-dimensional

state space. In chapters 3 and 5 we reduced the dimensionality of the state space by extracting

task specific variables (the volume of liquid in the target container), which made the control

tasks more feasible. This is not suitable for general-purpose planning though as it limits

the tasks that can be performed. In chapter 8 we evaluated control tasks using the full

dimensionality of the liquid, although in that case the tasks were short-horizon tasks. Future

work will likely need to develop a method to summarize the state of the liquid that both

captures enough information to accurately represent it in a relatively general manner but is

also low-dimensional enough to allow for efficient planning.



179

BIBLIOGRAPHY

[1] Matlab statistics and machine learning toolbox. http://www.mathworks.com/help/

stats/index.html. Accessed: 2015-12-31.

[2] David J Acheson. Elementary fluid dynamics. Oxford University Press, 1990.

[3] Nadir Akinci, Markus Ihmsen, Gizem Akinci, Barbara Solenthaler, and Matthias
Teschner. Versatile rigid-fluid coupling for incompressible sph. ACM Transactions
on Graphics (TOG), 31(4):62, 2012.

[4] Rachid Alami, Jean-Paul Laumond, and Thierry Siméon. Two manipulation planning
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