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Abstract

Firm-level revenue-based productivity measures have become ubiquitous in studies of firm

dynamics and aggregate outcomes. One commonly used measure has increasingly been inter-

preted as reflecting “distortions” since in their absence equalization of marginal revenue prod-

ucts should yield no dispersion in this measure. A commonly used, but distinct, measure is the

residual of the firm-level revenue function which reflects “fundamentals”. Using plant-level U.S.

manufacturing data, we find these alternative measures are highly correlated, exhibit similar

dispersion, and have similar relationships with growth and survival. However, the distinction

between these alternative measures is important for quantitative assessment of aggregate alloca-

tive efficiency.
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1 Introduction

The ubiquitous finding in the empirical literature on firm dynamics that there are large differences in

measured productivity across establishments within narrowly defined industries has generated much

analysis of the causes and consequences of this dispersion.1 Potential causes put forth include cur-

vature in the profit function that prevents the most productive firm from taking over an industry,

adjustment frictions, and distortions that drive wedges in the forces that equalize marginal products

across establishments. In terms of consequences, many papers have found that more productive

businesses are more likely to grow and survive, implying that the reallocation of resources increases

economic performance by enhancing aggregate productivity. Related to this finding, there is in-

creased attention to reasons why reallocation dynamics may vary over the business cycle or across

countries. In this context, a recent theoretical and empirical literature relies extensively on produc-

tivity dispersion measures as indicators of misallocation in the evaluation of economic performance.2

While there is consensus that accounting for dispersion and its connection to the allocation of ac-

tivity are important for understanding economic performance, there is no consensus about the basics

of estimating firm-level productivity. Since most micro datasets do not contain information on firm-

level output prices, the majority of results are based on revenue productivity measures. How these

are related to the standard concept of technical efficiency in theoretical models (which following the

recent literature we denote as TFPQ) depends on the assumptions about the economic environment.

For example, it has become increasingly recognized that there is price heterogeneity within narrow

sectors reflecting, at least in part, product differentiation and thus likely some degree of market

power. In the absence of price data, the way this endogeneity is modeled has critical implications for

the relationship between revenue productivity measures and underlying fundamentals.3

A variety of methods are available to researchers to estimate firm-level revenue productivity in the

absence of direct measures of prices and quantities. All of them start with a measure of revenue per

composite input, often denoted as TFPR. The interpretation of such revenue productivity measures

depends critically on the weights used to create the composite input. One common approach uses the

shares of input expenditures of total costs as weights. We call the productivity measure implied by this

approach TFPRcs, where “cs” denotes “cost-shares.” If plants are cost-minimizing, the assumption

of constant returns to scale holds (CRS), and first order conditions for inputs hold at least in the long

run (or averaged across firms), then cost-shares identify output elasticities of the production function.

An alternative commonly used approach is to estimate the relationship between revenue and inputs

using regression techniques. To overcome endogeneity issues, proxy estimation methods have been

1See the survey in Syverson (2011) for the relevant theoretical and empirical literature on productivity dispersion
and its relationship to reallocation, growth, and aggregate productivity.

2See Restuccia and Rogerson (2008), Hsieh and Klenow (2009), and Bils et al. (2017).
3As will become apparent below and has become increasingly recognized in the literature, the relevant fundamentals

for accounting for plant-level heterogeneity include technical efficiency and product quality/appeal components. This
recognition is especially important for the empirical measures of fundamentals that emerge when using revenue and
input data which is most of the literature (that is in the absence of price and quantity data). Such measures inherently
reflect both technical efficiency and demand components. As such, we use the term TFPQ loosely in this context.
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developed and become widely used. We call the implied revenue productivity measure TFPRrr that

emerges from estimation of the revenue function, where “rr” is short for “revenue function residual”.

Econometric issues aside, the most important distinction between cost-share-based methods and

projection-based techniques is that the latter yields revenue elasticities, while the former yields output

elasticities (up to the returns to scale). It is important to emphasize that estimation of the revenue

elasticities and the revenue function residual need not rely on the projection-based proxy methods.

If, for example, CRS holds so that the output elasticities can be estimated from cost shares, CES

demand is assumed, and there is an independent estimate of the demand elasticity, then the revenue

elasticity can be computed along with the implied revenue function residual. However, as we discuss

below, estimation of demand elasticities in the absence of price and quantity data is a challenge.

Although the distinction between revenue and output elasticities is known, the implications for

the interpretation of implied revenue productivity measures have not been widely recognized.4 In an

influential paper that has led to a burgeoning literature on misallocation, Hsieh and Klenow (2009)

show, under specific assumptions about demand and production technology, that TFPRcs exhibits

no dispersion if marginal revenue products are equalized.5 The insight of their model is that, in

the absence of other frictions, TFPRcs is proportional to idiosyncratic firm-level distortions. Thus,

dispersion in such distortions can be used to make inference about the extent of misallocation –

more dispersion in TFPRcs translates into lower allocative efficiency (AE) and aggregate productiv-

ity. Under the same assumptions that yield this interpretation of TFPRcs, TFPRrr is conceptually

different. Specifically, TFPRrr is a measure reflecting fundamentals – i.e., technical efficiency and (if

present) demand/product appeal shocks. As we show below, under the assumptions made by Hsieh

and Klenow (2009) the log of TFPRrr is proportional to the log of the indirect measure of TFPQ

that they compute in their empirical analysis. Crucially, the joint distribution of measured TFPQ

and distortions is important for measures of misallocation. Thus, an interesting implication of our

analysis is that these distinct measures are critical to the construction of the AE measure that has

become the benchmark in the literature.

This discussion highlights the importance of the conceptual, measurement, and estimation is-

sues associated with distinguishing between the elasticities of production and revenue, and in turn

the relationship between them. Under common assumptions in the literature (CES demand and

Cobb-Douglas technology) there is a simple relationship between output and revenue elasticities.

Specifically, for the composite input, the elasticity of the revenue function is equal to the returns

to scale of the production technology divided by the (constant CES) markup. For a specific input,

the revenue elasticity is equal to the output elasticity divided by the markup. In practice then, it

4A few recent papers provide some discussion and evidence on these issues. De Loecker (2011) notes the output-
revenue elasticity distinction. Foster et al. (2016b) focus on the relationship between TFPRcs and TFPRrr. Halti-
wanger (2016) discusses the theoretical relationship between TFPRcs and TFPRrr. Decker et al. (2017) analyse
possible causes of declining business dynamism and find their results are robust to using either TFPRcs or TFPRrr.

5The connection between idiosyncratic distortions and misallocation has been pursued by many researchers. The
framework itself is developed by Restuccia and Rogerson (2008). Hsieh and Klenow (2009) propose the result that
TFPRcs reflects distortions. More recent examples include Bartelsman et al. (2013), Gopinath et al. (2015) and Bils
et al. (2017).
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is crucial whether the revenue productivity measure uses output elasticities or revenue elasticities to

compute the composite input, and in turn, how those elasticities and markups are estimated.

In order to gain insight about the empirical relevance of such conceptual differences, we implement

both the cost share and revenue function estimation approaches. The findings indicate that TFPRcs

and TFPRrr are highly correlated and exhibit similar dispersion. In addition, the relationship be-

tween productivity, growth, and survival holds equally well for both measures.6 This is important

because theory implies that, all else equal, firms with higher fundamentals should be more likely to

grow and survive and therefore this prediction should hold for TFPRrr. However, under the distor-

tion interpretation, there is no reason why TFPRcs should be positively correlated with growth and

survival.7 The positive empirical relationship between TFPRcs and TFPRrr helps explain why much

of the empirical literature has used one or the other without drawing out their conceptual differences.

Focusing on the conceptual distinction and building on the existing literature, we show that ag-

gregate productivity depends critically on the relationship between these two measures. We derive

a generalization of the AE framework that simultaneously permits non-CRS, downward sloping de-

mand, technical efficiency shocks, and demand/product appeal shocks. This generalization is useful

because it highlights the importance of decomposing revenue elasticities into their demand elastic-

ity and output elasticity components. Ideally what is required are internally consistent methods to

jointly estimate the demand and output elasticities. With price, quantity, and input data this is more

readily feasible.8 In the absence of price and quantity data at the micro level (which characterizes the

vast majority of available datasets including the one we use for this paper), we explore and evaluate

two alternatives. First, we implement the approach of De Loecker and Warzynski (2012) to estimate

markups at the industry-level under the assumption of CRS so that the output elasticities are readily

estimated using cost shares. In this approach, demand elasticities/markups are computed using cost

shares of revenue along with the output elasticities.9 This method yields average markups of about

25 percent, consistent with much of the calibrated values in the recent literature but considerable

cross-industry dispersion. We then explore a second approach which exploits the relationship between

plant-level and industry-level variation as in Klette and Griliches (1996) to decompose the revenue

elasticity into its output and demand elasticity components. We implement this approach in the

context of the projection-based proxy methods as we discuss below. An advantage of this approach

is that it does not require imposing CRS. We find lower markups and mildly increasing returns to

scale on average but also considerable cross-industry dispersion in both.

The question is: what are the implications of these elasticity differences? Perhaps surprisingly, the

conceptual differences in elasticities are not critical for inferences about basic variance and covariance

properties of the revenue productivity measures (e.g., revenue productivity dispersion, relationship

6A list of antecedent papers for our findings is provided in the working paper version.
7Haltiwanger et al. (2018) take a direct approach to measure TFPQ and demand shocks using price and quantity

data. Direct measurement has many advantages but can only be explored for a limited set of products in the U.S.
Their findings, like ours, raise questions about interpreting TFPRcs as a measure of distortions.

8See, e.g., Foster et al. (2008), Haltiwanger et al. (2018), and Eslava and Haltiwanger (2018).
9Unlike De Loecker and Warzynski (2012) we only estimate markups at the industry level rather than the plant-level.
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with survival and growth). It might thus be tempting to conclude that these details are not so

devilish after all. However, we find that these details matter critically for quantifying measures of

AE. For example, we find that the same underlying data imply very different average sectoral AE

(by more than a factor of two) due to differences in elasticity estimates. Moreover, the variation in

elasticity estimates yields declines in AE for the average industry from the 1970s to the post-2000

period that vary between less than 20 and more than 40 percent.

Our generalized AE framework highlights that the demand elasticity and returns to scale do not

enter AE symmetrically. That is, we show that there is not a simple relationship between the overall

curvature of the revenue function and AE. The simple intuition relating curvature and AE is that

as the revenue function approaches linearity (e.g., converging on perfect competition and CRS) then

AE will decline for a given distribution of fundamentals and distortions since it becomes increasingly

costly to not allocate resources to the firm with the highest composite fundamentals. The limitation

of this intuition in practice is that the measured distribution of fundamentals and distortions (both

in terms of variances and covariances) depends on the estimated curvature parameters implying a

complex relationship between those parameters and AE. The generalized AE concept also highlights

the importance of distinguishing between TFPRcs and TFPRrr. Although these measures exhibit

similar and rising dispersion and correlation, the differences are highly informative for the level and

trends in AE.

Our findings suggest that both the interpretation of revenue productivity measures and their

implications for structural analyses, such as AE, depend non-trivially on the assumptions about

the economic environment in which establishments operate. Our results indicate that changing the

properties of the parameter distributions by changing the estimation method accounts for these

differences. We explore sensitivity within the standard framework of Cobb-Douglas production,

competitive input markets, and isoelastic product demand. More research is needed in order to assess

the importance of more general functional forms, as well as the heterogeneity in key variables such as

input/output prices, and markups or elasticities. Such analyses will likely have to rely on comparing

and contrasting methods based on direct measures of prices and quantities with approaches that

impose structural restrictions. This paper is not intended to be prescriptive, it is intended to provide

a framework for understanding these issues, highlight implications of commonly used assumptions,

and set the stage for future work.

The paper is organized as follows. We discuss our methodology and data in Sections 2 and 3.

Section 4 describes the effect of estimation methods on the distribution of elasticity estimates. Section

5 describes the implications of the differences in elasticity distributions on productivity dispersion,

plant growth and survival, and allocative efficiency. Section 6 concludes.
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2 Methodology

2.1 Revenue productivity measures

We specify a Cobb-Douglas production function and a CES demand structure which are common in

the literature.10 The inverse demand function is given by Pis = PsQ
1−ρs
s Qρs−1

is ξis for plant i in industry

s where ρs−1 is the inverse of the price elasticity of demand with ρs < 1, ξis denotes an idiosyncratic

demand shifter, Pis and Qis denote plant-level prices and quantities and Ps and Qs denote industry

level prices and quantities. The plant-level production function is given by Qis = AisΠjsX
αjs
ijs , where

Ais=TFPQis, Xijs are the plant-level factor inputs (e.g., capital, labor, materials, and energy) and

αjs is the elasticity of Qis with respect to Xijs.
11 The log of the revenue function is given by:

pis + qis =
∑
j

βjsxijs + ρsais + ln ξis + (1− ρ)qs + ps, (1)

where the revenue elasticities satisfy βjs=ρsαjs and lower case indicates logs. Various revenue pro-

ductivity measures have been used in the theoretical and empirical literature. One typical measure

is tfpr, given by (see Foster et al. (2008)):

tfpris =pis + qis −
∑
j

αjsxijs = pis + tfpqis (2)

Equation (2) makes explicit that tfpris confounds the effect of output prices and technical efficiency

or tfpqis. tfpqis is unobserved because most micro datasets only contain information about costs and

revenues but not plant-level prices implying that the majority of results in the empirical productivity

literature are based on revenue productivity measures. An important special case emerges under the

assumption that plants minimize total costs and have a CRS technology: the share of the jth input

expenditure in total costs equals αjs. Formally:

tfprcsis =pis + qis −
∑
j

csjsxijs = tfpris +
∑
j

(αjs − csjs)xijs, (3)

where csjs denotes the cost share of the jth input. Note the equivalence between tfpris from equation

(2) and tfprcsis does not hold without CRS. Still, tfprcsis is of interest in and of itself, even without

CRS, since it is indicative of distortions under certain assumptions, as we demonstrate below.

The revenue productivity measures above are distinct from the revenue function residual which

10CES demand is a standard assumption in the productivity literature, see for example, Hsieh and Klenow (2009),
Bartelsman et al. (2013), Foster et al. (2016b), and Bils et al. (2017). Our formulation is consistent with the final
good being a CES aggregate of perfectly competitive intermediate goods producers. See appendix A.1 for more details.
Time subscripts are omitted in this section in the notation and equations for expositional convenience.

11There is some abuse of notation in our conceptual framework. We useAis=TFPQis to capture technical efficiency of
the production technology. We then show that tfprrris is a function of fundamentals including both technical efficiency
and demand. Then, consistent with the literature, we observe that tfprrris is proportional to the indirect empirical
measure of lnTFPQis. The latter is a composite shock reflecting technical efficiency and demand effects.
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is given by:

tfprrris = pis + qis −
∑
j

βjsxijs = ρsais + ln ξis + (1− ρs)qs + ps, (4)

which says that the revenue function residual depends on technical efficiency, idiosyncratic demand

shocks and aggregate prices and quantities. In addition, these assumptions imply γs =
∑

j αjs =

ρ−1s
∑

j βjs, where γs denotes returns to scale. The implication is that tfprrris is different from both

tfpris and its estimate tfprcsis :

tfprrris = pis + qis −
∑
j

βjsxijs 6=

tfpris

tfprcsis .
(5)

CES demand is critical for the interpretation of tfprcsisand tfprrris . Without idiosyncratic frictions or

distortions, marginal revenue products are equalized across production units and there is no within-

industry dispersion in tfprcsis . Since this outcome is counterfactual, Hsieh and Klenow (2009) posit

the presence of distortions that account for such dispersion. To illustrate this point, we consider the

decision problem of firms who maximize static profits with input distortions,12 which imply:

TFPRcs
is ∝ τis, (6)

where τis=
∏

j(1 + τijs)
αjs/γs denotes a plant-specific weighted geometric average of input distortions

and the weights are given by cost shares. Note the proportionality result (6) is obtained equivalently

when there are only scale distortions τQis , by using the substitution τis = (1− τQis)
−1. In contrast,

tfprrris is proportional to tfpqis and demand shocks under the same assumptions:13

TFPRrr
is ∝ Aρsis ξis. (7)

The key implication for the objective of this paper is that TFPRcs
is is proportional to idiosyncratic

distortions while TFPRrr
is is proportional to fundamentals. This conceptual difference, due to using

output vs. revenue elasticities, is what motivates the empirical analysis below.

Estimating tfprrris to measure fundamentals is not novel to this paper. Cooper and Haltiwanger

(2006) used revenue function residuals as measures of plant-level fundamentals. The empirical

measure of fundamentals used by Hsieh and Klenow (2009) is also tightly linked to this revenue

residual approach. To see this, note that their empirical measure of log-TFPQ is equivalent to

a composite shock given by ais + 1
ρs

ln ξis. That is, their empirical measure of tfpqis is given by:

(pis+qis)/ρs−
∑

j αjsxijs which given the above implies that the indirect measure of tfpqis = 1
ρs

tfprrris .

Measurement of TFPQ in this indirect fashion is more challenging than measuring tfprrris since doing

so requires decomposing revenue elasticities into the output elasticity and demand elasticity compo-

nents. As will become clear, such a decomposition is important conceptually and empirically.

Under the assumptions made in this section, there need be no systematic relationship between

12The profit function in this case is given by PisQis −
∑
j wjs(1 + τ∗ijs)xijs, where wjs denotes the jth input price.

13Here we abstract away from industry-level shifters that can be captured by industry-year effects.
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tfprcsis and tfprrris . However, it is important to emphasize that the assumptions under which tfprcsis

reflects only distortions are restrictive. For example, if demand is not CES, there are overhead

factors of production, or there are adjustment costs, tfprcsis is determined by the cumulative effect

of all these factors and therefore the proportionality result relating tfprcsis only to distortions does

not hold. In other words, distortions are not identified by tfprcsis without additional information,

and as a consequence, a systematic relationship between tfprcsis and tfprrris may emerge.14 A broader

view is to treat the distortions identifed in this manner as a reduced form capturing all of these

alternative factors. Under this view, there are many reasons for a correlation between fundamentals

and (reduced-form) distortions. This encompasses distortions from the business climate (e.g., size-

related distortions) as well as adjustment costs that yield such a correlation.

Our contribution is to explore the systematic relationship between these conceptually distinct

measures. We do not investigate formally non-CES demand structures, overhead labor, or adjustment

costs but discuss our findings below in light of the studies that consider these possibilities. A subtle

point in our analysis is that when production exhibits non constant returns to scale (NCRS), tfprcsis

is not equal to tfpris. In this case, tfprcsis will still only reflect distortions while tfpris will exhibit

dispersion in the absence of distortions. In contrast, the finding that tfprrris is only a function of

fundamentals is robust to deviations from CRS.

2.2 Allocative Efficiency

Recent literature, beginning with Hsieh and Klenow (2009) and more recently Bils, Klenow, and

Ruane (2017) (hereafter HK and BKR, respectively), build on the distinction between TFPQ and

TFPR using the assumptions made in the prior section to construct a measure of misallocation which

they term allocative efficiency (AE). We revisit these issues since they help highlight the importance

of distinguishing between tfprcsis and tfprrris .

Following this literature, we initially assume in this subsection that the firm-level production

technology exhibits CRS to illustrate the properties of AE. At the sectoral level, AE is a ratio of

sectoral productivity to undistorted sectoral productivity. Sectoral productivity is defined as sectoral

output per composite input: TFPQs = Qs/
∏

j X
αjs
js .15 Using CES demand and Cobb-Douglas

production with CRS, BKR show that TFPQs can be expressed as a power sum of Ais weighted by

relative distortions:

TFPQs =

(∑
i

A
ρs

1−ρs
is

(
τis
τ̃s

) −ρs
1−ρs

) 1−ρs
ρs

, (8)

where τ̃s is a function of idiosyncratic physical productivities and distortions, and can be thought of

14See, e.g., Bartelsman et al. (2013), Asker et al. (2014), Haltiwanger et al. (2018), Haltiwanger (2016), and Foster
et al. (2016b).

15We also have the same abuse of notation as above with TFPQis=Ais for notational convenience, even though the
empirical measure of TFPQ is an indirect composite that is proportional to tfprrris . That is, as in HK, we think of the
empirical measure of fundamentals as a composite of lnAis and ln ξis, as discussed above.
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as the average distortion in the sector ( see Appendix A.2.2). TFPQs is maximized when τis=τ̃s,
16

in which case, following from equation (8), TFPQs is given by A∗s =
(∑

iA
ρs/(1−ρs)
is

)(1−ρs)/ρs
. AE is

defined as the ratio of TFPQs to the maximized, counterfactual TFPQs. Multiplying and dividing

by N
(1−ρs)/ρs
s , where Ns is the number of plants in the sector, sectoral AE can be expressed as

AEs =

(
1

Ns

∑
i

(
Ais

Ãs

) ρs
1−ρs

(
τis
τ̃s

) −ρs
1−ρs

) 1−ρs
ρs

, (9)

where Ãs =
(
N−1s

∑
iA

ρs/(1−ρs)
is

)(1−ρs)/ρs
is the power mean analogue to A∗s.

Given our interest in alternative estimation methods that do not impose CRS on plant-level

technology, we generalize (9) to be robust to deviations from CRS but otherwise maintain the CES

demand and Cobb-Douglas production. Our approach, described in more detailed in Appendix

A.2, builds on the appendix of HK–who derive AEs using a single-input production technology that

exhibits decreasing returns to scale–but allows for multiple inputs and NCRS. This generalization

is useful as it helps us draw out the implications of the alternative estimation approaches for AE.17

Under these assumptions TFPQs is given by:18

TFPQs =

(∑
iA

ρ
1−ρsγs
is

(
τis
τ̃s

) −ρsγs
1−ρsγs

) 1−ρsγs
ρs

(∏
j X

αj/γs
js

)1−γs . (10)

Denote aggregate input j corresponding to max{TFPQs} as X∗js. For ease of exposition, we refer

to this as the “distortionless” case, where the label “distortionless” means distortions are equalized

across establishments. Dividing and multiplying by Ns appropriately, AEs can then be obtained as:

AEs =

(
1

Ns

∑
i

(
Ais

Ãs

) ρs
1−ρsγs

(
τis
τ̃s

) −ρsγs
1−ρsγs

) 1−ρsγs
ρs

︸ ︷︷ ︸
AECOVs

(∏
j X

∗αjs
js∏

j X
αjs
js

) 1−γs
γs

︸ ︷︷ ︸
Sectoral term

. (11)

Equation (11) is a generalization of (9) that fully accounts for the effect of NCRS production tech-

nology.19 The first term – labeled as AECOV
s in order to emphasize that it resembles a covariance

term– shows the effect of NCRS on the within-industry component of AE. The second term in (11)

captures the effect of NCRS via sectoral inputs. Importantly, this term equals 1 when all production

factor supplies are exogenous, implying that only AECOV
s is relevant in this case.

16More details are available in Appendix A.2.4, which also shows that the sufficient condition is satisfied only if
ρsγs<1. This is an intuitive restriction, as a market equilibrium with increasing returns in the revenue function would
imply one firm taking over the market. However, not all estimation methods restrict the parameter space to ensure
this is the case.

17Even though we permit NCRS at the firm-level, we follow HK in using cost shares to weight sectoral inputs when
calculating the composite input in the definition of sectoral productivity. That is, the aggregate technology exhibits
CRS while the plant-level technology exhibits NCRS.

18This equation is a generalization of the equation on page 1445 of the appendix in HK.
19This can be seen by noting that (11) simplifies to (9) under CRS (γs = 1).
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For the most part, we focus on AE at the sectoral level. However, it is helpful to explore various

methods aggregating AE across sectors. Following the literature (e.g, HK and BKR) we treat supply

of aggregate primary factors as fixed and we assume a Cobb-Douglas CRS aggregator for output across

sectors into a final good. In addition, we assume a representative perfectly competitive firm that

produces this final output. It can be shown that these two assumptions imply that primary sectoral

inputs are constant so long as average industry distortions are unchanged. Thus their contribution

to AE drops out of (11).

Two alternative approaches have been used with respect to treatment of intermediate inputs.

One approach (e.g., HK) is to assume there are only primary inputs. This is consistent with treating

intermediates as raw materials that are in fixed supply. Sectoral AE simplifies to AECOV
s in this case

and overall AE is given by:20

AE =
S∏
s

AEθs
s =

S∏
s

(
AECOV

s

)θs
, (12)

where θs denotes the revenue share of industry s. A second approach (e.g., BKR), labeled roundabout

production, endogenizes intermediate input production, which amounts to saying intermediate inputs

are all produced within the sectors under consideration. In this case, while inputs do not completely

cancel, we can still express AE in industry s as a function of AECOV
S :21

AEs =
(
AECOV

s

) ∑S
k=1 θk(1−αMk

γk
)∑S

k=1
θk(1−αMk

γk
)+θs

αMs
γs

(1−γs) , (13)

where αMs/γs denotes the cost share of intermediate inputs in industry s and AECOV
s is defined in

equation (11).22 Aggregation across sectors implies the following expression:

AE =
S∏
s=1

AE

θs∑
s θs(1−αMs

γs )
s =

S∏
s=1

(
AECOV

s

) θs∑S
k=1

θk(1−αMk
γk

)+θs
αMs
γs

(1−γs) . (14)

These two aggregate concepts are relevant for the empirical analysis because they act as upper and

lower bounds on true AE. Equation (12) overstates true AE if some industries are characterized by

roundabout production. On the other hand, equation (14) understates true AE if there are industries

where inputs are in fixed supply. In order to remain conservative and given the properties of the

sample,23 we follow on the first approach in the detailed empirical analysis and briefly touch on the

role of roundabout production.

Returning to our primary focus on sectoral AE, it is useful to highlight the role of ρs, γs, and αjs

20See appendix A.2.6 for details.
21See appendix A.2.6.
22Under CRS, the outer exponent simplifies to 1, and therefore (13) collapses to (9). When returns to scale are

increasing, the exponent is greater than one and AECOVs is smaller relative to when inputs are exogenous, because
the influence of intermediates serves to amplify the effect of the inner term. On the other hand, decreasing returns
increases measured AECOVs .

23Our sample contains the 50 most populous 4-digit SIC industries that were mapped one-to-one between different
industry classification systems, see section 3. This property implies that our AE results are estimates of true AE.
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for sectoral AE. Equations (11) and (13) show that these parameters affect AECOV
s via the exponents.

In addition, ρs and γs affect relative technical efficiencies and distortions since both Ais and tfprcsis

are constructed using an input index as the denominator where the input index depends directly on

αjs estimates. The implication is that the joint distribution of these variables is a key determinant

of AE. In order to formalize this result, we express AECOV
s as a function of the covariance between

transformations of τis and Ais:
24

ln
(
AECOV

s

)
= ln

(
τ̃s
τ s

)
+

1− ρsγs
ρs

ln

[
cov

((
Ais

Ãs

) ρs
1−ρsγs

,

(
τis
τ s

) −ρsγs
1−ρsγs

)
+ 1

]
. (15)

Equation (15) says that AECOV
s depends on sectoral distortions (term 1), and a function of the

covariance between exponentiated relative technical efficiencies and distortions (term 2).25 By defi-

nition, the covariance depends on the dispersion of these two variables and the correlation between

them. This relationship creates a useful link between AEs and the properties of the within-industry

productivity distribution. For example, if the correlation between fundamentals and distortions is

negative, then increases in dispersion of either will increase allocative efficiency (note the negative

exponent on distortions in (15)). However, if distortions are positively correlated with fundamentals,

as is increasingly assumed in the literature, then allocative efficiency is decreasing in dispersion of

either Ais or τis. Furthermore, changes in the correlation could also account for observed patterns.

We use equation (15) in our empirical analysis below to provide guidance about the sensitivity of

the measures of AE to the estimates of ρs, γs, and αjs . The second term of equation (15) highlights

the complex relationship between curvature parameters and AE. Analytic derivatives of this second

term (available upon request) with respect to ρs and γs deliver an ambiguous sign that depends

on the sign of the covariance between fundamentals and distortions. In the empirical analysis, this

is further complicated by the fact that the measured distributions of fundamentals and distortions

depend on these estimated parameters.26

Before proceeding it is useful to highlight the connection between ln
(
AECOV

s

)
and tfprcsis and

tfprrris . Doing so makes it more transparent that TFPQis is a composite shock. That is, we formally

recognize that Ais in equation (15) and earlier expressions is measured as lnAis = 1
ρs

tfprrris . Since

τis ∝ TFPRcs
is in practice, the empirical equivalent of equation (15) can be re-written as:27

ln
(
AECOV

s

)
= ln

(
T̃FPR

cs

s

TFPR
cs

s

)
+

1− ρsγs
ρs

ln

cov

(TFPRrr
is

T̃FPR
rr

s

) 1
1−ρsγs

,

(
TFPRcs

is

TFPR
cs

s

) −ρsγs
1−ρsγs

+ 1

 .
(16)

24Equation (15) can be obtained by multiplying and dividing AECOVs by τs=
(

1
Ns

∑
i τ

(ρsγs)/(ρsγs−1)
is

)(ρsγs−1)/(ρsγs)

and rearranging the resulting expression.
25This formulation also highlights the role of ρs and γs via the exponents.
26We show in appendix (A.2.7) that while both ρs and γs directly determine plant-level responses to productivity

shocks, ρs also impacts sectoral responses through the CES aggregator, generating an asymmetry in the influence of
the two parameters.

27In this expression we use the same type of aggregation as in equation (15).
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In other words, measured AECOV
s is a function of the two distinct revenue productivity measures

derived above. We return to this relationship in our empirical analysis below.

2.3 Estimation methods

We begin by reviewing the cost-share-based method for estimating output elasticities that we use in

our estimates of tfprcsis . Cost-share-based methods (CS) exploit first order conditions from the firm’s

cost-minimization problem. This framework implies that under CRS, the share of input expenditures

in total costs identify output elasticities even without data on prices and quantities. This is a useful

property because it makes CS robust to alternative demand structures and also imperfect competition

in output markets. A potential caveat is that an estimate of, or an assumption about, returns to

scale is necessary. Since the requirement that the first order conditions of cost minimization hold

for all businesses in every time period may be considered too restrictive, most studies (see Syverson

(2011)) average them across plants in an industry and/or over time. This approach is equivalent

to assuming that elasticities are homogenous within an industry or over time, a restriction that

alternative estimation methods also typically require.

In order to estimate the revenue elasticities and tfprrris , we use a projection-based proxy method.28

We include OLS in our analysis as a point of reference despite the fact that OLS estimates are

inconsistent because inputs are correlated with unobserved productivity, cost and demand shocks.29

Proxy methods were developed to address this issue and are commonly used in the applied literature.

Since prices are typically unobserved, these methods (without further structure) estimate revenue

elasticities and not output elasticities.30 This point – often neglected in the applied literature31 – is

critical for our purposes since it implies that the estimated coefficients are revenue elasticities and

the residual is a measure of fundamentals: tfprrris .

The original two-step proxy method procedure, developed in Olley and Pakes (1996) (OP), is

based on the assumption that investment is monotonically increasing in the composite revenue shock

(in our setting from TFPQ and demand shocks) that is the only unobserved state variable.32 Under

this assumption, the control function is invertible and plant-level composite revenue shock can be

recovered. As a consequence, variable input elasticities can be identified in an OLS step because the

influence of the composite revenue shock on variable inputs is accounted for by the investment proxy.

In contrast, quasi-fixed input decisions have dynamic consequences, and therefore their elasticities

are determined in an additional step using the residual revenue variation that is left after removing

the contribution of variable inputs.33

28The NBER working paper version of this paper considers a wider range of proxy methods.
29See Marschak and Andrews (1944).
30An exception is Eslava and Haltiwanger (2018) which uses plant-level price and quantity data to jointly estimate

the production and demand functions using GMM procedures motivated by the proxy method approach.
31It is common in the applied literature to state that there may be biases in the estimates of output elasticities since

plant-level prices are not known.
32For estimation purposes, we are treating the composite shock as a single unobserved state variable.
33More details on OP and its mutations can be found in the earlier NBER working paper version. We note that we

found sensitivity to the alterative proxy methods but without the hybrid approach we implement here where only the
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The identifying assumptions that underlie proxy methods have been criticized. For example,

Ackerberg, Caves, and Frazer (2015) (ACF) argue that variable inputs are deterministic functions of

revenue shocks. This means that the control function is not invertible and therefore variable input

elasticities are not identified in the first step. They recommend not identifying any of the elasticities

in the first stage. In this sense the approach is similar to Wooldridge (2009) who proposed to resolve

the issue by estimating all coefficients in a single GMM step and using earlier outcomes of both

capital and variable inputs as instrumental variables. His approach is useful because it is robust to

the ACF critique and because the efficiency loss that arises from two-step estimation is eliminated.

A related but separate point is raised by Gandhi, Navarro, and Rivers (2012), who argue that once

intermediate input expenditures are used as a proxy, as proposed by Levinsohn and Petrin (2003),

no independent variation remains that could be used to identify the elasticity of intermediate inputs,

whether or not elasticities are estimated structurally or using feasible GMM.

In order to circumvent these issues, we use a hybrid approach.34 The basic idea is to combine

constrained optimization and OP, which is why this approach is labeled as OPH where “H” denotes

hybrid. The main difference relative to OP is that first order conditions of profit maximization are

used to identify the revenue elasticities of variable inputs (that is, variable input revenue elasticities

are determined from average revenue cost shares across plants).35 Specifically, we estimate industry-

specific revenue elasticities for variable factors as the mean of the plant-level cost share of total

revenue.36 This approach can be interpreted as a non-parametric alternative to Gandhi, Navarro,

and Rivers (2012), which implies that the issues raised in the recent literature related to proxy

methods are overcome.

Part of our focus is on the empirical relationship between tfprcsis and tfprrris and the above described

approaches are sufficient to construct these measures. However, further insights can be gained by

exploring the relationship between the revenue and output elasticities, which requires estimates of

demand elasticities. We use two approaches. First, we estimate the demand elasticity ρs using the De

Loecker and Warzynski (2012) approach at the industry level. Specifically, the first order condition

for a variable factor like materials yields that the markup (1/ρs) is equal to the ratio of the output

elasticity to the cost share of revenue of the variable factor. The challenge then is how to estimate

the output elasticity. We use the cost share of total costs for materials at the industry level to obtain

the output elasticity associated with our CS methodology. This approach, which we denote by DW,

yields estimates of markups (and thus ρs) that vary across detailed industries.37

quasi-fixed factor elasticiites are estimated by proxy method. In unreported results, we have found that in applying
alternative proxy methods where the variable factor revenue elasticities are estimated non-parameterically as we do
here, the alternative proxy methods yield more similar revenue elasticilty estimates for the quasi-fixed factors.

34See Haltiwanger and Wolf (2018) for more discussion.
35The FOCs also act as regularization constraints during estimation of the quasi-fixed revenue elasticities.
36Critically this differs from the CS approach above which uses cost shares of total costs. For variable inputs, we

use the cost share of total revenue.
37As we note above, estimating output elasticities in this manner requires strong assumptions including CRS. De

Loecker and Warzynski (2012) use a different approach estimating the output elasticities using a proxy method that
does not impose CRS. However, since they do not have plant-level prices their estimates of output elasticities are

13



For our second approach, we consider a variant of OPH in which revenue elasticities and the

demand elasticity are jointly estimated using the method described in Klette and Griliches (1996).

This latter specification is labeled OPHD. This approach has the advantage of estimating the revenue

elasticity and demand elasticity in an internally consistent manner without imposing restrictions such

as CRS for the output elasticities. This approach is based on the idea that CES demand implies a

specification in which plant-level revenues are regressed on inputs and an indicator of industry-level

revenues. The coefficient of the latter identifies ρs.

3 Data

3.1 Source data

Our industry-level data, including deflators, capital rental prices, and depreciation rates, are taken

from the NBER-CES Manufacturing database38, the Bureau of Labor Statistics and the Bureau of

Economic Analysis. We use establishment-level information from the Annual Survey of Manufactures

(ASM), Census of Manufactures (CM), and the Longitudinal Business Database (LBD).

We use the ASM and CM to construct plant-level measures of inputs and output. Output is

measured as the deflated total value of shipments, corrected for the change in finished goods and

work-in-process inventories. Total hours worked is constructed as the product of production worker

hours and the ratio of the total wage bill to production worker wages. Our intermediate input

variable is given by the the sum of three items: cost of parts, contracted work, and goods resold.

The energy input consists of deflated electricity and fuel costs. We create establishment-level capital

stock measures using a version of the Perpetual Inventory Method, which calculates current capital

as a sum of the depreciated stock and current investment.

The LBD serves two purposes in our analysis. First, high-quality longitudinal identifiers help

us determine the accurate time of establishments’ exit which is needed to estimate the relationship

between productivity, growth, and exit. Second, the LBD acts as a universe file; we use employment

and establishment age data from the LBD to construct inverse propensity score weights that control

for selection to the ASM. More details about the data can be found in the working paper version

of this study and Appendix A in Foster, Grim, and Haltiwanger (2016a) (FGH, hereafter). These

descriptions include how cost shares of inputs are measured.

3.2 Analysis samples

Our initial sample includes approximately 3.5 million plant-year observations between 1972 and 2010.

Although this is a large dataset, we restrict the sample in the empirical analysis because it needs to

fulfill two potentially contradicting requirements. First, industries should be defined narrowly enough

that we can plausibly assume elasticities are constant across establishments within an industry. To

more appropriately interpreted as revenue elasticities. De Loecker and Warzynski (2012) also estimate markups at the
plant-level using the first-order condition for variable factors at the plant-level.

38The NBER-CES Manufacturing Industry database is available at http://www.nber.org/nberces. An earlier
version is documented in Bartelsman and Gray (1996).
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fulfill this requirement, we choose a 4-digit SIC grid, which is considered narrowly defined, and

roughly corresponds to a 6-digit NAICS grid. Second, the number of plant-year observations within

each industry should be large enough that elasticities can be estimated by all reviewed methods.

Changes in industry classification systems over time create complications because these changes

entail spurious breaks in plant-level time series and a drop in sample size. We address this issue by

selecting 4-digit SIC industries which were either not affected by classification changes or mapped

one-to-one into another SIC category (in 1987) or NAICS category (in 1997). There are 292 such

industries of which we selected the first 50 based on the number of plant-year observations.39 We

focus on the industries with a large number of plant-year observations because the proxy method

estimation methods use high-order polynomials making estimates sensitive to small samples. An

implication (and thus a limitation in practice) of the proxy method approach is that often empirical

studies using this method classify industries at the 2 or 3-digit level in order to be able to generate

sensible elasticities for all industries. We wanted to avoid this so that we could compare alternative

methods of estimating elasticities using detailed industries.

4 Elasticity distributions

We start by estimating output and revenue elasticities for each of our four inputs: capital, labor,

energy, and materials. Figure 1 plots the estimated elasticity of output (CS) and revenue (OLS,

OPH, OPHD) with respect to capital and labor, distributed across industries (discussion of variable

factor elasticities is below). There are non-trivial differences in both the location and the shape

of the distributions. Most notably, the CS-based capital and labor elasticities tend to be smaller

than regression-based estimates. At first glance, this is contrary to expectations since under CRS

technology and CES demand the output elasticities should exceed revenue elasticities. We explore

this issue further below.

We now turn our attention to revenue elasticity distributions. The direction of the bias in OLS-

estimates is determined by several factors. First, since input demand functions are increasing in

productivity, OLS estimates are biased upward. If this is important in our data and proxy methods

correct for it, then we should see proxy-based distributions to the left of OLS. However, the direction

of the bias depends on additional factors, for example selection. OP argue that since plants’ profit

and value functions are increasing in capital, larger establishments anticipate larger future returns

and therefore can operate at lower current productivity levels, which entails a negative bias in OLS.

If proxy methods correct for such selection-induced bias, and this effect is important in our data,

then the distributions of quasi-fixed input elasticities (βks and βls) should be located to the right of

OLS. Figures 1(a)-1(b) show that hybrid estimates of βks and βls are to the right of OLS, which is

consistent with the predictions above. In addition, the estimates under OPH and OPHD are very

close.40 In contrast, variable input elasticities βes and βms tend to be lower than cost shares, see

39By the NBER-CES database, this industry set accounts for about 36% percent of total Manufacturing value added
between 1972 and 2010 with very little annual volatility.

40We tested the observed differences between OPH and OPHD for all elasticity distributions using the Kolmogorov-

15



figure A1. This is to be expected because βes and βms are obtained as the revenue share of costs

under OPH and OPHD, while they are calculated as the share of input expenditures in total costs

under CS.
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(a) Capital: β̂ks and α̂ks.
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(b) Hours: β̂ls and α̂ls.

Figure 1: Cross-industry distributions of output (α) and revenue elasticities (β).

Next we pull together the estimates for the four inputs for our two preferred estimation methods,

OPH and OPHD. Figures 2-3 summarize the overall implications of the differences between these

Smirnov test. Based on these tests, not shown here, we cannot reject the null hypothesis that OPH and OPHD yield
the same elasticity distributions.
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Figure 2: Revenue function curvature: ρ̂sγs =
∑

j βjs.

estimation strategies. Figure 2 indicates that the similar revenue elasticities under OPH and OPHD

(figures 1(a)-1(b)) imply consequently similar revenue curvature distributions. The sample averages

of
∑

j β̂js under OPH and OPHD, respectively, are 0.94 and 0.95. The standard deviation is 0.24

for both distributions. The Kolmogorov-Smirnov test indicates that the two distributions are not

significantly different. These patterns are broadly consistent with those in the literature. Estimated

revenue curvature in the average industry was found to be close to 1 in many other papers, as well.41

This common finding is important for the properties of tfprrris as we shall see below.

In our next two exercises, we decompose the curvature of the revenue function into its two compo-

nent pieces: demand elasticities and returns to scale. We start with demand elasticities where, recall

from our earlier discussion, we rely on two methods. The first is based on De Loecker and Warzynski

and is denoted by DW. The second is based on Klette and Griliches and is denoted by OPHD. In

order to compare the contributions of the demand parameter to revenue curvature, we plot the distri-

butions of ρs estimates in Panel 3(a) using our two approaches. Although the heterogeneity is similar

(standard deviations are 0.11 and 0.09), the ρs that are calculated using industry-level information

are significantly lower than the OPHD estimates (means are 0.8 and 0.94). The Kolmogorov-Smirnov

test confirms that the difference between the two distributions is statistically significant.

Finally, with these components, we can turn our attention to the implied returns to scale. We

consider the implications of the disparate ρs estimates for the distribution of γs, shown in Figure 3(b).

In the case of OPHD –where γs and ρs estimates are internally consistent–, mean returns to scale is

close to one (mean γs is 1.01) although there is considerable variation across industries with some

industries exhibiting decreasing while others showing increasing returns to scale. We also combine

the βjs estimates from OPH with the ρs estimates from the DW procedure. This is mixing estimates

from alternative procedures but instructive about their relationship. Taken at face value, the implied

41See, for example, Olley and Pakes (1996), Klette and Griliches (1996), Levinsohn and Petrin (2003), Ackerberg
et al. (2006), White et al. (2011), De Loecker (2011), Gandhi et al. (2012), and Gopinath et al. (2015).
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(a) ρs estimates as in De Loecker and Warzynski (2012) and Klette and Griliches (1996).
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Figure 3: Demand elasticity and returns to scale.

returns to scale by combining these estimates (labeled OPH in this figure) is significantly larger than

1 (mean 1.21). Such estimates are difficult to interpret given the mixing of the procedures but they

do imply a tension between the estimates across the procedures (since the DW based estimates of

markups rely on a CRS assumption).

Taking stock, the different estimation methods yield disparate elasticities and implied curvature

of the revenue function. The proxy method yields substantial heterogeneity in revenue function cur-

vature across industries with the average just below one. This heterogeneity may be further amplified

into a wide range of returns to scale estimates, depending on the underlying demand elasticities. It

is helpful to consider the implications of these findings for the firm dynamics literature that requires

calibrating the curvature of the revenue function. To help preserve well-behaved optimization prob-

lems, it is typical to assume that ρsγs ≤ 1. Our findings are not inconsistent with this assumption

but indicate that estimated curvature and its sources may exhibit significant variation, depending
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on the estimation method. If the primary source of curvature is markups and they are substantial,

i.e. in the 25 percent range (i.e., ρs=0.8), then the proxy methods imply that the returns to scale for

production are well above one. This inference is not limited to our findings since, as noted above, it

is a common finding in the empirical literature that the proxy estimates of the revenue function yield

an estimate of the
∑

j β̂js close to or just below one. In short, the proxy method estimates imply that

either markups are small or returns to scale of production are above one. Widespread recognition

of this implication has been limited as often estimates of βjs have been interpreted as estimates of

αjs.
42

5 Implications of the differences in elasticity distributions

We now turn to exploring the effects of these differences in terms of basic properties of revenue

productivity measures and allocative efficiency (AE). In particular, we explore the effect of these

differences in terms of productivity dispersion, productivity correlations, and the relationship between

productivity, growth and survival. We also investigate how these alternative productivity measures

impact AE, and in turn, the sensitivity of AE to these different approaches to estimating factor and

revenue elasticities.

5.1 Productivity dispersion and correlations

Does it matter whether one uses output or revenue elasticities to compute the composite input and

in turn does it matter how one estimates the output and revenue elasticities? In spite of the large

differences in elasticity estimates presented above, our results suggest that, at least on average, dis-

persion in revenue productivity is broadly similar across methods. The interquartile range, shown in

the second column of table 1, indicates that the average productivity difference between establish-

ments at the 75th and 25th percentiles in the average industry varies between 0.27 and 0.35 across

the methods considered for the purposes of this paper. This narrow range amounts to a 31-42% pro-

ductivity difference, indicating substantial within-industry dispersion in revenue productivity. When

measuring dispersion using the standard deviation, the results are qualitatively the same (see the

third column).43

We next investigate whether the choice of estimation method has consequences also for the pro-

ductivity rank of establishments. The Pearson and Spearman correlations in Table 2 indicate that

the association between proxy results (tfprrris ) and CS (tfprcsis) is generally weaker than between proxy

methods themselves, but all correlations are higher than 0.7.

These findings suggest that tfprcsis and tfprrris exhibit similar dispersion and are strongly correlated.

The dispersion in tfprrris tends to be somewhat larger than tfprcsis . Under the assumption of isoelastic

(CES) demand, tfprrris is a measure of fundamentals. Consistent with the findings of the recent

42A notable exception is De Loecker (2011).
43Approximate 95% confidence intervals, constructed using bootstrapped standard errors of the interquartile range,

not shown here, indicate that dispersion measures under proxy methods are higher than under CS (or OLS) but they
are not significantly different from each other. More variants are explored in the working paper version, where we
show that all of these methods imply similarly large productivity differences across establishments.
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Table 1: Productivity dispersion implied by different methods.
N (1000) IQR SDEV

OLS 589 0.27 0.31
CS 589 0.28 0.31
OPH 563 0.35 0.35
OPHD 563 0.35 0.36

All statistics are based on deviations of plant-level log-productivity from industry- and time-specific means and are
calculated from a weighted distribution where the weights are based on the number of plant-year observations in an
industry. The top and bottom 1% of the distributions are discarded in order to guard against the effect of outliers.

Table 2: Correlations among within-industry productivity distributions.
OLS CS OPH OPHD OLS CS OPH OPHD

Pearson Spearman
OLS 1 1

CS 0.86 1 0.88 1
OPH 0.79 0.73 1 0.78 0.74 1

OPHD 0.79 0.71 0.88 1 0.77 0.71 0.90 1

The top and bottom 1% of the distributions are discarded in order to guard against the effect of outliers.

literature, our results imply that whether or not tfprcsis is an appropriate measure of distortions, it

is positively correlated with, and similarly dispersed as, fundamentals.44 An important part of what

is driving this close correspondence between tfprcsis and tfprrris is that they (at least on average) both

generate the composite input using weights that sum close to one.

5.2 Growth and survival

In this sub-section, we explore whether one of the most important predictions from standard models

of firm dynamics is robust to the aforementioned differences. For this purpose, we are interested

in models in which firms face adjustment frictions on both the entry/exit and intensive margins.45

In such a model where employment is the single production factor subject to adjustment frictions,

incumbent firms have two key state variables each period: the prior period level of employment

and the realization of productivity in the period. The standard prediction from this model is that,

conditional on prior period level of employment, firms with sufficiently low productivity-draws exit

and firms with higher realizations of productivity grow. Syverson (2011) highlights that the positive

relationship between productivity, growth, and survival is a robust finding in the literature. If the

productivity measure is tfprrris , this should not surprise us because it reflects fundamentals. However,

there is no inherent reason the prediction should hold for tfprcsis , given our motivating framework.

We consider this relationship for all establishments, exiters, and incumbents separately and esti-

44These findings are also consistent with studies that use price and quantity data to compute direct measures of
tfpqis and demand shocks. Foster et al. (2008), Foster et al. (2016c), Haltiwanger et al. (2018), and Eslava et al.
(2013) provide evidence that tfprcsis is highly correlated with direct measures of tfpqis and positively correlated with
demand shocks. Moreover, these studies find that tfprcsis dispersion is slightly lower than tfpqis dispersion, indicating
that prices are inversely related to tfpqis under downward sloping demand.

45For example, on the entry/exit margins see Hopenhayn (1992) and Hopenhayn and Rogerson (1993). For adjust-
ment cost models at the firm-level on employment, see Cooper et al. (2007) and Elsby and Michaels (2013).
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mate the following specification:

yit+1 = β1ωit + β2θsizeit + x′itδ + εit+1, (17)

where yit+1 denotes a plant-level outcome (either growth between periods t and t + 1 or exit), ω

is the idiosyncratic component of plant-level productivity (i.e., measures deviated from industry by

year effects), θsizeit is the control for initial size (employment) in the period, and xit is a vector of

additional controls including year effects, state effects, and the change in the unemployment rate at

the state level that controls for cyclical effects.46

Table 3 shows β̂1 from equation (17) for each outcome (column 1) and productivity estimator

(columns 2-4). We focus on the two main alternatives: CS and OPH. All point estimates are statis-

tically significant but these two are quite similar. A one standard deviation increase in tfprcsis yields

a roughly 4.3-log-point increase in growth and a 1.5-log-point decline in the probablity of exit. For

tfprrris , the analogous estimates are 4.5 and 1.5 log points. The implication is that productivity and

growth (exit) are positively (negatively) associated, irrespective of how productivity is measured.

The similarity of conclusions is one of the reasons why Syverson (2011) states that the finding that

high productivity plants are less likely to exit is one of the most ubiquitous findings in the literature.

The findings in this and the prior sub-section help explain why tfprcsis remains a commonly used

measure of firm performance in the empirical firm dynamics literature. Since Baily et al. (1992)

and Foster et al. (2001), tfprcsis has been commonly used for investigating a range of issues from

the determinants of firm-level growth and survival, adjustment costs for capital and labor, and

the relationship between firm performance, exporter status, and management practices (see, e.g.,

Syverson (2011) for a survey). Ten years after Hsieh and Klenow (2009) raised questions about

the interpretation of this measure, tfprcsis still remains commonly used in recent papers about firm

dynamics.47 This is relevant because one implication of our analysis is that, under the assumptions in

this paper, this literature should use tfprrris instead of tfprcsis . The continuing popularity of tfprcsis may

be partly due to the fact that, despite its theoretical appeal, tfprrris estimation using proxy methods

has practical limitations (e.g., often requires defining industries at a 2 or 3-digit level to obtain sensible

estimates for all industries) while calculating tfprcsis at a detailed industry level is straightforward. In

light of the results in this section, we believe the findings in the literature using tfprcsis would likely

be robust to the conceptually more appropriate index.48 It remains an open question why these

46This is a simplified version of the specification considered by FGH. We follow them using integrated ASM-LBD
data for this analysis. The ASM provides the distribution of plant-level productivity in any given year and the LBD
provides the growth and survival outcomes for the full set of plants in the ASM in that year between t and t+ 1.

47For example, two recent prominent papers that use this as a measure of firm performance are Bloom et al. (2019)
and Ilut et al. (2018). A main finding of the former paper is that plants with more structured management practices
have higher tfprcsis . The latter uses tfprcsis to identify strikingly nonlinear responsiveness between hires and separations
at the plant-level fundamentals.

48One reason that tfprcsis might actually be preferred is unmeasured quality differences in materials inputs across
plants. The lack of plant-level output prices extends to plant-level input prices. Inclusion of variation in output prices
can help control for unmeasured input price variation since they tend to be positively correlated. See De Loecker et al.
(2016).
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distinct measures are so tightly linked empirically (although there are competing explanations such

as adjustment costs and variable markups that increase with fundamentals). It might be tempting

at this juncture to argue the details we have emphasized are not important. However, we now turn

to analysis of allocative efficiency where these details are of critical importance.

Table 3: The productivity impact on outcomes for different estimation methods. Outcomes are
employment growth among all establishments (row 1), exit (row 2), employment growth among
continuers (row 3).

OLS CS OPH OPHD

overall growth 0.121*** 0.140*** 0.129*** 0.079***
exit -0.045*** -0.049*** -0.042*** -0.024***
conditional growth 0.033*** 0.046*** 0.049*** 0.034***

The table shows estimates of β̂1 in equation (17). *** denotes statistical significance at 1%. Standard errors are
clustered at the state level. All regressions are based on trimmed productivity distributions (top and bottom 1% in
each industry and year). Sample size information can be found in table A1.

5.3 Allocative efficiency

We now examine the importance of the distinction between tfprcsis and tfprrris for allocative efficiency

(AE). That is, we explore the sensitivity of AE to the differences in output and demand elasticities

across estimation methods. AE is an ideal metric to assess these issues for multiple reasons. First,

AE provides guidance on the aggregate consequences of plant-level heterogeneity in productivity. In

addition, the exact shape of production technology and demand characteristics affect it directly, see

equation (11). For example, Ais is measured using αjs as weights in the input index while τis is

measured using αjs/γs as weights in the input index. Furthermore, AE depends on γs and ρs via the

exponents in a non symmetric manner. Finally, (16) shows that AE can be expressed as a function

of the two revenue productivity measures that are the focus of the above analysis.

We assess the effect of parameters on AE by comparing and contrasting the results implied

by the aforementioned estimation methods. In CS, we measure output elasticities by cost shares

of total costs. We consider a range of demand elasticities for this approach. First, we impose

ρs=0.75 across industries, following the original methodology in BKR. Second, we impose ρs=0.8

for all industries, which is consistent with the mean of the ρs-distribution obtained using the DW

method. In the third experiment, we use the non-degenerate ρ-distribution implied by DW. This

exercise is interesting because it illustrates the effect of allowing for heterogeneity in ρs. In the fourth

experiment, ρs=0.94 for all industries, which equals the mean of the ρs distribution obtained using

OPHD. For OPH, we start with the revenue elasticities and then also consider multiple estimates

of demand elasticities. Given the βjs and ρs, we can infer the output elasticity for factor j from

the relationship αjs=βjs/ρs. We consider ρs=0.75 and ρs=0.8 for all industries, and the two non-

degenerate ρs-distributions implied by the DW and OPHD methods, respectively.49

49We also considered the CS case with the full distribution of demand elasticities from OPHD and the proxy method
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In order to abstract from high-frequency variation in the empirical analysis, we calculate decade-

specific timeseries averages of AE. Figure 4(a) shows the cross-industry average of AECOV
s calculated

under alternative parameter estimates discussed above. The different parameter values are indicated

in the figure header. The first four sets of bars show average AE as implied by CS, the remaining

four sets depict AE implied by OPH. Several observations emerge from Figure 4(a). First, AE is

generally higher under CS in the average industry: for example, conditional on ρs = 0.75 (first set of

bars), CS yields about twice the AE obtained under OPH (fifth set of bars). Second, AE’s sensitivity

to ρs depends on the estimation method. This can be seen by contrasting the change between the

first and second bar sets against the change between the fifth and sixth sets, which reflects the effect

of increasing ρs from 0.75 to 0.8. In particular, this increase yields lower AE under CS, which is

consistent with the findings in BKR. However, the same increase results in higher AE under OPH.

These conflicting findings indicate that the effect of the demand elasticity on AE depends on how

factor elasticities are estimated. Allowing for heterogeneity around E[ρs]=0.8 yields similar results

(second and third sets versus sixth and seventh sets). Third, increasing ρs significantly in CS results

in lower AE (first and fourth), while increasing a heterogenous ρs yields higher AE under OPH (fifth

and eighth). Fourth, the magnitude of the trend decline in AE depends critically on the elasticities.

On average, AE under CS and ρs=0.75 declines by about 20 percent, while with the same ρs, average

AE declines by about 40 percent under OPH.50

As discussed in section 2.2, the overall implications for AE depend on how sectoral AE measures

are aggregated. When every production factor is deemed to be in fixed supply, weighting by revenue

shares is appropriate, see equation (12). Figure 4(b) shows overall estimated AE in this case. The

patterns for this case are broadly similar to those for the unweighted industry means in Figure 4(a).

However, especially for OPH, the trend declines are larger when computing the revenue weighted

geometric mean across industries. Figure 5 compares the AE concept of 4(b) with the one derived

under the assumption of roundabout production technology in equation (14), i.e. assuming that

intermediate inputs are endogenous.51 The results indicate that this approach implies lower AE

and a more pronounced trend decline. These findings highlight the fact that the way AECOV
s is

aggregated into an economy-wide estimate has an impact on both the level and dynamics of AE.

The relationships here are complex since the elasticities enter the aggregate expressions for AE in a

highly nonlinear manner. These aggregation issues are not our focus but the results show that the

quantitative implications of the aggregation depend on the estimation methods for the elasticities.

To explore the determinants of sectoral AE further, we implement decomposition (15) empirically.

The first step is to establish the relationship between AECOV
s and the dispersion of tfpqis, tfprcsis , and

case using ρs=0.94 for all sectors. The results are consistent with those we report in this section and therefore we omit
them for ease of presentation.

50These results are confirmed by the median AECOVs , not shown here.
51Fully adjusting AECOVs for NCRS as described in equation (14) has a negligible empirical effect relative to the

case where cross-industry aggregation is based on weights defined as θs/ (
∑
s θs (1− αMs/γs)), as in BKR. Therefore,

we focus on the latter case in the remainder of the analysis.
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ÂE

COV

s

)θs
(fix K, L, M supply).

Figure 4: Descriptive statistics of AECOV
s under different measures and demand elasticities.

Note: In industries where 1 < ρsγs at the 4-digit level, 2-digit estimates are used. ρDW
s denotes industry-specific

timeseries averages calculated as in De Loecker and Warzynski (2012).

the partial correlation between these two variables.52 Interpreting the results of the decomposition,

it is important to recall that the measure of tfpqis is indirect and proportional to tfprrris . Figures

6(a)-6(c) show that while dispersion in tfprcsis is very similar across estimation methods, dispersion in

tfpqis is lower and the partial correlation is higher under OPH. The latter finding provides guidance

as to why OPH yields lower AE – the higher correlation between (measured) fundamentals (TFPQ)

and distortions (TFPRcs) under OPH is a drag on AE. Since it is the same underlying micro data, the

difference in the correlation between fundamentals and distortions is driven entirely by differences

52tfprcsis for OPH is computed in an internally consistent manner: the βjs and ρs are used to compute αjs, which
then can be used to estimate cost shares as αjs/γs.
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Figure 5: The effect of roundabout production on AEs, see equation (14). Estimators: CS (ρs=0.75)
and OPH(ρDWs ).

in the elasticity estimates. This finding highlights that the nature and empirical contribution of

correlated distortions is being driven by estimated elasticities of the demand and production structure.

In addition, inferences about the effect of curvature parameters depends on the distribution of the

measured fundamentals and distortions.

Over time, both productivity measures exhibit increasing dispersion and the correlation is also

increasing. These findings are in line with the prediction that if distortions are positively correlated

with productivity, then AE is decreasing in dispersion of either TFPQis or TFPRcs
is , see section 2.2.

However, these results also highlight that, in principle, falling AE may also be a consequence of rising

dispersion in TFPQ while distortions themselves are not changing. These productivity indicators

directly affect AECOV
s via the covariance between relative productivities and distortions in equation

(15). In order to assess their overall effect on AECOV
s , Figure 6(d) shows the contributions of the two

terms of the right hand side equation (15) evaluated under CS and OPH. The increasing dispersion

in tfpqis and tfprcsis together with the increasing positive correlation yield a negative contribution for

the second term in equation (15), which accounts for the majority of the decrease in measured AE.

One of the main implications of this analysis is that both factor and demand elasticities are crucial

for inference about AE. Using the same underlying plant-level data, alternative estimation methods

imply average level-differences that vary by more than a factor of two. In addition, the average

industry trend decline from the 1970s to 2000s varies between about 20 percent and more than 40

percent. In interpreting this sensitivity, it is not simply that the different methods yield different

average curvature of the revenue function. Instead, the different demand, output, and return to scale

parameters interact with the underlying micro data in a highly nonlinear manner.

Another interesting insight from Figure 6 is that AE’s sensitivity to parameters is reflected as

the sensitivity of tfpqis dispersion and the correlation between tfpqis and tfprcsis . In contrast, tfprcsis

dispersion does not seem to be as sensitive to these parameters. In other words, it is sensitivity of the

dispersion of fundamentals and the correlation of fundamentals with distortions rather than sensitivity
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of the dispersion in distortions that matters. There is apparently more widespread agreement on

distortions than on fundamentals. In spite of the sensitivity of the average and changing magnitude

of AE to demand and output elasticities, there are some common messages from this analysis that

help relate the findings in this section to the earlier basic facts. In all specifications, measured AE is

declining over time, dispersion in tfpqis and tfprcsis are rising over time, and the correlation between

these two alternative measures is rising over time.

We conclude this discussion by noting that since tfpqis and tfprrris are proportional, many of the

inferences above for tfpqis also hold for tfprrris . However, this statement is holding the distribution

of demand elasticities constant but our findings show that demand elasticitity estimates vary con-

siderably across specifications. The magnitude and time series variation in AE depends critically

on markups while properties of tfprrris (such as its dispersion) depends on revenue elasticities. This

latter point reflects back on our earlier findings. There is more similarity in our findings –and more

widespread agreement in the literature– about the sum of revenue elasticities than in its decompo-

sition into markup and returns to scale (or demand elasticity and output elasticity) components.

A message of our analysis is that for some purposes the decomposition of revenue elasticities into

their components is not critical; but for structural analysis of AE, this decomposition is of critical

importance.

The sensitivity of the properties of tfpqis to variation in ρs also helps reconcile some of our findings

above. Table 2 shows that the dispersion of tfprrris is similar to tfprcsis and they are highly correlated.

In contrast, for specifications with a low ρs dispersion in tfpqis is large and its correlation with tfprcsis

is low highlighting the sensitivity of (the indirect measure of) tfpqis to ρs.
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Figure 6: AE and productivity moments.

Note: In industries where 1 < ρsγs at the 4-digit level, 2-digit estimates are used. ρDW
s denotes industry-specific

timeseries averages calculated as in De Loecker and Warzynski (2012).

6 Concluding remarks

Researchers have been using a variety of methods for estimating productivity at the firm-level. Absent

data on prices and quantities, these methods yield what have become known as revenue productivity

measures. It is perhaps less recognized that the differences across estimation methods have important

consequences for interpretation since the alternative measures are different conceptually. The shares

of input expenditures in total costs are equivalent to output elasticities under certain assumptions,

while regression-based estimates are revenue elasticities absent data on prices and quantities. The

revenue residuals implied by cost shares, or tfprcsis , have increasingly become used as a measure of
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distortions. Under the same assumptions, the residual from revenue function estimation, or tfprrris ,

reflects fundamentals such as technical efficiency and demand shocks.

In spite of these conceptual differences, we find that these alternative measures are positively

correlated, exhibit similar dispersion, and similar relationships with growth and survival suggesting

that the effect of the differences in elasticity estimation are not significant. This helps explain why

tfprcsis remains a commonly used measure of firm performance in the empirical literature even though

arguably tfprrris is the preferred measure. It remains an open question as to why these distinct

measures are so tightly linked empirically although there are a number of competing explanations

with empirical support (e.g., adjustment costs, variable markups that are increasing in fundamentals).

In contrast, the differences underlying these measures and estimation methods are critical for

measuring allocative efficiency (AE) in a benchmark structural approach that has been developed

in the recent literature. This benchmark AE is an ideal metric to assess the empirical importance

of these issues because both production and demand parameters affect it directly. In addition, the

joint distribution of fundamentals and distortions implied by these parameters is also critical. Our

findings suggest that the properties of these parameter distributions are important for inferred AE,

casting into doubt previous conclusions about relative levels of efficiency and productivity dynamics

due to misallocation. An interesting implication of our analysis is that tfprcsis and tfprrris are both

critical inputs for benchmark AE. Put differently, since tfprcsis reflects distortions while tfprrris reflects

fundamentals, these revenue productivity measures contain important information for AE.

In an attempt to establish the relationship between AE and properties of the within-industry

productivity distribution, we decompose industry-level AE into an aggregate term and a term that

captures the covariance between measured relative productivities and distortions. The decomposition

is interesting because the covariance is, by definition, a function of the dispersion in these two variables

and the correlation between them. This relationship creates a useful link between industry-level AE

and these indicators. The empirical implementation of the decomposition indicates that increasing

dispersion in the alternative revenue productivity measures we consider and the increasing correlation

between them account for the majority of the decrease in measured AE.

It remains to be seen whether the benchmark AE methodology that we build on in this paper

is the most appropriate method for aggregating the properties of alternative measures of within-

industry revenue productivity given the strong assumptions required to implement this methodology.

Moreover, our findings on the sensitivity of the magnitude to the demand and output elasticities

suggest caution in interpreting the quantitative variation in AE in alternative studies. But our finding

that in all specifications, the alternative revenue productivity measures exhibit rising dispersion and

increasing correlation suggests that distinguishing between these closely related but distinct revenue

productivity measures is important. Understanding what is driving the cross sectional and time

series relationship in these alternative measures should be a priority for future research.

Our analysis helps reconcile alternative views on the importance of distinguishing between these

measures. On the one hand, their close correspondence in terms of dispersion, correlation, and
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relationship between firm outcomes like growth and survival (and other measures like management

practices and exporters) stems from the finding that both measures yield similar composite inputs

at the micro level. The reason behind this is that both are based on weights that sum either

exactly to or close to one. In contrast, implementing AE empirically using only revenue and input

data requires decomposing revenue elasticities into their demand elasticity and output elasticity

components. The latter decomposition is quite sensitive to methods. Put differently, there is much

less agreement about markups and returns to scale than there is about the overall curvature of the

revenue function (although even here there is disagreement). We also show that this sensitivity of

the decomposition of the revenue elasticity into its components translates into greater sensitivity of

dispersion of the fundamentals and the correlation of the latter with distortions than in the dispersion

of distortions themselves. It is interesting that there is more widespread agreement (across methods)

on the dispersion of distortions/wedges than there is about fundamentals themselves.

In sum, it is important to understand when the devil is in the details. One remaining detail is

the impact of heterogeneous and endogenous plant-level product and input prices. The results from

our admittedly restrictive demand analysis can be used to make inferences about output elasticities

and returns to scale; however, without plant-level data on prices and/or quantities, the effects of

prices on other key stylized facts are difficult to quantify. We have commented on the likely impact

of endogenous demand-side factors throughout but it would be of interest to consider this issue in

more depth. We think that exploring the role of endogenous demand-side factors in the current

context will require comparing approaches that include direct measures of prices and quantities (for

the limited number of products with such information) with methods that impose strong functional

form assumptions (e.g., isoelastic demand structures) to deal with these issues. We also neglect

the impact of input price heterogeneity which may be another source of dispersion in micro-level

productivity measures. A related issue is that we have relied on a framework where output and

demand elasticities do not vary across plants. Variable markups across plants as well as differences

in technologies across plants are likely important contributors to measured differences in productivity

across plants. This paper is intended to provide some structure to thinking about these issues; it is

our hope that it opens the door to future discussions.
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A Appendix

A.1 tfprrr and fundamentals

We derive the properties of tfprrris under the more general specification of demand given by PisQis =

PsQ
1−ρs
s Qρs−1

is ξisQis = PsQ
1−ρs
s Qρs

is ξis. In this case, log plant level revenues can be written as

pis + qis =ρsqis + (1− ρs)qs + ps + ln ξis = ρs

(∑
j

αjsxijs + ais

)
+ (1− ρs)qs + ps + ln ξis.

This permits characterizing tfprrris as:

pis + qis − ρs
∑
j

αjsxijs = pis + qis −
∑
j

βjsxijs = ρsais + ln ξis + (1− ρs)qs + ps,

which says that tfprrris is a function of tfpqis (ais), demand shocks (ξis), and sectoral level factors

(qs, ps and ρs). In the main text, we abstract from idiosyncratic demand shocks and sectoral level

factors for transparency. We estimate the βjs using regression (proxy) methods. In some robustness

analysis, we also use the Klette and Griliches (1996) approach to jointly estimate βjs and ρs by

including a measure of industry-level output as a regressor. This permits us to back out the αjs from

the combined estimates and provides an alternative method to cost shares for estimating αjs. The

advantage of this approach is that is does not impose CRS. The disadvantage of this approach is

that in the absence of data on plant level prices and quantities, this is pushing the data quite hard.

Foster, Grim, Haltiwanger, and Wolf (2016b) discuss the latter limitations in more depth.

A.2 AE under NCRS

A.2.1 Industry-level prices

Defining τis =
∏

j(1 + τ jis)
αjs
γs , we have:

Ps = Q
1−γs
γs

s
1

κs

(∑
i

(
Ais
τ γsis

) ρs
1−ρsγs

) ρsγs−1
ρsγs

(18)

where κs =

(
ρs
∏

j

(
αjs
wjs

)αjs/γs)−1
is a function of input prices and parameters.

A.2.2 Industry-level Distortions

It can be shown that industry-level distortions can be written as a function of TFPRs and a constant:53

τ̃s = κsTFPRs = κs
PsQs∏
j X

αjs/γs
js

. (19)

As noted in Bils, Klenow, and Ruane (2017) (hereafter BKR), this can be expressed as a product of

sectoral input distortions, which are in turn revenue-weighted harmonic means of plant-level input

53The formula can be obtained by writing TFPRs as a geometric average of sectoral marginal revenue product where
the weights are based on the cost shares of respective inputs.
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distortions. Note that τ̃s can be written as a function of idiosyncratic physical productivities and

distortions. To do so, use that TFPRcs
s =

∑
i

Iis∑
i Iis

TFPRcs
is , where Iis denotes the establishment’s

cost-share based input index.54 Expressing Iis as a function of Ais, τis and parameters implies

τ̃s =

∑
iA

ρs
1−ρsγs
is (τis)

−ρsγs
1−ρsγs∑

iA
ρs

1−ρsγs
is (τis)

−1
1−ρsγs

=
S1

S2

. (20)

A.2.3 Industry-level TFP

We define the industry-productivity measure consistent with Hsieh and Klenow (2009) and BKR,

where the denominator is the input index weighted by cost shares TFPs =
(∏

j X
αjs/γs
js

)−1
Qs.

Multiplying and dividing by P γs
s yields

TFPs =
P γs
s Qs

P γs
s

∏
j X

αjs
γs
js

. (21)

Combining this expression with equation (18) yields TFPs =

(∏
j X

αjs
γs
js

)−1(∑
i

(
Ais
τγsis

) ρs
1−ρsγs

) 1−ρsγs
ρs

×

κγss P
γs
s Q

γs−1
s Qs, which can be rearranged as

TFPs =

(∑
i

(
Ais
τ γsis

) ρs
1−ρsγs

) 1−ρsγs
ρs

(
κsPsQs∏
j X

αjs
γs
js

)γs

(∏
j X

αjs
γs
js

)1−γs =

(∏
j

X
αjs
γs
js

)γs−1(∑
i

(
Ais
τ γsis

) ρs
1−ρsγs

) 1−ργs
ρ

τ̃ γss

=

(∏
j

X
αjs
γs
js

)γs−1(∑
i

A
ρs

1−ρsγs
is

(
τis
τ̃s

) ρsγs
1−ρsγs

) 1−ρsγs
ρs

(22)

This is analogous to the expression obtained in Appendix 1 of HK.

A.2.4 Maximum of TFPs

This section outlines the solution to the constrained optimization that yields AEs under NCRS. Using

the notation in (20), the Lagrangean of the problem is given by

L(τis) =

(∑
i

A
ρs

1−ρsγs
is

(
τis
τ̃s

)− ρsγs
1−ρsγs

) 1−ρsγs
ρs

+ λ

(
τ̃s −

∑
i

θIi τis

)
= τ̃ γs S

1−ρsγs
ρs

1 + λ

(
τ̃s −

S1

S2

)
, (23)

where S1=
∑

iA
ρs

1−ρsγs
is τ

−ρsγs
1−ρsγs
is and S2=

∑
iA

ρs
1−ρsγs
is τ

−1
1−ρsγs
is . The first derivative of L(τis) is shown below:

∂L
∂τis

= −γsτ̃ γss S
1−ρsγs
ρs

−1
1 A

ρs
1−ρsγs
is τ

− 1
1−ρsγs

is + λ
ρsγsA

ρs
1−ρsγs
is τ

−1
1−ρsγs
is S2 − S1A

ρs
1−ρsγs
is τ

−1
1−ρsγs

−1
is

(1− ρsγs)S2
2

. (24)

54This is because
∑
i

Iis∑
i Iis

TFPRcsis =
∑
i

Iis∑
i Iis

Ris
Iis

=
∑
i Ris∑
i Iis

= TFPRcss .
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Summing (24) over i yields a condition that can be solved for λ. Plugging the resulting expression

back to (24) and rearranging implies τis = τ̃s. Differentiating (24) with respect to τis yields −2γs(1−
ρsγs)

−1S−22 S
1−ρsγs
ρs

1 A
ρs

1−ρsγs
is τ̃

−2
1−ρsγs

−2+γs
s

∑
j 6=iA

ρs
1−ρsγs
js . Since 0 < Ais, τis, ρs, γs, the sign of the second

derivative depends on the sign of (1− ρsγs). If ρsγs < 1 then ∂2TFPs
∂τ2i

∣∣∣
τ̃s
< 0 and therefore τis = τ̃s is a

maximum point. However, if 1 < ρsγs then 0 < ∂2TFPs
∂τ2is

∣∣∣
τ̃s

and τis = τ̃s cannot be a maximum point.

A.2.5 Aggregate and sectoral production

Aggregate output is assumed to be a Cobb Douglas CRS aggregate of sectoral output. This implies:

Q =
S∏
s

Qθs
s =

S∏
s

(
As
∏
j

X
αjs
γs
js

)θs

(25)

It can then be shown that aggregate output Q can be written as a product of the geometric averages

of industry-level technical efficiencies, revenue shares, cost shares, distortions and inputs:

Q =
S∏
s

Aδs1s ×
S∏
S

θδs1s ×
S∏
s

[∏
j

(
αjs
γs

)αjs
γs

]δs1
×

S∏
s

ττ−δs1s × (1 + τX)−δs2

×
∏
j 6=M

Xj

(∑
s

θsρsαjs

(
1− αMs

γs

)
1 + τ j

1 + τ js

)−1δs3 , (26)

where δs1 = θs∑S
s θs(1−

αMs
γs

)
, δs2 =

∑S
s θs

αMs
γs∑s

s θs(1−
αMs
γs

)
, δs3 =

∑S
s θs

αjs
γs

(1−αMs
γs

)∑s
s θs(1−

αMs
γs

)
. Defining α̃j =

∑S
s θs(

αMs
γs

)αjs∑S
s θs(

αMs
γs

)
and aggregate consumption or value added as output less intermediate input C = Q − M , the

expression for aggregate TFP is given by TFP=C/
∏

j 6=M X
α̃j
j . Let T denote the part of the expression

that depends only on sectoral distortions and parameters. In addition, adjust equation (26) for

intermediate input use. Then the following expression can be obtained for aggregate TFP:

TFP = T ×
S∏
s

TFP

θs∑
s θs(1−αMs

γs )
s . (27)

A.2.6 Accounting for input demand

It can be shown that if sectoral level inputs with inelastic aggregate supply, so long as average

sectoral distortions are the same under a new distribution of distortions, sectoral capital and labor

are unchanged in the “undistorted” counterfactual. For our analysis, we ignore between sector

distortions and assume that average sectoral distortions are the same. Since aggregate labor and

capital supply is assumed to be inelastic, AEs is given by

AEs =
As
A∗s

=

(∑
i

(
Ais

Ãs

) ρs
1−ρsγs

(
τis
τs

) ρsγs
1−ρsγs

) 1−ρsγs
ρs

(
M∗

s

Ms

)αMs(1−γs)
γs

. (28)

In addition, sectoral intermediate input demand is proportional to total output: Ms = θsQρsγs(1−
γs)

1
1+τMs

. So long as sectoral average intermediate distortions are held constant then, the ratio of
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undistorted inputs to distorted inputs in industry s can be expressed as:

M∗
s /Ms = Q∗s/Q, (29)

where Q∗s is the aggregate output under the regime where distortions in sector s are equalized,

holding average distortions constant. Thus, the ratio of aggregate “s-undistorted” output to re-

alized output is equivalent to the ratio of intermediates. Using equation (26), we can obtain an

expression for Q∗s. On condition that average distortions are held constant between the actual and

counterfactual cases, the only change relative to (26) is that the leading term of Q∗s is given by

(A∗s)

θs∑
k θk(1−αMk

γk
) ∏

k 6=sA

θk∑
k θk(1−αMk

γk
)

k , i.e. only the sectoral productivity of the sth industry changes.

It follows that the ratio in equation (29) can be written as a function of allocative efficiency:

Q∗s/Q = (A∗s/As)

θs∑
k θk(1−αMk

γk
) = (AEs)

−θs∑
k θk(1−αMk

γk
) . (30)

Substituting (30) into (28), we see that allocative efficiency is a function of AECOV
k and itself:

AEs =

(∑
i

(
Ais

Ãs

) ρs
1−ρsγs

(
τis
τ̃s

) ρsγs
1−ρsγs

) 1−ρsγs
ρs

× AE
−θsαMs(1−γs)/γs∑
k θk(1−αMk/γk)

s ,

which means we can solve for AEs:

AEs =

(∑
i

(
Ais

Ãs

) ρs
1−ρsγs

(
τis
τ̃s

) ρsγs
1−ρsγs

) 1−ρsγs
ρs


∑
k θk(1−αMk

γk
)∑

k θk(1−αMk
γk

)+θsαMs
1−γs
γs

. (31)

As in BKR, the contribution of sectoral TFP to aggregate TFP can be written as

TFP ∝
∏
s

AE

θs∑
s θs(1−αMs

γs )
s

∏
s

(A∗s)

θs∑
s θs(1−αMs

γs )

Thus, we can separate the “undistorted” effect of sectoral TFP (which incorporates the influence

of returns to scale) on aggregate TFP from the allocative efficiency effect on TFP. To relate to the

variance-covariance term, we would need to aggregate expand the exponent, yielding:

TFP ∝
∏
s

(
AECOV

s

) θs∑
k θk(1−αMk

γk
)+θs

αMs
γs

(1−γs) (32)

A.2.7 Impacts of ρs and γs

To understand why ρs and γs enter asymmetrically into sectoral TFP given the following CES ag-

gregator, note we can write plant level output as follows:

Qis = (ρsγsPsQ
1−ρs
s )

γs
1−ρsγs

(
Ais
τ γsis

) 1
1−ρsγs

[∏
j

(
αjs
wjs

)αjs] γs
1−ρsγs

(33)
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Note here that if the plant does not account for the impact of its decisions on aggregate output and

prices (which by assumption it does not), then the elasticity of production with respect to a change

in Ais is 1/(1 − ρsγs). Here we see that both returns to scale γs and downward-sloping demand ρs

play a role in the impact of shocks on output. Demand parameter ρs impacts output through prices.

As TFP increases, the plant can produce more output, but prices fall in response, dampening the

effect of TFP shocks on output. In the CRS case, with a lower ρs (higher markups), the lower the

elasticity. Now consider returns to scale: if γs < 1, i.e. DRS, then the elasticity of output with

respect to changes in technical efficiency is smaller than the CRS case, and vice versa for increasing

returns.

Now consider the aggregator for output in the sector again:

Qs =

(
Ns∑
i=1

Qρs
is

) 1
ρs

(34)

Here note that the elasticity of total Qs with respect to plant-level output is the following:

εQs,Qis =

(
Qs

Qis

)1−ρs
(35)

Note that this is independent of any returns to scale at the plant-level. So, we see the following:

ρs impacts output in two ways: first through the impact on firm-level decisions, as firms take into

account the impact of their choice of output on prices. This effect can be amplified or mitigated

by returns to scale 6= 1. Second, given an increase in output of a plant, ρs dampens the effect of a

single plant on sectoral output. This effect is the same no matter what the returns to scale at the

plant-level are.
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A.3 Additional Figures and Tables
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Figure A1: Cross-industry distributions of elasticities of β̂m and β̂e.

Table A1: Sample size in the specifications shown in table 3. Sample size is measured as the total
number of plant-year observations used in a regression (in thousands).

OLS CS OPH OPHD
overall growth 424 424 405 405
exit 424 424 405 405
conditional growth 407 407 388 388

38


	Introduction
	Methodology
	Revenue productivity measures
	Allocative Efficiency
	Estimation methods

	Data
	Source data
	Analysis samples

	Elasticity distributions

	Implications of the differences in elasticity distributions
	Productivity dispersion and correlations
	Growth and survival
	Allocative efficiency

	Concluding remarks
	Appendix
	tfprrr and fundamentals
	 AE under NCRS
	Industry-level prices
	Industry-level Distortions
	Industry-level TFP
	 Maximum of TFPs
	Aggregate and sectoral production
	Accounting for input demand
	Impacts of s and s

	Additional Figures and Tables


