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F-Distribution

* F-Distribution: continuous probability distribution that has the
following properties: o
« Unimodal, right-skewed, and non-negative | :
* Two parameters for degrees of freedom
* One for numerator and one for denominator
* Used to compare two sources of variability
* To find the critical value, intersect the
numerator and denominator degrees of
freedom in the F-table (or use Minitab)

* In this course:
* All tests are upper one-sided
* Use a 5% level of significance - A different table exists for each «

Example: F-Distribution

* Question: What is the critical value for an upper one-sided F-test
with 2 and 15 degrees of freedom using ¢ = .05?

e Answer:

Numerator Degrees of Freedom
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

® Re]eCt HO fOI‘ test statistics 161 200 216 225 230 234 237 239 241 242 243 244 245 245 246 246

185 19.0 192 19.2 193 193 194 194 194 194 194 194 194 194 194 194
101 955 928 9.12 901 894 889 885 881 879 876 874 873 871 870 8.69
771 694 659 639 626 616 609 604 600 596 594 591 589 587 586 584
661 579 541 519 505 495 488 482 477 474 470 468 466 464 462 4.60
599 514 476 453 439 428 421 415 410 406 403 400 3.98 396 394 392
559 474 435 412 397 3.87 379 373 368 364 360 357 355 353 351 349
532 446 407 384 369 358 350 344 339 335 331 328 326 324 322 320
512 426 386 3.63 348 337 329 323 318 314 3.10 3.07 3.05 3.03 301 299
10 |4.96 4.10 371 348 333 322 314 307 3.02 298 294 291 289 286 285 2.83
11 |484 398 359 336 320 309 301 295 290 2.85 282 279 276 2.74 272 2.70
12 (475 3.89 3.49 326 311 300 291 285 2.80 275 272 2.69 2.66 2.64 262 2.60
13 |4.67 3.81 3.41 3.18 303 292 283 277 271 2.67 263 2.60 258 2.55 253 2.51
14 (460 374 334 3.11 296 285 276 270 2.65 2.60 257 2.53 251 248 246 2.44
15 |4.54 3.68 329 3.06 290 279 271 2.64 2.59 2.54 251 2.48 245 242 240 2.38
16 |4.49 3.63 324 3.01 285 274 266 2.59 2.54 249 246 2.42 240 237 235 2.33
17 |4.45 359 320 296 281 270 261 2.55 2.49 2.45 241 238 235 2.33 231 2.29
441 355 316 293 277 266 2.58 251 246 241 237 234 231 229 227 225
19 (438 3.52 3.13 290 274 263 254 248 242 238 234 231 228 226 223 221
20 |435 349 310 2.87 271 260 251 245 239 235 231 228 225 222 220 218
25 424 339 299 276 260 249 240 234 228 224 220 216 2.14 211 209 207
30 |4.17 332 292 269 253 242 233 227 221 216 213 209 2.06 2.04 201 1.99
35 |4.12 327 2.87 264 249 237 229 222 216 211 207 204 201 199 196 194
40 |4.08 323 284 2.61 245 234 225 218 212 208 204 200 197 195 192 190

CONOUA WN R

Area = 0.05

Denominator Degrees of Freedom
=
®




Types of Variation

» Explained Variation: differences 0
in the responses due to the

* Sum of squares due to regression
(SSR)

* Unexplained Variation: Explained
differences in the responses due v, -Y

to 7 7

* Sum of squares due to error (SSE) =7

v

Total Variation: ¥; — Y

Sums of Squares

 Total Sum of Squares: measures squared distance each response
is from the sample mean of the responses

« Assumes we use Y as the naive prediction for each response instead of
considering the relationship Y has with X

n
SSY = Z ¥, — 7)?
i=1

* Sum of Squares Due to Error: measures squared distance each
response is from its predicted value on the regression line
* Assumes X is being used to predict Y

n N2
SSE = Z (v, -7)
i=1

ANOVA Table for Straight Line Regression

 Analysis of Variance (ANOVA) Table: an overall summary of the
results of a regression analysis
* Derived from the fact that the table contains many estimates for sources
of variation that can be used to answer three important questions
1. Isthe true slope ?
2. Whatis the of the straight line relationship?
3. Isthe straight line model ?




ANOVA Table for Simple Linear Regression

Source DF  SumofSquares Mean Square  F-Statistic
Regression 1 SSR _ SSR _ MSR
MSR == F=1sE
— SSE
Error n—2 SSE MSE =
n—2
Total n—1 SSY L
N

MSE = S§x
Square of residual
sum of squares

Fundamental Equation of Regression Analysis

SSY =SSR + SSE
n _ n . 2 n )
> =Tr= (=74 (4-1)
1= 1=

i=1
Total Unexplained Variation = Regression Variation + Residual Variation

Example: Using the ANOVA Table

* Scenario: Use ACT score of 29 college freshmen (without outlier)
to describe freshman year GPA.

Source DF AdjSS AdjMS F-Value P-Value
Regression 1 3459  3.4589 12.50 0.001
Error 27 7474  0.2768

Total 28 10.933

* Task: Use the ANOVA table to determine if ACT score is a
significant predictor of GPA.

* Hypotheses: H:
 Test Statistic:

vS. Hy:

e Critical Value:

 P-Value:

* Conclusion:

and conclude

Example: Comparing ANOVA Table and Test for Slope

* Scenario: Use ACT score of 29 college freshmen (without outlier)
to describe freshman year GPA.

Source DF AdjSS AdjMS F-Value P-Value [[Term Coef SE Coef T-Value P-Value
Regression 1 3459  3.4589 12.50 0.001 || Constant 0.987 0.570 1.731 0.095
Error 27 7474  0.2768 ACT 0.0822 0.0232 3.535 0.001
Total 28 10933

* Question: What is the relationship between the test statistic from
the ANOVA table and the test statistic for testing the slope?

* Answer: Test statistic from the is the of the

test statistic found from




More Sums of Squares

* When studying the relationship between two variables X and Y,
there are three necessary sums of squares:
«SSX =Y. (X; —X)?
* Sum of squared deviations of predictor values
L SSY = Y (¥; - 7)?
* Sum of squared deviations of responses
« SSXY = ¥, (X, — )Y, — 7)

* Sum of product of joint deviations for each pair of observations

Standard Deviation and Covariance

« Sample Standard Deviation of Predictor: Sy = ﬁSSX

- Sample Standard Deviation of Response: Sy = /ﬁSS Y

. SSXY
« Sample Covariance: Syy = —
* Measure of the joint variability between two quantitative variables
» Sign dictates direction of relationship
* Unbounded: values range from —oo to

* Does not help us interpret strength of relationship

Example: Covariance

* Scenario: Verbal SAT score vs. math SAT score on left. Restaurant
bill vs. tip on right.

* Question: Which scatterplot has the stronger linear relationship?

800 6
750 . . . 14

. 12
10
8

Math SAT
w (=2} [+2) ~
v (=] w1 o
o o o o

Tip
o N MO

5}
»

%
=3
o

500 550 600 650 700 750 0 10 20 30 40 50 60 70
Verbal SAT Bill

* Answer:
e Points are




Example: Covariance

» Scenario: Verbal SAT score vs. math SAT score on left. Restaurant
bill vs. tip on right.

* Question: What does the covariance tell us?
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750 . . |ASxy = 14
. LI . 12
- 700 J 10
<C
2 650 e 8
= 600 6 RS ~
550 Syy=____ | ¢ g&}'"?'
2 W-:. .
500 . . 0 %
500 550 600 650 700 750 0 10 20 30 40 50 60 70
Verbal SAT Bill
e Answer:
* Covariance will be large if the are large
regardless of how the linear relationship is

Correlation Coefficient

* Correlation Coefficient: a measure of the strength and direction
of the linear relationship between two continuous variables
1. Ranges from -1 to 1: Larger magnitudes imply stronger relationships
2. Dimensionless: r is independent of the unit of measurement of X and Y

3. Follows the same sign as the slope of the regression line: If £, is
positive, then r is positive, and vice versa

Note: Proofs of properties 1 and 2 require some knowledge
of probability theory, covariance, and expectation.

* Can be calculated in three different ways:

SSXY Sxy Sy A
e — r = r == 181
VSSX-SSY SxSy Sy

Example: Calculating Correlation Coefficient

* Scenario: Record stopping distance for a car at 5 different speeds.

* Question: What is the correlation between ACT score and GPA?

Speed Stop.Dist. X; —X Y;-Y (X;—-X)(V;-YV) (X;—X)%2 (Y;-Y)?
20 64

30 118
40 193
50 231
60 319

X=40 Y =177

e Answer:




Example: Correlation Coefficient

* Scenario: Use ACT score of 30 college freshmen to describe their

freshman year GPA. ot
ACT GPA Variable  Count Mean StDev
ACT 18.436782 ACT 30 24333 4294
GPA 1.113598 0.523824 GPA 30 2904 0.724
* Question: What is the correlation between ACT score and GPA?
4.0 . . .
* Answer: 35

30

25

GPA

20,

151

* Question: What does the correlation mean? |

* Answer: ACT score and GPA have a

Example: Correlation Coefficient

* Scenario: Use ACT score of 29 college freshmen (without outlier)

to describe freshman year GPA. Total
Term Coef SE Coef T-Value P-Value Variable  Count Mean StDev
Constant 0.987 0.570 1.73 0.095 ACT 29 24172 4277
ACT 0.0822 0.0232 3.53 0.001 GPA 29 2974  0.625

* Question: What is the correlation between ACT score and GPA?

4.0

* Answer:

» Takeaway: One outlier can
of the correlation.

Proof: Correlation Same Sign as Slope

» Task: Prove that the sign of the correlation is always dictated by
the sign of the slope.

e Answer:

e Correlation is

* Standard deviations Sy and Sy are SO

« If §; > 0, then . Conversely, if #; < 0, then




Example: Perfect Linear Relationship

* Question: What happens when there is a perfect linear
relationship between X and Y?

* Answer:
e X Y every time
* Every observation lies
* For every point, so every observation has a residual of ___

* The sum of squares due to error is SSE =
* The coefficient of determination is:

r? =

Example: No Linear Relationship

* Question: What happens when there is no linear relationship
between X and Y?

* Answer:
* No linear relationship means

* The best prediction for every observation is

* The total sum of squares is always SSY =
* The sum of squares due to error is:

SSE =
* The coefficient of determination is:

r? =

Coefficient of Determination

* Coefficient of Determination: the percentage of variability in Y
being explained by X
, SSY —SSE

r SSY

* The remainder of the variability 1 — 72 is due to other factors not being
analyzed in the relationship between X and Y




Example: Calculating 72

* Scenario: Use ACT score of 30 college freshmen to describe their
freshman year GPA. Given SSY = 15.191 and SSE = 13.240.

* Question: What is the coefficient of determination?
* Answer:

* Question: What does the coefficient of determination mean?
* Answer: is explained by

* The remaining is due to other factors not being considered in
this regression such as

etc.

Example: Calculating 72

* Scenario: Use ACT score of 29 college freshmen (without outlier)
to describe freshman year GPA.

* Question: What is the coefficient of determination?
* Answer:
* Takeaway: By , the model is able to explain

* [t does not have to try to understand why one student’s GPA is so




