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PREFACE

One of the activities of the Research and Extension Management Specialist (REMS) in the EU/CARIFORUM Rice Project (Support to the Competitiveness of the Rice Sector of the Caribbean) is to assist in reorienting rice research in Suriname towards more adaptive on-farm research involving extension staff and farmers.

Rice researchers in Suriname have already some experience with the conduct of research in farmers’ rice fields. However, still too many research activities are carried out on-station. One questions how valid the results of these on-station research activities will be for the farmers. More on-farm research activities are therefore required in Suriname to test the main selected research themes under farmers’ conditions. These on-farm activities should involve small-scale, medium-scale and large-scale rice producers.

The objective of this manual is to supply rice researchers and extensionists in Suriname with some basic practical information on planning, implementing, analyzing and reporting on-farm research activities. All kind of statistical books and manuals are available in bookstores and on the internet. Some of these books and manuals are specifically for on-farm research activities. This manual presents the most common characteristics (planning, design, statistical analysis, economic analysis) of on-farm research in a practical way. For more detailed information and less common types of on-farm research the rice researchers and extensionists can consult the supplied reference list.

Nieuw Nickerie, 11 April, 2008
Dr. Bert Meertens
REMS Suriname/Guyana
EU/CARIFORUM Rice Project
Agricultural research has traditionally been undertaken on research stations where facilities for experimentation are usually available and accessibility to researchers is favorable. It was assumed long time that the best technology in research stations is also the best in farmers’ fields. However, especially in the developing countries of the humid tropics there is a high variability between farmers’ fields and response to improved crop management is less favorable than that in the research stations. In the case of such technology performance inconsistencies the technology selection process should be done on-farm in comparison to the farmers’ existing practice under the farmers’ growing conditions (Gomez and Gomez, 1984).

On-farm research is, however, not invented by researchers who wanted to have a confirmation that new, on-station developed technologies would perform equally well in farmers’ fields. Since the advent of agriculture farmers have always been engaged in trials on their farms. They have experimented with new cultivation techniques and inputs, explored alternative and diversified markets, and initiated innovative pest and disease management practices (Colley and Myers, 2007).

Apart from being on-farm researchers, farmers are also the decision makers and managers of agriculture enterprises. Farmers are the adopters, the adapters, and often the innovators of new farming techniques (Wuest et al.). It would therefore be unwise to not undertake on-farm research and to not involve the farmers in the research process as much as possible.

Next to the initial stimulus for on-farm research to broaden the range of validity of conclusions beyond the narrow confines of a research institute setting it has now been recognized that farmer participation is important and that successful programmes must incorporate farmers’ abilities to experiment and innovate (SSC, 1998). In fact, from the 1980s onwards agricultural research has been increasingly conducted on-farm in collaboration with the farmers. This farmer participatory on-farm research has shown that this type of research leads to more appropriate, site-specific technology, broader and faster adoption, and increased producer ability to adapt and develop farming technologies. Using accepted methods of on-farm testing, farmers can achieve experimental precision comparable to those of intensive university research trials (Veseth et al., 1999).

The move towards participatory on-farm research means that many researchers, such as breeders and agronomists, who have been trained in techniques of on-station research, are now under pressure to move on-farm. It is therefore perhaps not surprising that the design of such trials has, too often, resulted in miniaturized research institute experiments. Conditions for on-farm trials are typically less controlled than those for research institute fields, and this means that more thoughtful designs are needed (SSC, 1998). Several criticisms have been raised concerning the promotion of on-farm research. The first criticism is that on-farm trials are too site and manager specific to be able to generalize the results in order to make recommendations for other farmers, or to share it in peer reviewed journals. Although this may be true, the primary goal of on-farm research is to foster adoption, adaptation, and innovation by farmers, not to further the science of agriculture. A second criticism is that on-farm trials are likely to miss fine points of understanding. In large scale, low
budget experiments the control of variables is poor, measurements are few, and conclusions are based on gross effects without understanding what may be the cause of observed effects. This criticism, like the first, is based on a direct comparison of farmer oriented on-farm trials to researcher oriented research. On-farm trials are not a substitute for more basic, fact finding research. Trials implemented by farmers are bound to be focused on performance, and that is why on-farm testing is appropriate as a technology transfer tool as well as a tool for gaining information on farming practices. Nothing prohibits the use of on-farm trials for more intensive research, however, and there are more and more cases where researchers are making use of on-farm trials as research sites (Wuest et al.).

If conducted in the proper way on-farm research will give high quality results regarding the suitability of the investigated technological innovations under small-, medium-, and large-scale farmers’ conditions. The use of appropriate farmer participatory on-farm research methodologies and proper involvement of extensionists have to be used to capture the high potential results from on-farm research. The formation of farmer-research groups would be good for improving farmers’ research capacity.

The next chapter will elaborate on the specific characteristics of different types of on-farm research activities and the current status of on-farm research in Suriname. Chapter 3 deals with the planning and implementation of on-farm research. Some practical guidelines will be supplied on the choice of statistical designs and the collection of data next to some basic statistical principles as replication and randomization. Chapter 4 shows how to analyse the results of typical on-farm research. Chapter 5 presents simple economic analysis tools as partial budgets and marginal analysis in order to assess on-farm research activities economically. Chapter 6 is about farmer assessment and chapter 7 about reporting on-farm research.
2 ON-FARM RESEARCH BACKGROUND

2.1 On-farm research in general

Farmers have often evaluated a new practice by applying it to a small field and comparing the results with nearby fields, or by splitting a field and applying the new practice on one side and their normal practice on the other. This allows for a local comparison of how a practice “looks”. It can be an important first step. The problem comes when you want more than a “look”. It is simply not possible to make reliable comparisons of yields and other “quantitative” data without a scientific approach (Veseth et al., 1999).

On-farm research is in fact that “look” in combination with a scientific approach. An on-farm trial aims at testing a technology or a new idea in farmer’s fields, under farmers’ conditions and management, by using farmer’s own practice as control. It should help to develop innovations consistent with farmer’s circumstances, compatible with the actual farming system and corresponding to farmer’s goals and preferences. An on-farm-trial is not identical to a demonstration field, which aims at showing farmers a technology of which researchers and extension agents are sure that it works in the area (RNR-RC Jakar, 2001).

Some basic principles for on-farm research are:

- **Keep it real**: The experiments must address problems that are important to farmers. The farmers’ practice should be included as one of the treatments in the experiment. The non-experimental variables of an experiment should reflect farmers’ actual practice (CIMMYT, 1988).
- **Keep it simple**: Limit your experiment to a comparison of two (or maximum three) treatments. The research objective has to be a single researchable question. Many test plots are too complicated because they are looking at too many treatments. On-farm research must be practical for the farmer by using plots that are field-scale with standard farm implements (Sundermeier, 1997).
- **Go step by step**: Farmers usually do not adopt entire new systems of production; they go step-by-step adapting components of the technology. Therefore the on-farm-trial should not include too many new steps at once. The success of innovation is measured by scale of adoption by farmers (RNR-RC Jakar, 2001).
- **Remain objective**: The results may not turn out as you hoped or planned. Be prepared to accept and learn from negative results (RNR-RC Jakar, 2001).

During the 1980s CIMMYT identified five stages of an on-farm research program (Figure 1) which are still valid today. The first step is diagnosis. If recommendations are to be oriented to farmers, research should begin with an understanding of farmers’ conditions. This requires some diagnostic work in the field, including observations of farmers’ fields and interviews with farmers. The diagnosis is used to help identify major factors that limit farm productivity and to help specify possible improvements.

The information from the diagnosis is used in planning an experimental research program that includes experiments in farmers’ fields. The on-farm experiments should be planted on the fields of representative farmers. After the first year, the experimental results form an important part of the information used for planning research in subsequent crop cycles. Other diagnostic work continues during the management of the experimental program as researchers continue to seek information about farmers’ conditions and problems which will be useful in planning future experiments (CIMMYT, 1988).
The results of the on-farm experiments must be assessed. There are several elements in such an assessment. First, researchers must discuss the results with farmers to get their opinions of the treatments they have seen in their fields. The farmers’ assessment is very important. The experimental results must also be subjected to both an agronomic evaluation and if possible a statistical analysis. Finally, an economic analysis of the results is essential. The economic analysis helps researchers to look at the results from the farmers’ viewpoint, to decide which treatments merit further investigation, and which recommendations can be made to farmers.

The results of an assessment of on-farm experiments can be used for several purposes. First, they may be used to help plan further research. Some experiments will have as their goal the clarification of production problems: Is production limited by the availability of phosphorus? Will improved weed control give an important increase in yields? The answers to such questions provide researchers with information for further work. As Figure 1 shows, that
information can be used to plan subsequent experiments. It also may help orient work on the experiment station.

Second, the results may be used to make recommendations to farmers. Some experiments will compare possible improvements to farmers’ current practices: Which level of phosphorus should be applied? Which weed control method gives the best results? The answers to these questions provide information to guide farmers in their management decisions.

Finally, the results of on-farm experiments may sometimes be used to provide information to policy makers regarding current policy toward such matters as input supply or credit regulations. Experimental results can be used to help analyze policy implementation: Given a significant response to phosphorus, is the appropriate fertilizer available? Do local credit programs allow farmers to take advantage of new weed control methods? Although the emphasis in this manual will be on the economic analysis of on-farm experiments for guiding further research and making recommendations to farmers, at several points links between on-farm research and policy implementation will be mentioned (CIMMYT, 1988).

### 2.2 Types of On-Farm Research

On-farm research can differ according to the chosen objective, the selected location, the type of design used and the degree of farmer involvement. Table 1 presents three types of on-farm research according to different objectives (biophysical versus socioeconomic), which require different degrees of researcher control and farmer control.

<table>
<thead>
<tr>
<th>Objective</th>
<th>Trial Type</th>
<th>Trial design</th>
<th>Trial management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biophysical feasibility</td>
<td>1</td>
<td>Researcher-led</td>
<td>Researcher-led</td>
</tr>
<tr>
<td>Profitability, farmer assessment of prototypes</td>
<td>2</td>
<td>Researcher-led</td>
<td>Farmer-led</td>
</tr>
<tr>
<td>Acceptability: Farmers’ own innovations, assessments</td>
<td>3</td>
<td>Farmer-led</td>
<td>Farmer-led</td>
</tr>
</tbody>
</table>

Source: (Rudebjer, 2001)

In type 1 researcher-designed and managed trials the objective is to assess the performance of the new technology under various biophysical conditions. Research has shown promising results in on station trials. Now the concerned researcher wants to evaluate the new technology in multi location as the on station trial does not represent the wide range of conditions (e.g. soil fertility, weed flora, altitude, rainfall, farmers’ conditions). Usually plots are of small size.

In type 2 researcher-designed and farmer-managed trials the objective is to get farmer feedback on specific prototypes and to conduct economic analysis. Type 1 trials have confirmed that the new technology will work in farmers’ conditions, therefore it is planned to implement the trial on a wider scale with active involvement of the farmers. Researchers are interested in getting the information on biophysical, economical and farmers’ assessment of the technology. Plots are often larger than in type 1.

In type 3 farmer-designed and –managed trials, in which each farmer experiments on their own, the objective is to assess farmer innovation and acceptability. Farmers are aware of a given technology, they like what they see and would like to experiment it by themselves or
farmers are aware of a problem and would try some methods to solve them. Researchers want to know to which extent and how a technology is adapted by farmers. Constant monitoring and recording of farmers’ comments is necessary (RNR-RC Jakar, 2001). These trial types are not strictly defined, rather they are points along a continuum. However, you do not need to start with type 1 and proceed to type 3. Farmer participation is furthermore relevant to type 1 trials as well.

Box 1 presents a checklist for evaluating on-farm trials according to their degree of farmer involvement. The degree of farmer involvement does not only depend on the attitude of the researchers and extension workers but also on the research capacity of the farmers. On-farm research can build that capacity but appropriate structures at the community level are also important. For example groups of farmer experimenters who regularly visit each others farms and help in the review of each others work or support activities that can nurture farmer interest in experimentation e.g. cross visits, nurseries and study visits (Rudebjer, 2001).

**Box 1   Checklist on how decisions are made in participatory on-farm trials**

**DESIGN**
1. Who decides who the target group is?
2. Who decides what the most important problems are?
3. Who decides which options should be included in the trial as treatments?
   Who decides what the control(s), if any, should be?

**TESTING**
1. Who decides which farmers will collaborate in testing?
2. Who decides what design to use, that is, layout of treatments, plot size, no. replications, etc?
3. Who decides at what level to fix non-experimental variables?
4. Who manages the trial, that is, who provides the labour and other inputs?

**EVALUATION**
1. Do farmers get together and evaluate results during trial? After trial? Is this done only informally or do they actually write a report?
2. Does researcher share farm-specific analyses with each farmer? Does researcher share overall analyses with farmers as a group?
3. Who decides what should be recommended and to whom?

Source: (Rudebjer, 2001)

### 2.3 Stakeholders of On-farm Trials

There are various stakeholders in an on-farm trial:

- **The farmers** who are the clients for the out-coming results.
- **The extension agents** who should help the farmers to overcome their problems and improve their economical situation. On-farm trials can give them valuable information in this respect.
- **The researchers** who need to apply promising on-station results under farmers’ conditions before releasing the technology to the extension service.
The policy makers that are interested in an efficient and participatory technology development, since other more top-down approaches have proven futile.

The different stakeholders have different interests, expectations and positions. Therefore the collaboration is not easy and smooth.

In the past the farmers have been treated with top-down approaches. Provision of free inputs was mostly the reason for the adoption of new technologies. The farmers accepted many trials without really having a genuine interest in the new technology. However farmers’ participation in the on-farm trials needs to be created not by just free delivery of inputs, but by providing the relevant information that will suite their complex, diverse farming system. It is necessary that extension agents find out the real farmers needs and interests by creating a good dialogue with them.

Unfortunately, farmer communities are often still not informed that there is going to be a trial to test a new technology. The objectives of the trial are often not mentioned to the farmers, and the results are not discussed with the farmers and with the community; no action for next steps is taken. Furthermore it happens also frequently that no prior agreement has been made on compensation measures after crop failure. To improve this, one has to involve the farmers in planning, implementation, monitoring and evaluation of the on-farm research activities. A community meeting should be organized to discuss the objectives of the on-farm trials and select the participants. Incentives to attract the farmers’ participation should be avoided; too many inputs free of cost falsify the economical aspect of the activity. The results have to be discussed with the farming community and it has to be decided whether compensation has to be accorded in case of failure of the trial (RNR-RC Jakar, 2001).

The extension agents are in a difficult position for concrete decision. They get the order to implement on-farm trials by their superiors, often without the necessary information, training and participation in the planning process. As a result most of the extension agents are not informed on the upcoming trials and have no understanding of the concept of on-farm trials. On the other hand they can not give orders to the farmers on whose land the trial should take place. They must convince them first. They do not receive enough follow up by the research workers and the policy makers during the installation of the trial. At the end, the credit for the results stays with the researchers and/or the policy makers. To solve these problems one has to involve the extension workers right from the beginning in planning, implementation, monitoring and evaluation of the on-farm research activities (RNR-RC Jakar, 2001).

The researchers are interested to take the new technologies in the field for testing the proven results of on-station trials but they usually do not have direct contact with the farmers. They need to depend on the goodwill of the extension agents and the local policy makers. In order to get the agreement of the farmers and the collaboration of the extension agents, they are inclined to give whatever incentive or promise to them. Sometimes researchers do not follow up the trial and pretend to be handicapped to visit the field by transport problems. To make on-farm research a success researchers have to devote sufficient time in the fields and have to try to understand the farmers, their circumstances and interests (RNR-RC Jakar, 2001).

The (local) policy makers have their own strategies and development goals. Increase of production and productivity as well as import substitution are drives to promote new crops and technologies. Often the planned outcome of the programs is more important than the participatory process with the farmers. Policy makers are often absorbed by non-research
activities and can not dedicate enough time to the on-farm trials. At least one has to involve them at the beginning of the on-farm research process. If well-implemented, on-farm trials can meet the interest of all stakeholders. For that matter one has to define clearly the roles and responsibilities of each stakeholder (RNR-RC Jakar, 2001).

2.4 STATUS OF ON-FARM RICE RESEARCH IN SURINAME

On-farm rice research has been conducted officially in the Nickerie district of Suriname since the 1950s. However, in recent years there is a trend of concentrating almost all rice research activities on the ADRON research fields. For example during the recent 2008 spring crop season the ADRON researchers conducted very few on-farm research activities. In fact these on-farm activities consisted only out of testing the yields of new breeding lines on farmers’ fields. Clearly more on-farm research activities are required in Suriname to test the main selected research themes under farmers’ conditions. These on-farm activities should involve small-scale, medium-scale and large-scale rice producers. On-farm research is normally more expensive than on-station research due to the higher transport costs involved. It also requires more time from the researchers because they have to travel regularly to sometimes distant fields. Suriname has the advantage that the production of rice is concentrated in Nickerie district and that the rice research station ADRON is located in the middle of it. On-farm research in Suriname can therefore be undertaken for all priority research topics, which have been identified in the research steering committee meetings with proper farmer involvement. Ideally, forthcoming on-farm research themes should be identified during Farmer Field School (FFS) sessions and previous on-farm activities with adequate farmer involvement.

The lack of on-farm research activities in the current and previous rice growing seasons has as consequence that rice cultivation recommendations to the farmers have to come mainly from on-station research activities. However, due to the specific research field conditions at ADRON (high P-level, low red rice infestation) on-station trials can often not form the basis for recommendations to all categories of rice producers. New rice cultivation technologies or management practices have to be tested on-farm under varying conditions. In that way researchers and extensionists can observe how certain rice cultivation recommendations are performing under these different circumstances. Often it will turn out to be necessary to make specific recommendations for specific categories of rice producers.

A survey covering 75 rice producers in Nickerie district (25 with 1-3 ha, 25 with 6-10 ha and 25 with more than 20 ha of rice) was conducted by the SPMU-TA team during spring 2008. This survey revealed that about two thirds of the producers were aware of the ADRON minimum tillage recommendation. However, only about 4% of the producers with 1-3 ha were actually practising it\(^1\). In the group of producers with more than 20 ha of rice 20% indicated that they followed the minimum tillage recommendation. The survey revealed further that the rice producers had quite different notions about the current ADRON fertilization recommendation. Their fertilization practices were equally divergent.

These survey results show clearly that ADRON has to improve its rice research through increasing the number of farmer participatory on-farm trials involving small-scale, medium-scale and large-scale rice producers. In that way ADRON will be able to target better its recommendations for the specific groups of rice producers.

\(^1\) These are preliminary results; final results will be published soon by the SPMU-TA team.
3 PLANNING AND IMPLEMENTING ON-FARM RESEARCH

3.1 OBJECTIVES OF ON-FARM RESEARCH

All experiments have certain things in common, so designing an on-farm experiment usually includes the following steps:

1. Establish your goal and objectives
2. Determine what treatments you will use and what your check plot or control will be
3. Select a site
4. Determine how best to lay out your plots on the selected site
5. Determine what data you will collect and how you will collect it
6. Determine how the data will be evaluated
7. Determine how the data will be shared with others

You must decide what question you want to have answered. This is the goal of the experiment. Goals are statements of the overall theme of your experiment. Objectives are statements of the problem you wish to evaluate in your project. Objectives are measurable and relate to your overall goals. The goal of the experiment will dictate what to include in the experiment to help you answer your question. The individual things that you wish to test in your experiment are called “treatments” and the physical areas to which the treatments are applied are called “plots”. Then you need to decide how the treatments should be physically arranged in the field. Technically, this is what is called the “experimental design”. Experiments answer your original question by allowing you to make unbiased comparisons among the treatments you selected. You will need some way to evaluate how well each treatment worked to make comparisons among treatments. The information you collect to help you make those comparisons (such as yield, insect counts, or disease severity) is called “data”.

Finally, you need an objective way to evaluate the data. This is usually done through statistical analysis (Davis et al., 1999).

Trials should be designed to resolve specific research questions, and researchers need to be impartial to the perception that donors expect to see the words “on-farm” and “participatory” before they will consider supplying funds. Usually a careful assessment of the gaps in the current knowledge will show that a series of initiatives is needed. These may include a small survey, plus a number of trials, some on-station and others that are on-farm, possibly some researcher- and some farmer-managed (SSC, 1998).

As with any scientific investigation, it is crucial to specify the objectives of the study clearly. Time must be allowed for this planning phase and the objectives need to be re-assessed during the planning of the trial, to see whether they need to be revised. This is particularly challenging in on-farm trials, where researcher and farmer are now working together, often with extension staff and NGOs. It is important that the objectives are clearly identified from all perspectives (SSC, 1998).

The topics for possible on-farm research should be put forward by the farmers. Information from diagnostic activities will help in transforming the topics mentioned by the farmers into researchable objectives for on-farm research. This forms part of the planning process of on-farm research. Steps in this planning process are (Tripp and Woolley, 1989):
1. Identify problems  
2. Rank problems  
3. Identify causes  
4. Analyze interrelations among problems and causes  
5. Identify solutions  
6. Evaluate solutions

In step 6, the list of possible solutions will be narrowed by evaluating each solution according to a number of criteria. These criteria involve (Tripp and Woolley, 1989):
- probability that the technology will function
- profitability
- compatibility with the farming system
- contribution to reducing risk
- need for institutional support (extension, provision inputs, credit)
- ease of testing by farmers and
- ease of carrying out the on-farm research activity

Remember, the question is where it all starts. Narrow your idea or inquiry down to its simplest form — a researchable comparison. For example: ridge-till versus current tillage system, 100% nitrogen rate versus 75% nitrogen rate, or soil-health additive versus no soil-health additive objectives. No matter what your question is, keep it simple, especially at first. The simpler a research project is, the easier it is to conduct (Anderson, 1993).

3.2 Basic Statistical Principles

The importance of having a statistical analysis of the on-farm research activity decreases from researcher-led type of trials to farmer-led type of trials. However, even on-farm activities which were originally meant as demonstrations can be statistically analyzed in certain cases. This manual will show what types of designs are appropriate in such cases.

Much of the mathematics of statistics is based on what’s called the normal distribution. A frequency distribution that is shaped like a bell (see Figure 2) is called a normal distribution. In many situations, this normal curve describes the frequency of events or characteristics that occur in populations.

A thing to notice about the bell curve is the variation. Variation is due to many factors (genetic, environmental, managerial, and so forth) acting upon individuals or individual plots within a particular population. Some of these factors are obvious and can be accounted for; others cannot. In statistical terms, the measure of this naturally occurring difference is called the variance.

The variance is described by how wide the bell-shaped curve spreads and is a measure of how far from the average the population can go. The variance is a small number when the population is grouped tightly about the average and a large number when the population spreads widely (see Figure 2). When you compare two or more treatments, simple averages are not enough; you’ll need to know if the differences are due to the treatments or to natural variation. That’s why knowing the variance is so important. If the differences are due to the treatments, they are considered “real” or significant differences. If the differences are due to natural variation, they are not truly differences and are considered “not real” or not significant.
Variety may be the spice of life but research demands rigid standardization. In doing an experiment, you want to control all external sources of variation as best you can. This helps to ensure that observed differences are more likely to have been caused by treatments you applied. It is impossible to have complete control of a research activity, especially one being done outdoors on a working farm, but it is possible to minimize variation in two ways: to establish research plots on relatively uniform ground, and to treat all plots exactly the same except for the treatments you are testing (Sooby, 2001).

Replication, randomization, and use of a control are essential in designing an experiment because they help to separate out treatment effects from natural levels of background variation. Without these three factors, any data you gather will be just about worthless. In research, error refers to anything besides your treatment effects that is measured. Setting up the experiment in a structured way helps to reduce the amount of error in your experiment; replication, randomization, and use of a control allow you to use statistics to actually separate out error from treatment effects in your measurements (Sooby, 2001).

### 3.2.1 Replication

In an experiment, replication or repetition means that individual treatments have been applied to more than one plot. Replication is necessary because all test plots are not identical, and that leads to variation in the data you collect; you will not get exactly the same results from two plots that received the same treatment. You can take steps to minimize the effect of variation if it has an identifiable cause, but there will always be some variation among plots that cannot be controlled. The purpose of replication is to allow you to make a more accurate estimate of how each treatment performed even though there is uncontrolled variation in the experiment. Replication of treatments increases your ability to detect differences in treatment means. Having more replications allows you to identify (statistically) smaller differences in treatment means than you could identify with fewer replications (Davis et al., 1999).

One of the simplest means of increasing precision is increasing the number of replications. Beyond a certain number of replications, however, the improvement in precision is too small to be worth the additional cost. When such a point is reached and the required precision is
still not attained, other means besides increasing the number of replications must be used. Four replications are commonly used in rice field experiments at IRRI. The number of replications you need may differ greatly from this figure (Gomez, 1972).

For field tests in plant pathology, nematology, weed science, soil fertility studies, and entomology, a minimum of four replications is suggested, but five or six replications are much better. If treatment means are close together or variation is relatively large among the plots that received the same treatment, then you may need more replications to detect differences among treatments (Davis et al., 1999).

Three replications are less precise in determining treatment differences than four replications, but may be adequate for some management practice comparisons. The danger of starting with three replications is that if you lose data from one plot, you no longer have an effective trial (Veseth et al., 1999).

There are different ways to replicate an experiment. One way is to have multiple plots at one location. Another way is to replicate the experiment on many farms. Another way is to replicate across time, performing the experiment in multiple years. Each type of replication adds to the confidence you can have in the results (Sooby, 2001).

It is usually preferable to have more farms and fewer repeats of the same treatment per farm, rather than fewer farms and more replication within a farm. Consequently, in on-farm experiments, it is frequently the case that there are many farmers but each farmer has only one replicate of each treatment. The problem with having no within-farm replication, is that the farmer-treatment interaction is then normally used as the random (or residual) variation. However, the treatment effects may really be different for the different farmers and understanding this interaction, e.g. which treatments are most effective for which types of farmers, may be an objective of the research. In such cases one would like to distinguish between the interaction and the residual, and having some within-farm replication is the obvious way to do this. If within-farm replication proves impossible, then it is still possible to carry out some investigation of the farmer-treatment interaction, provided there is information on the characteristics of the farms (SSC, 1998).

This will be shown through an example further on in this manual.

3.2.2 Randomization

Randomization is one of the basic principles of experimental design. It makes valid the estimate of experimental error which is essential for comparing treatments. It is a procedure for allocating treatments so that each experimental plot has the same chance of receiving any treatment. The process of randomization can be done with a table of random numbers or by drawing lots (Gomez, 1972).

Randomization in an experiment means that the treatments are assigned to plots with no discernable pattern to the assignments. The reason randomization is important is that the positioning of treatments within the block (other word for replicate) may affect their performance. One example of this is an experiment testing five corn hybrids (labeled 1 through 5) in which you plant the hybrids in the same order in each block: 1, 2, 3, 4, then 5 (see Figure 3). If hybrid 2 is naturally much taller than the others, it can slightly shade the hybrids planted next to it (hybrids 1 and 3) and unfairly make them look a little bit worse than they would look if they were not planted next to hybrid 2 (Davis et al., 1999).

Apart from the competition for light there is namely also the competition for nutrients (Colley and Myers, 2007).
Another example is a field in which soil fertility gets progressively lower as you cross the field from east to west so that productivity is reduced as you go from one side of the field to the other. If two corn hybrids are planted side by side but within a block, hybrid 1 is always planted on the west side of hybrid 2, then hybrid 1 is always planted in slightly less fertile soil and therefore has an unfair disadvantage (Davis et al., 1999).

![Test plots on the left are not randomized. Plots on the right are randomized. The numbers (1-5) represent the five treatments in this test.](image)

**Figure 3 Example of randomization and non-randomization (Davis et al., 1999)**

In both of the preceding examples, randomization could have prevented the unintentional bias because the arrangement of the treatments would have been different within each block.

Because you cannot anticipate all the influences that may introduce bias into a test, **all experiments should be randomized.** There are many ways to randomize treatments within a block, but the simplest is literally to pull the numbers out of a hat. Assign each treatment a number, write the numbers on individual pieces of paper, mix the slips of paper up, and then select the slips one at a time without looking at them first. The order in which the numbers are drawn is the order in which they will be arranged in a block. Repeat these steps for each block in the experiment (Davis et al., 1999).

If you wish to use the experiment as a demonstration plot (such as for a field day), it is common that one block not be truly randomized. This is done so that particular treatments can be seen side-by-side to facilitate comparisons and highlight differences for casual observers. Though it is better to randomize all blocks and not intentionally arrange treatments, arranging the treatments in one block is unlikely to affect the test’s results as long as the other blocks are truly randomized. (Davis et al., 1999).

### 3.3 Choice of Treatments

The objective, or purpose, of the study will determine the treatments included in an experiment. Writing down the test objectives is helpful because this forces you to define them
precisely. A test may have more than one objective, although multiple objectives should be closely related. The selection of treatments is usually logical if you can define the purpose of the study; all treatments necessary to address the test’s objective should be included. For example, if the purpose were to determine which of five fungicides works the best, then the treatments would include all five of those fungicides. If the purpose were to determine if any of the five fungicides works better than the current farmers’ choice, then the treatments would include the five fungicides plus the fungicide the farmer is currently using. Accurately stating the purpose of the test before the treatments are applied in the field is critical. After the treatments have begun, it will be too late to add other treatments to answer the question you really wanted to address.

The selection of treatments and the experimental design get more complicated as the question you are trying to answer gets more complex. It is common to want to test in the same experiment two (or more) things that influence crop production. For example, you may want to test chicken litter as a fertilizer and test five corn hybrids to maximize yield. To do that, the treatment list must include each hybrid without chicken litter and each hybrid with chicken litter; a total of 10 treatments (Davis et al., 1999).

There are no general rules prescribing the number of treatments needed. The minimum may be one, when a single new variety is distributed in an adoption study. However, normally there are at least two treatments being compared. Researcher-led on-farm trials usually have more treatments than farmer-led on-farm trials. When selecting treatments for a farmer-led on-farm trial one can advise farmers to keep them simple and few, no more than 3, including the check plot. As treatments increase in number, so do the number of plots, and the complexity of the on-farm research programme.

**Treatments should vary enough to detect differences visually and/or by measuring yield.** For example, observing a visual or yield response between 45 and 55 kg of nitrogen per ha may not be possible. The difference between 0 and 45 kg of nitrogen per ha, however, may be more obvious. Some comparisons of treatments may result in little or no difference. When this occurs, it is difficult to conclude which treatment is superior. A difference of 50 or 100 kg of rice per ha between treatments does not represent a true yield advantage (Havlin et al., 1990).

**Always include an appropriate check or control plot.** Having control plots where the treatment is not applied gives you a basis for comparison. If you are researching a new practice or variety, the control would be a plot that receives the normal practice or variety. For example, in variety trials the control is usually the traditional, established variety whose performance is known. If you are researching the effects of a particular input, the control would be a plot that isn’t treated with that input. In designing an experiment, it is essential to include a control so that the effects of your treatment can be measured against something not receiving that treatment (Sooby, 2001).

The control treatments must be justified as treatments in their own right. In on-farm trials the control is often the farmer’s normal practice. Since this is likely to be different for each farmer, it cannot be regarded in the usual sense of “control”, i.e. as a baseline treatment for the experiment as a whole, against which other treatments are compared. The farmer’s normal practice will be useful as a baseline for each farmer, but the researcher may also wish to have a common baseline in addition (SSC, 1998).
There are some things you should consider before you apply your treatments. Your experiment is designed to compare the effects that different treatments have on a particular measure such as yield. Therefore, you want to be sure that the differences measured are due to the treatments, not some other factor. Apart from the intentional variation created by the treatments, the plots should be as identical as possible. Uniform plots will minimize natural variation and isolate any measured differences so they can be attributed directly to the treatments. Some practices that will keep your plots uniform are to drive over all the plots the same number of times; till all the plots in the same way; and control weeds in the same way in all plots. What you do is important; so is how you do it. As much as possible, standardize the techniques by which the field work is done: For example, if different rates of a treatment are being tested, set the equipment to apply the first rate and do all the reps of that rate, then change the setting and do all the reps of the second rate, and so on (Anderson, 1993).

### 3.4 Site selection

The development of recommendations for farmers must be as efficient as possible. The conditions under which farmers live and work are diverse in almost every respect imaginable. Farmers have different amounts and kinds of land, different levels of wealth, different attitudes toward risk, different access to labor, different marketing opportunities, and so on. Many of these differences can influence farmers’ responses to recommendations. But it is impossible to make a separate recommendation for each farmer.

As a practical matter, researchers must compromise by identifying groups of farmers who have similar circumstances and for whom it is likely that the same recommendation will be suitable. Such a group of farmers is called a **recommendation domain**. Recommendation domains may be defined by agro-climatic and/or by socioeconomic circumstances. Recommendation domains are identified, defined, and redefined throughout the process of on-farm research. They may be tentatively described during the first diagnosis. Experimentation adds precision to the definition of domains. The final definition may not be developed until the recommendation is ready to be passed to farmers (CIMMYT, 1988).

Apart from the recommendation domain, for which results are intended, the selection of farms must be closely related to the objectives of the research. The large variation that generally exists between farms means they must be selected with care to ensure that conclusions will apply to the appropriate group of farmers. An initial survey is valuable in identifying how farms may be grouped, for example according to their socio-economic characteristics and environmental conditions. Decisions have to be made whether research results will be relevant to all groupings or only to a subset of such farming groups. A representative (usually a random) sample of farms is then selected from the relevant group(s) of farms. Enough farms have to be used to have a reasonable estimate of between-farm variability. Stratified sampling may be recommended, to ensure that a wide range of farms is included in the sample. The sample of farmers must be large enough for a valid analysis when split into different groups, for example by soil type, tenants and owners, access to credit or not. Where resources seriously limit the number of farms in the study, the objectives of the study may have to be re-examined. For example, for a new topic, the first year may become a pilot study, from which ideas and objectives are refined for the following year’s research. When selecting farms any restriction of the sampling scheme so that only ‘good’ farmers are included will restrict the recommendation domain in the same way. One justification for using ‘good’ farmers is that they set an example for their neighbours. This argument is at best weakly relevant because we are concerned with research not demonstration (SSC, 1998).
The most common problem with on-farm trials is lack of recognition that field variation can mask or conceal treatment differences. Take special care to plan and organize the field plot layout to assure that all treatments have an equal opportunity to perform. Choose a field site with the greatest possible uniformity. Regardless of the size of the plot, a uniform field location is critical. When choosing a site consider previous crop history (fertilizer rates, herbicides, tillage, etc.), drainage, soil texture, soil depth, topography, pest infestations, and bordering influences such as trees, runoff from neighboring fields, lack of fencing from animals, and other factors. Avoid placing trials in runoff areas, near fence lines or in field corners. These areas are often subject to multiple or irregular applications of fertilizer and herbicides.

Consider site access when selecting a plot location. Is the site easily accessible for mid-season treatment applications and data collection? If early or differential harvest is likely (such as with an alternate crop), can you get at the site with harvest equipment without destroying other crops? Will you hold a tour of your site? If so, is there ready access for visitors and their vehicles (Miller et al.)?

### 3.5 Choice of Statistical Design

Experimental design is a way to arrange treatments in a field so that error and bias are reduced and the data may be accurately analyzed using statistics. Design and analysis fit together to make a meaningful whole. If an experiment has a poor design, you can’t have confidence in what the data are telling you. Standard experimental formats or designs are usually used in on-farm research. The criteria used to select which design fits which experiment depends on the number of treatments under investigation. If you want to compare two levels of a treatment, you can use a design called a **paired-comparison**. An easy statistical analysis, the t-test, can be performed on the data to detect any significant differences. If you want to add more levels of treatments, you can use a **randomized complete block design**. A **split plot design** allows you to see how different treatments interact. These designs can provide you with more information than the paired-comparison but also require more sophisticated statistical analyses and more space in the field (Sooby, 2001).

#### 3.5.1 The paired-comparison

The **paired-comparison** trial can meet many of the needs of on-farm research. If treatment strips of one or two equipment-widths are run completely across the field, no extra stopping, turning or adjustments are required. Because pairs of these narrow strips lie close to one another, field variability between treatment strips is minimized. The pair of treatments is replicated at least six times in the field to overcome chance field differences. The order of the two practices in each pair is chosen at random, avoiding a source of unintentional bias. Each data pair yields one difference. These differences can be analyzed using a simple, single-sample technique to generate the LSD (least significant difference) with which to evaluate a two-treatment trial (Exner and Thompson, 2005).

Since there will be at least two treatments in a paired-comparison trial, position of the treatments should be a consideration. All treatments should have equal opportunities. If the field is uniform, simply arrange treatments to accommodate easy observation of each. If the field slopes in one direction, arrange treatment plots with the slope (Figure 4). If the field has two different soil types or conditions, arrange the plots at right angles to these conditions (Figure 5). Harvesting the whole area is appropriate only if the different soil
conditions exist to the same extent across treatments and replications. If non-uniform areas exist, treatment observations and yield measurements should be random from the most uniform areas of similar soil condition within each plot (Figure 6).

(Havlin et al., 1990)

Figure 4 Example of treatments or replications planted with the field slope

Observations and harvest samples can be taken from both soil conditions provided the two occur across all treatments or replications sufficient to allow observations. (Havlin et al., 1990)

Figure 5 Example of treatments planted perpendicular to direction of two soil conditions

Observations and harvest samples should be taken from similar areas in the most uniform soil condition. Harvest area is shown between the dotted lines in each replication. (Havlin et al., 1990)

Figure 6 Example of treatments planted across three soil conditions
Provide a sketch of the field showing soil variability, tree lines, terraces, topography, plot location within the field, and intended and actual harvest locations (Havlin et al., 1990).

The paired-comparison is an excellent way to assess the effects of separate components on a crop. Growing corn with and without starter fertilizer or mulch (see Figure 7), comparing two varieties, cover cropping compared with fallowing—in a homogeneous field, any pair of treatments can be effectively compared using this design. If there is a large amount of variation in the terrain, some kind of blocked design is required to remove or “block out” the effect of this variation on the measurements (Sooby, 2001).

<table>
<thead>
<tr>
<th>Mulch</th>
<th>No Mulch</th>
<th>No Mulch</th>
<th>Mulch</th>
<th>Mulch</th>
<th>No Mulch</th>
<th>No Mulch</th>
<th>Mulch</th>
<th>Mulch</th>
<th>No Mulch</th>
<th>No Mulch</th>
<th>Mulch</th>
</tr>
</thead>
</table>

**Figure 7** Paired block comparison measuring the effect of mulch compared with no mulch using 6 replications (Sooby, 2001)

In the so-called single replicate on-farm test, four or more farmers establish a single replicate, that is, one complete set of treatments. A combined paired-comparison analysis over all farmers will then be possible when at least four farmers are involved. The single replicate on-farm test is useful for developing recommendations about a variety or production practice for a broad production or climate area. The single replicate on-farm tests are at least as powerful as the university’s variety evaluation trials at detecting treatment differences. These tests are very popular with farmers and are an important technology transfer tool for variety evaluation in eastern Washington, USA (Wuest et al.).

### 3.5.2 The randomized complete block design

The completely randomized design is the simplest experimental design. In this design, treatments are replicated but not blocked, which means that the treatments are assigned to plots in a completely random manner (as in the left side of Figure 8). This design is appropriate if the entire test area is homogeneous (uniform in every way that can influence the results). Unfortunately, it is rare that you can ever be confident of a test site’s uniformity, so a completely randomized design is rarely used in field tests. The completely randomized design is used more commonly in greenhouse tests, though blocking is often useful even in the more controlled environment of a greenhouse (Davis et al., 1999).

The randomized complete block design (RCBD) is the most commonly used design in agricultural field research. In this design, treatments are both replicated and blocked, which means that plots are arranged into blocks and then treatments are assigned to plots within a block in a random manner (as in the right side of Figure 8). This design is most effective if you can identify the patterns of non-uniformity in a field such as changing soil types, drainage patterns, fertility gradients, direction of insect migration into a field, etc. If you cannot identify the potential sources of variation, you should still use this design for field research but make your blocks as square as possible. This usually will keep plots within a block as uniform as possible even if you cannot predict the variation among plots.
The shaded area represents an area of the field that is different from the un-shaded area. Treatments (A, B, and C) are replicated but not blocked in the field on the left. On the right, treatments are replicated and blocked; each block contains one plot of each treatment.

**Figure 8 Completely randomized design with and without blocks (Davis et al., 1999)**

The process of blocking follows a logical sequence. First, you determine that there is something (weeds, drainage, sun/shadow, water, soil type, etc.) that is not uniform throughout the experimental area (field, greenhouse, etc.) that may influence whatever you are measuring (yield, plant height, etc.). Then you can arrange your treatments into blocks so that the area within each block is as uniform as possible. Though the area within a block should be relatively uniform, there may be large differences among the blocks, but that is what makes blocking effective. **Your goal is to maximize the differences among blocks while minimizing the differences within a block** (Davis et al., 1999).

Blocking refers to physically grouping treatments together in an experiment to minimize unexplained variation in the data you collect (referred to as experimental error). This allows the statistical analysis to identify treatment differences that would otherwise be obscured by too much unexplained variation in the experiment. The goal in blocking is to allow you to measure the variation among blocks and then remove that variation from the statistical comparison of treatment means (Davis et al., 1999).

In this design, blocks are synonymous with replications because a complete set of treatments is replicated in each block. The statistical test analysis of variance is used to analyze the data from an RCBD. Analysis of variance can be calculated by hand but because of the large number of arithmetical steps it is usually done using a computer program. Statistics software is widely available (Sooby, 2001).

The shape of the blocks is not important as long as the plots within a block are as uniform as possible. Ideally, the only differences among plots within a block should be due to the treatments. Blocks in field experiments are usually square or rectangular, but they may be any shape. Blocks in the same experiment do not have to be the same shape; the shape of individual blocks will be determined by variation in the field that you are trying to minimize. If you are not sure what shape your blocks should be, square or nearly square blocks are usually a safe choice. Blocks may be arranged through the field in many ways. If the field is wide enough, an easy way to arrange blocks is to place them side-by-side all the way down the field. But blocks do not have to be contiguous and may be scattered through the field in any way that is convenient for you (Davis et al., 1999).
Layout of plots within each farm will primarily be guided by perceived or known variation within the farming area. The farmers' knowledge about the variation in their fields should be used to determine the location of the plots and any blocking scheme, and to avoid using particular patches of the field where necessary (SSC, 1998).

Conduct all management operations and data collection “on a per-block basis” to control any variation that may occur in the management and operation processes as well as in the data collection. In other words, whenever a source of variation exists, attempt to have the major portion of the variation separated by blocks.

For instance, when an operation (for example, application of treatments, measurement of data) can not be completed for the whole experiment in 1 day, at least complete the work for all plots in a block. In this way, the difference, if any, from day to day can be controlled by “blocking.” The same technique can be used to handle variation among operators. Whenever an operation is known to be affected by the operator (for example, application of fertilizer or insecticide, measurement of plant height), each operator should be assigned to different blocks (Gomez, 1972).

A factorial arrangement of treatments is not an experimental design, though you will often hear it referred to as a factorial design or a factorial experiment. A factorial arrangement of treatments means that the experiment is testing two or more factors at the same time, and that the experiment includes all combinations of all factors. The term “factor” is used to describe a group of treatments that have something in common. Fungicides, sources of nitrogen, or rice varieties could be considered factors in an experiment. Factors may be defined broadly or narrowly in different experiments. All herbicides may be grouped as a factor in one experiment, but pre-plant and post-plant herbicides may be treated as separate factors in another experiment. A single-factor experiment tests one factor at a time; a two-factor experiment tests two factors at once.

It is sometimes useful to test two or more factors at once. For example, a two-factor experiment would allow you to compare the yields of five rice varieties at three planting dates. This accomplishes three things at once:

1. It allows you to compare the rice varieties to each other.
2. It allows you to evaluate the effect of planting date.
3. It allows you to determine if varying the planting date changes the relative performance of the varieties (e.g. one variety may only perform well if planted early).

The first two could be done in separate single-factor experiments, but the third can only be achieved by having both factors in a single experiment. This becomes especially important if one factor can have a significant influence on the effect of the other factor. When one factor influences the effect of the other factor, there is said to be a significant interaction between the two factors. It can be very important to know if there is an interaction between factors, because if there is an interaction, you can make predictions or recommendations based on the results of single-factor experiments only when all other factors are at the same levels they were at in the experiment. If you change some factor not included in the experiment, the results from your single-factor experiment may no longer be valid.

With a factorial arrangement of treatments, all values (or levels) of each factor must be paired with all levels of the other factors. If you have two herbicides and five rice varieties, then your treatment list must include each variety with each herbicide for a total of 10 treatments. This would be referred to as a “two by five factorial” to denote how many factors were present in the experiment and how many levels of each factor were used. The number
of treatments increases quickly when you add more levels for a factor, so choose your levels carefully or the experiment can get too large to manage.

A factorial arrangement of treatments can be a very powerful tool, but because the number of treatments can get very large it is best used when some reason exists to believe that the factors may influence each other and have a significant interaction. If there is no suspicion that the factors may influence each other, it is frequently easier and more thorough to test the factors in separate experiments. A factorial arrangement of treatments can be used with a completely randomized experimental design or a randomized complete block design. The top half of Figure 9 shows a factorial arrangement of treatments in a randomized complete block design.

![Factorial Arrangement of Treatments in a Randomized Complete Block Design](image1)

![Factorial Arrangement of Treatments in a Split-Plot Design](image2)

A and B represent two levels of one factor, and the numbers (1-5) represent five levels of a second factor. The combinations (e.g., 4A, 5B, etc.) denote individual treatment combinations. Either experimental design could be used, but the randomized complete block design is preferred unless the split-plot design is required by some limitation on randomization.

**Figure 9** A 2x5 factorial arrangement of treatments in a randomized complete block design and in a split-plot design (Davis et al., 1999)

### 3.5.3 The split-plot design

A split-plot experimental design is a special design that is sometimes used with factorial arrangements of treatments. This design usually is used when an experiment has at least two factors and some constraint prevents you from randomizing the treatments into a randomized complete block design. Such a constraint may be based on equipment limitations, on biological considerations or when certain treatments require a larger plot size than others.
For example, the equipment you have may make it difficult to put out a soil fumigant in randomized complete blocks, but you may be able to put out the fumigant so that all treatments within a block that get the fumigant will be clustered together rather than scattered throughout the block. You can use a split-plot experimental design to work around this limitation as long as you are able to randomize the other factors. There are other situations when this design is appropriate, but a constraint on randomization is the most likely to occur.

In split-plot designs, the terms “whole plots” and “subplots” refer to the plots into which the factors are randomized. As the names imply, whole plots are subdivided into subplots. In Figure 9, a whole plot would be the areas designated with A or B, and the subplots, the subdivisions within the whole plots, are designated 1, 2, 3, 4, or 5. In this example, A and B could represent two varieties (two levels of one factor) and the numbers could represent different fungicides (five levels of a second factor). Each whole plot serves as a block for the subplot treatments. To assign treatments in a split-plot design, start by identifying where each block will be. Then randomize the whole plot treatments within each block. The whole plot treatments will be the treatments that you are unable to randomize into a randomized complete block design. The subplot treatments can then be randomized within each whole plot treatment (Davis et al., 1999).

Statistically speaking, you sacrifice precise information on the main treatment for more precise measurements of the sub-treatments simply because the sub-treatments are replicated more than the main treatments. Though fairly easy to set up in the field, analyzing the data of a split-plot experiment can be somewhat complex. Because of the greater number of treatments, adequately replicating a split-plot experiment can take much more space in the field. Work with someone knowledgeable in statistics to set up a split-plot experiment (Sooby, 2001).

3.6 Plot size

Farmers have an abundance of ideas. Sometimes the ideas (and the new practices and products that may accompany them) can be implemented quickly and easily. At other times, a major investment is necessary. But no matter how simple or complex an idea, a certain amount of risk is involved. To minimize the risk, it’s smart to test these ideas on a small scale first (Anderson, 1993).

Therefore experiments are usually done on portions of the farm, seldom on the entire farm. The mathematical techniques of statistics are used to calculate the odds that what you are measuring on one part of the farm will hold true for the whole farm (Sooby, 2001).

Field experiments are seldom carried to a conclusion if they aren’t designed to be relatively easy to maintain. In the planning stages, decide what size your plots will be and where they will fit best. On-farm research typically uses plots that are field length and one or two tractor passes wide. This makes it easier to apply treatments along the entire strip without having to start or stop in the middle of the field. Flags or fence posts are useful to mark where one treatment ends and the next one begins at planting, when applying treatments, and at harvest. Such markers can easily be knocked over or ripped out with machinery, so be careful and immediately replace any that are moved (Sooby, 2001).

The size of a plot can greatly affect the magnitude of experimental error in a field trial. Too small plots may give unreliable results; unnecessarily large plots waste time and resources. In general, experimental error decreases as plot size increases, but the reduction is not...
proportional. Plot size not only affects variability but may also bring about bias in the experimental results. Plots should be wide enough to permit the removal of border rows when necessary. Whatever size and shape of plots you choose, make sure that an area not smaller than 5 m², free from all types of competition and border effects, is available for harvesting and determining plot yield. The cultural practices related to the experiment can dictate the size and shape of plots for ease of operations. Fertilizer trials require larger plots than variety yield tests. Irrigation studies may require even larger plots. In insecticide or herbicide trials where the chemicals are to be sprayed, the width of the plot may be governed by the range of coverage of the sprayer used. When soil heterogeneity is patchy a large plot should be used. In experiments where border effects might be appreciable, square plots are desirable because they have minimum perimeter for a given plot size. In varietal yield tests where varietal competition is expected, plots with at least six rows should be used to allow exclusion of one row on each side of the plot, thus leaving four center rows for harvest (Gomez, 1972).

To get an accurate measurement of the effect of pest and weed management treatments, the plot must be large enough to account for uneven initial distribution of the pest (pathogen, insect, etc.) and weed. Some areas may start with the pest/weed present, but the pest/weed may occur in other areas only after it has spread from its initial location. This is very important for pests that spread very slowly (such as most soil-borne organisms). Some diseases and pests are highly mobile and spread very rapidly (such as many insects). In an insect management trial, measuring the effect of a treatment can be very difficult if your plots are too small because the insects that you see in the plot may have simply spread from the plot next to it. To minimize this problem, you can increase your plot size and then collect data from the middle section of the plot. For example, you might have an eight-row plot but only collect data from the middle four rows. The rows from which you do not collect data are often referred to as “buffer rows” because they buffer the effect of the neighboring plots. If you do not use buffer rows when they are needed, you may fail to detect differences among treatments and incorrectly conclude that many treatments were ineffective. Buffer rows are frequently used when there is uncertainty whether treatments can influence nearby rows. A similar concept involves the use of border rows along the edges of your test area. A significant “border effect” commonly exists at the edge of a field where the plants may grow differently than plants not at the edge. Although you may be able to minimize this problem with blocking, it is often better to eliminate the problem by not using the rows at the edge of a field in your experiment (Davis et al., 1999).

It is often assumed that the plot size should be larger for on-farm than for on-station trials. This is the result of past on-farm trials usually having been at the validation stage of the research. There is no general justification, on statistical grounds, for preferring large plots in on-farm trials. The most efficient use of a given area, or of a given number of trees, is normally achieved with more small plots, so more replications, rather than fewer larger plots, unless you are dealing with some agro-forestry systems, or areas with nutrient or water movement. Normally, there is a balance between the preference of farmer and researcher for larger plots on the basis of realism, or ease of treatment application, and the statistical benefit of improved precision from more, smaller plots. The cases for realism when seeking farmer opinion regarding treatments, or when comparing treatments with regard to labour requirements are examples of compelling reasons for using large plots. However, the case for large plots should be made in relation to the objectives of

---

2 Such small plot sizes can occur in researcher-managed on-farm trials. Treatment plots in farmer-managed on-farm trials are, however, often between 400 and 2000 m² (Miller et al.).
the experiment; merely stating that on-farm experiments require large plots is not enough (SSC, 1998).

3.7 Collection of Data

You can collect an almost infinite amount of data in any experiment, but not all of it will be useful. Proper planning will ensure that you collect the right data to address your test’s objective. The “right” data to collect can usually be determined by examining the stated purposes of the experiment. It is useful to ask yourself, “How can this data be used?” If you have trouble answering that question, then collecting that data may be a waste of time. It is much more common for people to collect too little data than to collect too much data.

Deciding what data to collect is only part of the process. You also have to decide when to collect that data and if you need to collect the same type of data on more than one occasion.

So, how much data is enough? The answer is “enough data to fully address the test’s objective.” If you understand the biology of the organisms involved and how your data addresses the test objective, then you should be able to tell if you are collecting enough data.

You should take photographs of any differences among treatments that are easily visible. To most farmers, a picture is more convincing than a graph or data table (Davis et al., 1999).

In on-farm trials, there is often still too much on-station type of measurements, because the implicit assumption is that the methods of analysis will be the same as on-station. Whilst these data may still be of interest, we suggest that more attention be given to the collection of measurement of concomitant variables (waterlogging, rainfall, soil type, dates of sowing and weeding) and farmers’ opinions. The main reason for devoting time to the concomitant information is that we still need to try to understand the causes of as much of the variability as possible. In on-station trials the plots may be smaller and are likely to be more homogeneous. In on-farm trials there may be more variation within a farm than on-station and in addition there is variation between farms. In on-station trials there is a consistent management structure, whereas here there can be large differences in management practice between the farms. As a general guide, what is not controlled should be measured, both at the plot level and at the farm level, if it is of direct interest or if it might explain some of the variation in the data. The direct and concomitant measurements to be taken are normally decided at the planning stage. Often too much data is collected that is never analyzed. Our encouragement to measure potential concomitant variables is not intended as support for the measurement of all possible data, just in case they may be useful (SSC, 1998).

The most important data for an experiment is usually the yield, but that doesn’t mean you shouldn’t inspect the plots during the course of the season. Look the plots over from time to time and note things that you may want to remember later. For example, weed or insect infestation may be especially heavy in one or more of the plots. Such information can help you explain your final results.

Although data collection sounds complicated, it’s really just observation, something that every farmer does naturally every day. Recording your observations is vital to research. If you always carry a pencil and small notebook, you can easily jot down observations and ideas and record the date as you write. Be sure to note from which plots the observations were taken. Additional useful observations are weather, weed types and pressure, insect and other
pest damage, soil condition, dates of operations, things that went wrong, diseases, chemicals applied, if more than one person worked on the plots, and who worked on which plots. If more than one person collects the data, everyone involved should use the same technique. Uniformity of technique reduces the human factor as a source of variation. For pre-planned measurements such as plant heights and harvest, it may be easier to use a worksheet (Anderson, 1993).

It is useful to draw out a plot map or plan to help visualize the project and to keep track of which treatment has been applied where. Make sure that any changes you make in the field are reflected on your map. Make at least one copy of the plot map and keep it somewhere safe so that you don’t lose all your work if you lose your working copy of the map. Compile a field history for the past 5 years that documents crops grown, tillage operations, inputs applied, and yields in the experimental fields. Past management can strongly influence present performance and provide valuable clues to why things turned out the way they did (Sooby, 2001).

Annex 1 gives an example of general (not rice-specific), baseline data needed to document and interpret a valid, unbiased test. This information is easily entered on record sheets (Miller et al.).

It is critically important to collect unbiased data. The only way to ensure this is to collect data without knowing what the treatment was in that plot. That would be difficult to do if the treatment were written on a stake in front of each plot. It is beneficial to use some type of code on the plot stakes so that you have to decode the stake number to determine what the treatment was. You can make up any code you like just so long as the person collecting the data cannot tell from the plot stake what the treatment was. For example, you can number the plots sequentially (1, 2, 3, etc.) and have a sheet of paper listing what treatment was applied to plot 1, plot 2, etc. When you collect the data, you write down your observation for plot 1 and later look at your list to see what treatment was in that plot. If you know what treatment was in a plot, or which plots were the untreated controls, your evaluations (disease severity ratings, insect damage ratings, etc.) may inadvertently be influenced. Your subconscious may slightly increase the ratings for untreated plots and decrease it for the plots with treatments that you think should work well. You will probably not even be aware that it is happening, but these subtle influences can change the data enough to affect your ultimate conclusions from the test. If you do not collect unbiased data, you cannot be certain that your conclusions are correct (Davis et al., 1999).

A participatory on-farm trial is not really participatory, unless a record is kept of the important contributions made and opinions stated by the farmers. These may be the actual farmers who use the land, or others who view the fields (SSC, 1998). An important factor in the evaluation of a new technology for farmers is the productivity of the labour involved. Therefore you have to be precise in the collection of data on labour use. Rudebjer (2001) advises for that matter to use a purposive sample (not random); not to use enumerators; to use a sample size of approximately 20; to interview in the field, just after the activity has taken place; to break down your questions; to use local measures (e.g., for area); to triangulate (use different ways to get the same info); and to report variability.

In research making measurements would take a prohibitively long time to, for example, separately weigh all the millet heads in a plot, so you sample a certain number of them to

---

3 Specially for irrigated rice the water levels in the different treatment plots have to be monitored regularly.
represent the entire population of millet heads. Sample size should be determined using statistical methods if your experiment is for publication in a scientific journal. Otherwise, you can be guided by plot size and time constraints. You need to collect samples from each region in the plot in order to have representation from the entire area, but you don’t want to spend days at the scale, either. You trade a degree of accuracy for pragmatic concerns, a trade-off that is made constantly in research (Sooby, 2001).

The greatest difficulty in sampling in broadcast rice plots lies in the identification of sampling units. In transplanted rice, the sampling unit used is based on hills which is not applicable to broadcast rice. In broadcast rice, the sampling unit must be identified in terms of area. But demarcating sampling areas for measuring various rice characters is an additional problem. The non-uniform plant density in broadcast rice plots also causes higher variability than in transplanted rice. Thus, for most characters the sample size in broadcast rice should be larger than in transplanted rice (Gomez, 1972).

Yield estimates are needed to make production and economic comparisons between treatments. To be valid, yield measurements must be taken from comparable areas in each treatment plot. For that matter you must measure the size of the harvest area.

To measure the grain yield you will have to harvest as large an area as possible after discarding any border areas on all four sides of a plot. Thresh, clean, dry, and weigh all grains harvested from each plot separately. Immediately after the grain from a plot is weighed, determine its moisture content. Adjust grain weight to 14% moisture using the formula:

\[
\text{Adjusted grain weight} = A \times W
\]

where \( A \) is the adjustment coefficient and \( W \) the weight of the harvested grains. The coefficient \( A \) can be computed:

\[
A = \frac{100 - M}{86}
\]

where \( M \) is the moisture content (percent) of the grains.

When a plot is damaged, do not take samples from plants damaged by pests and diseases for measuring any agronomic character (unless your objective is to evaluate damage). When incidence in each plot does not involve a large number of plants, say, when not more than 20 percent of the plants in any plot is damaged, exclude damaged plants from the harvest of each plot. Later, convert the grain weight of each plot based on the number of plants in the normal plots. When only a few plots are heavily damaged, do not collect samples from these plots. They should be treated as "missing data" when the data are analyzed. When damage is moderate to heavy, quite non-uniform from plot to plot, and measurable, harvest all plants in each plot in the usual manner. Collect data on pest and disease incidence for every plot. Use covariance analysis with the data on the incidences as covariates (Gomez, 1972).
Data collected in the trial must first be converted to commonly used units prior to analysis and summary (Miller et al.). Much can be learned from simply looking over the data without using statistical methods. Statistics are an additional tool to assess the data which can be used to assess the effects of natural variability between plots and the likelihood that the differences measured are due to the treatments (Colley and Myers, 2007). Statistical analysis may not be necessary if treatment differences are very large and consistent; treatment means may then be sufficient (Davis et al., 1999).

However, often it can be difficult to tell just by looking at the data whether any differences are due to random variation or to treatment effects. Statistical analysis re-orders the data that were randomized in the field and performs mathematical computations to determine the probabilities that the differences were caused by normal variation or by the treatments. The results of the data analysis give you the basis for making conclusions on the effects of the treatments.

Analyses can be performed using different confidence levels. Professional researchers typically choose a 95% confidence level, which means that there is a 95% chance that the measured differences are due to the treatments rather than to random variation or error. There is a 5% chance that the analysis will lead you to conclude there were differences where there were none or vice versa. In scientific literature, this chance of wrongly interpreting the data is indicated as $p < 0.05$ (probability is less than 5% that the analysis is picking up on nonexistent differences or not measuring real differences). In reality, you will never be 100% sure that you have proved or disproved your hypothesis. Statistics are based on tendencies and likelihoods, never on certainties (Sooby, 2001).

The probability level can feasibly range from 0.001 to 0.2 (0.1-20%), depending on the economic or environmental implication of choices between management options being tested, interactions with other management practices, the grower’s experience and other factors (Veseth et al., 1999).

A common statistical tool for on-farm tests is **LSD**, which is calculated through standard analysis of variance (ANOVA) statistical analysis software or can be calculated by hand. The LSD is a calculation based on the variability of treatment results within the trial and is used to help separate the effects of natural field variability from the treatment effects. If the difference between treatment means in a trial is equal to or larger than the LSD, the difference is statistically significant and believed to be due to the treatment effect and not natural field variability. On the other hand, if the difference between treatment means is smaller than the LSD, the differences are more likely due to natural field variability. **The LSD is only used if the ANOVA analysis determines that treatment differences are significant** (Veseth et al., 1999).

Proper statistical analysis can be done if your experiment was designed according to the principles outlined in this manual, but proper analysis can be complicated greatly if these principles were not followed. Specialized statistical software is available, but most spreadsheet software can calculate simple statistics. Excel is a helpful program for inputting and analyzing data collected (Davis et al., 1999).
Data analysis largely depends on how the project was designed and conducted (Miller et al.).
The following presents the types of data analysis of the main designs used in this manual.

4.1 **The t-test**

As stated before you can use an easy statistical analysis, the t-test, on the data from a paired-comparison to detect any significant differences. The paired-comparison trial compares two levels of a treatment. Each pair of treatments is replicated at random at least six times in one field to overcome chance field differences. Each data pair yields one difference. These differences can be analyzed to generate the LSD with which to evaluate a two-treatment trial (Exner and Thompson, 2005).

Anderson (1993) supplies an analysis example in six steps of a paired-comparison trial with six replications in which the two treatments are pre-plant and split-applied nitrogen application at the same rate.

**Step 1. Analysis**

Transfer the data from your data collection sheet to the table beneath.

<table>
<thead>
<tr>
<th>Blocks (i)</th>
<th>Treatment A (preplant)</th>
<th>Treatment B (split)</th>
<th>Difference (C)</th>
<th>Deviation (D)</th>
<th>Deviation squared ($D^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>141</td>
<td>150</td>
<td>-9</td>
<td>-2.2</td>
<td>4.84</td>
</tr>
<tr>
<td>II</td>
<td>147</td>
<td>156</td>
<td>-9</td>
<td>-2.2</td>
<td>4.84</td>
</tr>
<tr>
<td>III</td>
<td>149</td>
<td>155</td>
<td>-6</td>
<td>0.8</td>
<td>0.64</td>
</tr>
<tr>
<td>IV</td>
<td>151</td>
<td>157</td>
<td>-6</td>
<td>0.8</td>
<td>0.64</td>
</tr>
<tr>
<td>V</td>
<td>149</td>
<td>150</td>
<td>-1</td>
<td>5.8</td>
<td>33.64</td>
</tr>
<tr>
<td>VI</td>
<td>142</td>
<td>-1</td>
<td>-10</td>
<td>-3.2</td>
<td>10.24</td>
</tr>
</tbody>
</table>

**Totals**

879 920 -41 $D_{tot}^2 = 54.84$

**Averages**

$\bar{A} = 146.5$, $\bar{B} = 153.3$, $C_{avg} = -6.8$

- Value Treatment B-Block VI is 152 instead of the indicated -1 in the table above.

**Step 2.** Calculate the variance.

variance = $\frac{D_{tot}^2}{(r-1)}$

$D_{tot}^2 = 54.84$

$(r-1) = (6-1) = 5$

$54.84/5 = 10.97$

**Step 3.** Calculate the variance of the means.

variance of the means = variance/r

$10.97/6 = 1.83$

**Step 4.** Calculate the standard error.
standard error = square root of the variance of the means
\[ \sqrt{1.83} = 1.35 \]

**Step 5.** Calculate the least significant difference (LSD). Take the answer from step 4 and multiply it by the appropriate t-value.
standard error \times t-value = LSD
\[ 1.35 \times 2.57 = 3.47 \]
(An alpha level of \( \alpha = 0.05 \) and \( n = (r-1) = 5 \); therefore a t-value of 2.57; see Annex 2)

**Step 6.** Look for a significant difference.
Take the answer from step 5, the LSD, and compare it to the box from the table labeled \( C_{avg} \).
LSD = 3.47 \quad C_{avg} = -6.8
\( C_{avg} \) is a negative value, so you ignore the negative sign. The \( C_{avg} \) (6.8) is greater than the LSD (3.47); therefore, the observed difference is significant (at an alpha level of 0.05). The yield increase observed under the split-application treatment can be considered real.

A “Student’s” t table can be found in the back of most statistics textbooks. If the experimental question is: “Is practice ‘A’ different from practice ‘B’ (less or more)?” then you want a “two-tailed” t table that divides the chance for error (\( \alpha \)) between the lower and the upper tails of the bell curve (see Figure 2). If your question is specifically “Is practice ‘A’ greater than practice ‘B,’ then you would use a one-tailed t-table.
Most t tables are two-tailed and don’t even bother to say so (see for example the more elaborate t table presented in Annex 3). Notice how \( t \) diminishes as the number of replications (\( n \)) increases. Other things being equal, a smaller \( t \) means a smaller LSD, and a smaller LSD means the trial is more sensitive to the treatment differences you are looking for (Exner and Thompson, 2005).

A blank analysis worksheet for a paired-comparison trial involving the six steps used by Anderson (1993) is supplied in Annex 4.

### 4.2 Analysis of Variance

Statistical analysis of the randomized complete block design and the split-plot design is computed using an analysis of variance. An ANOVA may be calculated for each trait individually or for the overall score assigned to each plot. The ANOVA provides an estimate of the experimental error or variation among the replications. It also provides a way to test the significance of the differences measured between treatments – or the likelihood that the differences measured are truly due to difference between treatments rather than differences in the environmental conditions (Colley and Myers, 2007).

A free, easy-to-use statistics computer program called AGSTATS02 (for IBM compatible computers) is available on the internet (see references for the internet hyperlinks) for analyzing the results of simple on-farm trials (Veseth et al., 1999). After logging in with a password, one can use this program for analyzing randomized complete block designs with various numbers of treatments and replications/blocks at four different levels of significance. After inserting the research plot yield (or other trait) data, the program supplies the details of an ANOVA as in the example involving 6 treatments and 3 replications at the 5% level of significance presented in Table 2.
The source in Table 2 refers to the source of variation and the observed F-value is calculated by dividing the mean square of treatments or blocks/replications by the error mean square. The P-value gives the percentage chance that such an observed F-value would occur due to normal random variation (error). If the P-value for the observed F-value is lower than your chosen level of significance (5% in our case) then you can state that the concerned source of variation (treatments, blocks/replications etc.) has led to statistically significant differences in yield or other trait. In our example this is the case for treatments but not for blocks. The required F-value matches exactly the P-value corresponding with your chosen level of significance. The presented correction factor is used in the calculation of the sum squares. The presented standard deviation (or in other words standard error) of the treatment means is an indication of the degree of precision in the on-farm trial. The value of the coefficient of variation is an indication of the magnitude of experimental error likely to be obtained in the experiment. For on-station rice experiments at the IRRI experimental farm, the average coefficient of variation based on grain yield is about 8 percent for varietal yield tests and 10 percent for other agronomic trials (Gomez, 1972). In on-farm trials the level of the coefficient of variation is likely to be higher than 10 percent (as in the example) and sometimes even much higher than that (going to 30 to 40 percent).

<table>
<thead>
<tr>
<th>Source</th>
<th>Degree of Freedom</th>
<th>Sum Square</th>
<th>Mean Square</th>
<th>Observed F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>17</td>
<td>18.30</td>
<td>1.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatments</td>
<td>5</td>
<td>16.16</td>
<td>3.23</td>
<td>15.37</td>
<td>0.02 %</td>
</tr>
<tr>
<td>Blocks</td>
<td>2</td>
<td>0.04</td>
<td>0.02</td>
<td>0.09</td>
<td>91.72 %</td>
</tr>
<tr>
<td>Error</td>
<td>10</td>
<td>2.10</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Required F</td>
<td></td>
<td>3.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correction Factor</td>
<td></td>
<td>239.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td></td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of Variation</td>
<td></td>
<td>12.58 %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSD 5%</td>
<td></td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

That treatment yields are statistically significant different at the 5% level of confidence is not sufficient information for the evaluation of the on-farm experiment. One wants to know which treatments are significantly different from each other. For that matter AGSTATS02 calculates the treatment means and puts a, b, c or d behind them. Treatments with different letters are significantly different from each other. In this example this is the case when the difference between the treatment means is larger than the LSD of 0.83. Note that the LSD is the result of standard deviation\(^4\) x t-value; in this example 0.46 x t\(_{10;0.05}\) = 0.46 x 1.812 = 0.83. The t-value is based on the 10 error degrees of freedom and a 2-tailed test of difference (either greater or less), which gives an α-level of 0.10 (2 x 5% = 10%).

Results from factorial arrangement of treatments and split-plot designs can not be statistically analyzed by AGSTATS02. In these cases one has to use more detailed statistical software.

---

\(^4\) The standard deviation = \sqrt{\text{mean square error}} = \sqrt{0.21} in this example
packages such as the free GENSTAT-Discovery and IRRISTAT/CROPSTAT packages, or any of those numerous available commercial statistical software packages.

### 4.3 Combined Statistical Analysis

On-farm experiments with sufficient within-site replication and detailed measurements of yield response can have separate within-site analyses initially, then a combined analysis. This is usually only the case for researcher-designed and managed trials. Others will use the data within a single analysis. However, there are two main differences between on-station and on-farm trials that have a bearing on the analysis. One is that with on-farm trials we expect a farm by treatment interaction, and one of the objectives of the trial is often to explore this interaction. The other difference is that there is now variation at different levels - there is variation between farms because of characteristics such as different agro-climatic conditions, management practices, as well as variation between plots within farms. As always, any analysis should try to explain as much of the variation as possible (SSC, 1998).

A combined statistical analysis of on-farm trials is often used to evaluate relationships between biophysical responses and environmental, management and social variables. The results of such combined analyses can also help to understand farmer assessments and may be turned into decision trees for farmers or maps of recommendation domains (SSC, 1998). Due to the variation between farms it is, however, not always allowed to perform a combined analysis of variance over all farms. One has to check first if certain farms belong to the same “group of error variance”. Or in other words; to check if certain farms are enough similar to each other. More details on how to perform this check can be found in Mutsaers et al. (1997) and Neeley et al. (1991).

If not all farms can be included in the analysis one has to perform an analysis on subsets of groups of similar farms.

Gomez and Gomez (1984) provide an example of a step-by-step procedure for examining interaction effects between treatments and farms for a combined analysis of variance over four farms with five weed-control treatments and three replications per farm. Table 3 presents the results of the combined analysis of variance for this example.

**Table 3. Example of a Combined Analysis of Variance over four farms with five weed-control treatments and three replications per farm**

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>Degree of Freedom</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>Computed F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farm (F)</td>
<td>3</td>
<td>60.8298</td>
<td>20.2766</td>
<td>25.05**</td>
</tr>
<tr>
<td>Replications within farm</td>
<td>8</td>
<td>6.4760</td>
<td>0.8095</td>
<td></td>
</tr>
<tr>
<td>Treatments (T)</td>
<td>4</td>
<td>73.7773</td>
<td>18.4443</td>
<td>35.07**</td>
</tr>
<tr>
<td>F x T</td>
<td>12</td>
<td>69.8161</td>
<td>5.8180</td>
<td>11.06**</td>
</tr>
<tr>
<td>Pooled Error</td>
<td>32</td>
<td>16.8306</td>
<td>0.5260</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>59</td>
<td>227.7298</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Coefficient of variation = 21.0 %  
** = significant at the 1 % level  
Source: Gomez and Gomez (1984)
Table 3 shows that in this example of a combined analysis of variance there is a highly significant interaction effect between farm and treatment. This means that the performance of the different weed-control treatments varied among the selected farms. Gomez and Gomez (1984) show step by step how one can examine further the nature of this interaction.

As stated earlier in this manual it is frequently the case in on-farm experiments that there are many farmers involved but each farmer has only one replicate of each treatment in his field. A combined analysis over farms can not be carried out to provide information about the interaction between treatment and farm. Quite often within-farm replication appears to be impossible or was simply forgotten while designing the on-farm experiment. Especially in farmer-managed trials the statistical analysis is far less important than the farmer assessment of the on-farm experiment. In such situations, adaptability analysis (Hildebrand and Russell, 1996) is an alternative way to see if treatment effects vary significantly across farms. In this method, all treatment yields in a given field are compared with the environmental index, which is the average yield of all treatments in that field. The environmental index is the product of the entire set of biophysical and socio-economic factors, and is assumed to reflect the overall growing conditions and the quality of management in a particular field (Mutsaers et al., 1997). In fact, adaptability analysis examines whether treatment effects differ significantly between fields with overall good conditions (high environmental index) and fields with overall poor conditions (low environmental index).

![Graph showing regression of N-level trial treatments](image)

_Fitted lines: \( Y = 791 (1000) + 0.660 (0.231) e \) (kg ha\(^{-1}\)), \( r^2 = 0.39 \);
- \( Y = 186 (672) + 0.927 (0.155) e \) (kg ha\(^{-1}\)), \( r^2 = 0.73 \);
- \( Y = 205 (799) + 0.987 (0.185) e \) (kg ha\(^{-1}\)), \( r^2 = 0.69 \);
- \( Y = -323 (983) + 1.150 (0.227) e \) (kg ha\(^{-1}\)), \( r^2 = 0.66 \);
- \( Y = -1186 (638) + 1.427 (0.148) e \) (kg ha\(^{-1}\)), \( r^2 = 0.88 \).

*Figure 10 Regression of N-level trial treatments 0N ( ), 30N ( ● ), 60N ( □ ), 60N+17.5P ( ▼ ), 120N ( ○ ) on environmental index (e) over 15 rice fields (Meertens et al., 2003)*
Figure 10 presents an example of an adaptability analysis for a rice-fertilizer on-farm trial with five non-replicated treatments on 15 farms. Figure 10 shows the regression lines of the five rice-fertilizer treatments on the environmental index (e).

In this example, the environmental index varied according to differences in management (such as land preparation, type of planting, and weeding), soils, varieties, water depth and tillering stage at the time of urea application, rainfall, and position of the field in relation to the slope. From just looking at Figure 10 one gets the impression that especially applications of high nutrient doses (N60P17.5 and N120) perform relatively better in fields with otherwise optimum conditions. However, in the combined analysis of variance on rice grain yields, the differences in regression of the treatments on the environmental index were not significant at the 10% level of probability. This points to no clear interaction between treatments and fields. More details on performing an adaptability analysis are to be found in Mutsaers et al. (1997) and Hildebrand and Russell (1996).

Extension demonstration plots (such as the Field School Trials used in the FFS approach of Suriname) can, if implemented and monitored well, be used for a combined statistical analysis in case there are two treatments involved; the demonstrated treatment next to the control (often farmers’ practice). The simple t-test can be used for that matter; each demonstration farm is then treated as a paired comparison. Adaptability analysis can further indicate if there is an interaction between the demonstrated treatment and type of farm.

Combined analysis of variance and adaptability analysis can be performed by most available commercial statistical software packages and by the free GENSTAT-Discovery and IRRISTAT/CROPSTAT packages.
5 ECONOMIC EVALUATION

If the statistical analysis has shown that the average difference of the treatments is greater than the calculated LSD then we have some confidence that the difference is real. But is it the best choice economically? Is the advantage given to one treatment worth the cost difference between the treatments? An on-farm trial should be analyzed economically to determine where cost differences occurred such as seed, fertilizer, pesticides, tillage, and management time between the treatments. The additional income benefit can then be weighed against the possible increased costs for that treatment. Non-tangible benefits such as improved soil quality and environmental improvement also are to be considered (Sundermeier, 1997).

5.1 PARTIAL BUDGET ANALYSIS

One of the tools in economics used to compare the economic benefits of technologies is partial budget analysis. A budget is a farm management method that is intended to assist researchers, extension agents, and farmers in the decision-making process. It is a tool that aims at quantifying and comparing the effects of a proposed technology on crop production to those of other alternative technologies. Results from partial budget analysis assist agricultural scientists in identifying weaknesses (high cost and/or low income) of the technology being developed. Partial budget analysis shows also the level of profitability and helps to decide whether to adopt a new technology or not (IITA, 2003).

A partial budget shows the effect of change(s) in farm operations. For example, farmers know that fertilizer application will likely increase rice yield, and thus the gross income. The use of fertilizer also results in additional costs. To decide whether to use fertilizer for rice production or not requires a partial budget analysis. The term "partial budget" is a reminder that not all production costs are included in the budget. Only those costs that are affected by the alternative treatments being considered, or in other words the costs that vary are included. Costs that vary or total variable input costs are the costs (per hectare) of purchased inputs, labor, and machinery that vary between experimental treatments. It is very important to take into consideration all of the changes in labor implied by the different treatments in an experiment (CIMMYT, 1988).

To perform a partial budget one has to know some further economic descriptions in addition to the costs that vary. These economic descriptions are the following:

Opportunity cost. Not all costs in a partial budget necessarily represent the exchange of cash. In the case of labor, for instance, farmers may do the work themselves, rather than hire others to do it. The opportunity cost can be defined as the value of any resource in its best alternative use. Thus if farmers could be earning money as laborers, rather than working on their own farms, the opportunity cost of their weeding is the net wage they would have earned had they chosen not to stay on the farm and weed (CIMMYT, 1988).

Farm gate price (of an input). In some cases, farms are far from markets. While getting inputs to farms, additional expenses (such as transportation cost) must be added to the market price of the input. Farm gate price is the price of an input at the farm gate.
Farm gate cost (of an input). The farm gate cost of an input is the product of its farm gate price and the quantity of the input required for a given area. With on-farm research you can obtain realistic input-output data for economic analysis.

Adjusted yield. The adjusted yield is the experimental average yield over a certain number of farms scaled down by a given proportion to approximate the yield that farmers can obtain on their farms. The scaling down is necessary to prevent overestimation of the returns that farmers are likely to obtain from a treatment. Experimental yields are higher than farmers’ yields because of higher management level (recommended number of stands, timely planting, timely weeding, timely application of fertilizer, timely application and recommended doses of chemicals, etc.), smaller plot size, precision in harvesting date, and better harvesting methods. The difference between yields from experimental fields and those from farmers’ fields in similar cropping conditions will be the basis for the scaling down. Scaling down may not be necessary in an on-farm experiment where the experimental design is very close to the farmers’ practice (IITA, 2003). As a general rule, total adjustments between 5 and 30% are appropriate. The yield adjustment should not be looked upon as a factor to be applied mechanically. Each type of experiment, each year, should be reviewed before deciding on an appropriate adjustment. If this is done, researchers will be able to make decisions about new technologies with a realistic appreciation of farmers’ conditions (CIMMYT, 1988).

Farm gate price of the output. Distances between farms and markets account for the difference between the farm gate price and the market price of the output. The farm gate price of the output is the value (price) farmers receive or can receive for their harvested crops. By this definition, it is the price farmers receive at the end of the production process.

Gross field benefits. The gross field benefits is the product of the farm gate price of the output and the adjusted yield.

Net benefits. The net benefits is the difference between the gross field benefits and the total variable input costs.

An example of a partial budget is presented in Table 4.

Table 4. Example of a partial budget

<table>
<thead>
<tr>
<th></th>
<th>Hand weeding</th>
<th>Herbicide</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average yield (kg/ha)</td>
<td>2.000</td>
<td>2.400</td>
</tr>
<tr>
<td>Adjusted yield (kg/ha)</td>
<td>1.800</td>
<td>2.060</td>
</tr>
<tr>
<td>Gross field benefits ($/ha)</td>
<td>3.600</td>
<td>4.320</td>
</tr>
<tr>
<td>Cost of herbicide ($/ha)</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>Cost of labor to apply herbicide ($/ha)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Cost of labor for hand weeding ($/ha)</td>
<td>400</td>
<td>0</td>
</tr>
<tr>
<td>Total costs that vary ($/ha)</td>
<td>400</td>
<td>600</td>
</tr>
<tr>
<td>Net benefits ($/ha)</td>
<td>3.200</td>
<td>3.720</td>
</tr>
</tbody>
</table>

Source: CIMMYT (1988)

Dominance analysis. The process of eliminating dominated treatments from further analysis is called dominance analysis. A dominated treatment has the same or lower net benefit than other treatments of a lower total variable input cost. In a dominated treatment, a higher total
variable input cost is incurred to earn the same or less net benefit when compared with other treatments. Such a treatment should be eliminated at this stage from further analysis. An example of a dominance analysis is presented in Table 5, in which treatment 3 appears to be dominated by treatment 1 and will be eliminated from further analysis.

Table 5. Dominance analysis, weed control by seeding rate experiment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Weed control</th>
<th>Seeding rate (kg/ha)</th>
<th>Total costs that vary ($/ha)</th>
<th>Net benefits ($/ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>None</td>
<td>120</td>
<td>2,400</td>
<td>10,360</td>
</tr>
<tr>
<td>3</td>
<td>None</td>
<td>160</td>
<td>3,200</td>
<td>10,136 D</td>
</tr>
<tr>
<td>2</td>
<td>Herbicide</td>
<td>120</td>
<td>3,875</td>
<td>11,765</td>
</tr>
<tr>
<td>4</td>
<td>Herbicide</td>
<td>160</td>
<td>4,675</td>
<td>11,965</td>
</tr>
</tbody>
</table>

Source: CIMMYT (1988)

5.2 MARGINAL ANALYSIS

Although the calculation of net benefits accounts for the costs that vary, it is necessary to compare the extra (or marginal) costs with the extra (or marginal) net benefits. This comparison is important to farmers because they are interested in seeing the increase in costs required to obtain a given increase in net benefits. Higher net benefits may not be attractive if they require very much higher costs (CIMMYT, 1988).

Marginal rate of return. The marginal rate of return (MRR) is a ratio of the change in net benefits to change in total variable input costs between treatments.

The process of calculating the marginal rates of return of alternative treatments, proceeding in steps from the least costly treatment to the most costly, and deciding if they are acceptable to farmers, is called marginal analysis. Marginal analysis for a particular experiment should be done on the combined results from at least several locations over one or more years (CIMMYT, 1988). Table 6 presents an example of a marginal analysis.

Table 6. Marginal analysis, weed control by seeding rate experiment

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Costs that vary ($/ha)</th>
<th>Marginal costs ($/ha)</th>
<th>Net benefits ($/ha)</th>
<th>Marginal net benefits ($/ha)</th>
<th>Marginal rate of return</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,400</td>
<td>1,475</td>
<td>10,860</td>
<td>1,405</td>
<td>95%</td>
</tr>
<tr>
<td>2</td>
<td>3,875</td>
<td>800</td>
<td>11,765</td>
<td>200</td>
<td>25%</td>
</tr>
<tr>
<td>4</td>
<td>4,875</td>
<td></td>
<td>11,965</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: CIMMYT (1988)

Note that the marginal rates of return appear in between the two treatments. It makes no sense to speak of the marginal rate of return of a particular treatment; rather, the marginal rate of return is a characteristic of the change from one treatment to another (CIMMYT, 1988).
Net benefit curve. In a net benefit curve each of the treatments is plotted according to its net benefits and total costs that vary. The slope (gradient) between two consecutive treatments is the difference between the two consecutive net benefits divided by the difference between the total variable input costs of the two consecutive treatments. The MRR is estimated from the slope of the curve. The steeper the slope, the higher the MRR. Figure 11 presents the net benefit curve for the marginal analysis example used in Table 6.

![Net benefit curve](image)

**Figure 11** Net benefit curve, weed control by seeding rate experiment

A marginal rate of return of 95% means that for every G$ 1.00 invested in herbicide and its application, farmers can expect to recover the G$ 1.00 and obtain an additional G$ 0.95. Is a MRR of 95% high enough or is 25% already okay for farmers?

**Acceptable minimum rate of return.** The minimum return which farmers expect to earn from an enterprise or technology is the acceptable minimum rate of return (AMRR). Returns below this minimum makes the enterprise or technology a failure. AMRR is the sum of return to management and cost of capital.

**Return to management.** The return to management is the benefit which the rice farmer expects for managing a rice farm. In a new technology, it is the benefit which the farmer expects to receive for the time and effort spent in learning and using the new technology.

**Cost of capital.** This is the benefit forgone for tying up the working capital in one enterprise rather than in another enterprise. In the case of money, it is interest, or rent if the resources are land and equipment. The opportunity cost concept is used if owned inputs are used in production. In areas where the formal credit system is weak and the informal credit system is very active, the opportunity cost of capital should use the high interest rates that are usually applied by moneylenders.
Working capital. The working capital is the value of resources (purchased or owned) used in production with the expectation of returns in future. In rice production, the working capital is the value of land, labor, and capital.

In estimating an acceptable minimum rate of return, something must be added to the cost of capital to repay the farmers for the time and effort spent in learning to manage a new technology.

If the technology simply represents an adjustment in current farmer practice (such as a different fertilizer rate for farmers that are already using fertilizer), then a minimum rate of return as low as 50% may be acceptable. Unless capital is very easily available and learning costs are very low, it is unlikely that a rate of return below 50% will be accepted. It is important to note that this range represents an estimate for crop cycles of four to five months. If the crop cycle is longer, the minimum rate of return will be correspondingly higher. In areas where the inflation rate is very high, this range should be adjusted upward by the rate of inflation over the period of the crop cycle as well.

The minimum rate of return acceptable to farmers will rarely be below 50%, even for technologies that represent only simple adjustments in farmer practice, and is often in the neighborhood of 100%, especially when the proposed practice is new to farmers. If a change in technologies offers a rate of return above 100% (which is equivalent to a “2 to 1” return, of which farmers often speak), it would seem safe to recommend it in most cases (CIMMYT, 1988).

In many areas, farmers do not have access to institutional credit. They must either use their own capital, or take advantage of the informal capital market, such as village moneylenders. The interest rates charged in this informal sector provide a way of beginning to estimate a minimum rate of return. If it turns out that local moneylenders charge 10% per month, for instance, then a cost of capital for five months would be 50%. To estimate the minimum rate of return in this case, an additional amount would have to be added to represent what farmers expect will repay their effort in learning about and using the new technology. This extra amount may be approximated by doubling the cost of capital (unless the technology represents a very simple adjustment in practices). Thus in this example, the minimum rate of return would be estimated to be 100%. It should be emphasized that this is simply a way of deriving a rough estimate of the level of returns that farmers will require.

If farmers do have access to institutional credit, the cost of capital can be estimated by using the rate of interest charged over the agricultural cycle. That is, the rate of interest should cover the period from when the farmers receive credit (cash or inputs) to when they sell their harvest and repay the loan. In addition, it is necessary to include all charges connected with the loan. There are often service charges, insurance fees, or even farmers’ personal expenses for things like transport to town to arrange the loan, that must be included in the estimate of the cost of capital. Once the cost of capital on the formal market has been calculated, an estimate of the minimum rate of return can be obtained by doubling this rate. This will provide a rough idea of the rate of return that farmers will find acceptable if they are to take a loan to invest in a new technology (CIMMYT, 1988).

It is important to bear in mind that the calculation of the marginal rate of return is based on yield estimates derived from agronomic experiments and on estimates of various costs, often opportunity costs. Furthermore, the marginal rate of return is compared to a minimum rate of return which is only an approximation of the investment goals of the farmers. Discretion and good judgment must always play an important part in interpreting these rates and in making recommendations. If the marginal rate of return is comfortably above the minimum, the
chances are good that the change will be accepted. If it is close to the minimum rate of return then caution must be exercised. In no case can one apply a mechanical rule to recommend a change that is a few percentage points above the minimum rate, or reject it if it is a few points below. Making farmer recommendations requires a thorough knowledge of the research area and the problems that farmers face, a dedication to good agronomic research, and the ability to learn from previous experience. Marginal analysis is a powerful tool in this process, but it must be seen as only a part of the research strategy (CIMMYT, 1988).

Scientists are aware that certain factors usually beyond the control of the farmers could negatively affect (decrease) the net benefit and the marginal rate of return of shifting from the present practice to a proposed practice. Examples of these factors are technology failure and adverse weather condition (drought, flood, insect infestation, etc.) which reduce yield. Furthermore a change in market situation, price policies, or inflation can increase variable input price(s), decrease output price, or both. Researchers cannot accurately predict the occurrence of these factors and their effects on net farm benefits before committing resources to the proposed technology. The factors bring about risk or uncertainty associated with the proposed technology. Farmers, most especially in developing countries, cannot afford to take risks because of lack of resources. Therefore researchers and farmers want to know the range of crop yields or prices for which the proposed practice may be recommended.

**Sensitivity analysis** is used to test a proposed technology for ability to withstand yield or price changes. Sensitivity analysis uses different prices or yields to determine what would happen to the net benefits and the choice of the recommended technology if it were to occur in different price or yield conditions to those expected (IITA, 2003).

Through using partial budget and marginal analysis agricultural researchers should be able to demonstrate, with little or no assistance from agricultural economists, the economic advantage of a proposed production technology over the existing methods (IITA, 2003).
Even after a positive economic evaluation, showing that the marginal rate of return is well above the acceptable minimum rate of return expected by the farmers, there is still no guarantee that the technology will be adopted by the farmers.

Before changing from one production method to another, the farmer considers many factors, such as agro-ecological requirements, availability of required additional production resources (labor, credit, skill, farmland, equipment etc.), additional costs, and additional income resulting from the change. The farmer also considers the compatibility of the new technology with socio-cultural circumstances, goals, and the whole farming system (IITA, 2003).

To the extent possible, screening treatments for compatibility with the farming system should take place before experiments are conducted.

As farmers attempt to evaluate the net benefits of different treatments, they usually take risk into account. Farmers attempt to protect themselves against risks of loss in benefits and often avoid choices that subject them to these risks, even though such choices may on average yield higher benefits than less risky choices do. That farmers may prefer stable returns to the highest possible returns is referred to as risk aversion.

Another factor in farmers’ decision making, related to risk aversion, is the fact that farmers tend to change their practices in a gradual, stepwise manner. They compare their practices with alternatives, and seek ways of cautiously testing new technologies. It is thus more likely that farmers will adopt individual elements, or small combinations of elements, rather than a complete technological package. This is not to say that farmers will not eventually come to use all the elements of a package of practices, but simply that in offering recommendations to farmers it is best to think of a strategy that allows them to make changes one step at a time (CIMMYT, 1988).

As researchers conduct on-farm experiments, they must constantly solicit farmers’ opinions and reactions. Alternatives that seem to be promising both agronomically and economically may have other drawbacks that only farmers can identify. This information can be obtained from the farmers when researchers and extension agents interact sufficiently and appropriately with the farmers. That means that researchers and extension agents have to visit regularly the on-farm research plots and have to organize from time to time meetings with the participating farmers. At least a meeting at the end of the on-farm research process has to be held in which the farmers can give their feedback on the on-farm research results. The presentation of the on-farm results has to be understandable for the farmers. One should use the farmer vocabulary for plants, animals, insects, diseases and their measurement units.

In the case of farmer-designed and -managed trials it is usually the farmers themselves who present the on-farm research results.

It should be clear that a farmer assessment of on-farm experiments is very crucial and can not be left out. The decision to adopt a certain technology is after all taken exclusively by the farmer. It is the farmers who have the last word (CIMMYT, 1988).
Proper conducted agronomic, statistical and economic analyses of on-farm research activities in combination with an adequate farmer assessment will enable stakeholders to discuss the obtained results in various ways and to draw solid conclusions. The results have then to be reported. Reporting must be to all interested parties, with the collaborating farmers having high priority (SSC, 1998).

In the previous section on farmer assessment it was pointed out that reporting to farmers can best be done in general meetings, in which the results are presented in a way that farmers can understand. Reporting to other interested parties such as policy makers, fellow researchers, senior extension agents etc. can best be done through documenting the on-farm research activity.

Documentation of the on-farm research activity has several advantages. First of all it is needed to inform others, who were not involved in the on-farm research activity. Secondly it allows others to duplicate your experiment to verify it, and finally it gives you a record to look back on when you’re trying to figure out what went wrong—or right (Sooby, 2001).

The on-farm trial report should ideally follow the lay-out of a scientific research article and include the following sections and subsections:

**Introduction**
Background; problem formulation (consultation stakeholders)
Previous research conducted related to identified problem
Rationale/Justification (prioritization and targeting) and objectives of the research
Expected impact of research (eg cost-benefit analysis)

**Materials and Methods**
Experiment area (location and description)
Treatments (number, level, general description)
Sites description and experiment design
Non-experimental variables (type of data collected and observations made)
Statistical analysis

**Results**
Agronomic
Statistical

**Discussion**
- Discussion of agronomic data
- Economic analysis and farmers’ assessment

**Conclusions**
Just as the data may vary within a replicated treatment, the results may vary among experiments if the whole experiment is repeated in another season or year. This can happen because of different weather conditions, different disease or insect pressure, or many other factors beyond your control. This does not mean that the results of a single experiment are
not valid, but it does make it dangerous to draw conclusions from a single experiment. The one set of results you have may indicate treatment differences, but if you repeated the on-farm trial several times you might not see those treatment differences again. If the on-farm trial is repeated (and that means you cannot change any of the treatments) and you get similar results, then you can be much more confident that your conclusions are correct (Davis et al., 1999).

It is critical that final conclusions about a new practice be made only after being evaluated over several years and/or at several locations (Miller et al.).
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ANNEX 1  BASELINE DATA NEEDED TO DOCUMENT AND INTERPRET ON-FARM TRIALS

**On-Farm Trial Description.** Clearly state the goals, objectives, treatments and experimental design of the trial.

**Field History.** Record differences in soil type and other obvious variations within the test site and the previous cropping history. Include crop rotation, tillage practices, previous crop and variety, fertilizer and pesticides applied. Make a diagram showing the layout of the field trial.

**Soil Test and Fertility Program.** Sample soil from the intended harvest areas using university guidelines. Send samples to a reputable laboratory for analysis. Make fertilizer applications based on soil test results. Record the quantity and form of fertilizer used.

**Soil Moisture at Seeding.** If your soil samples are taken near the time of seeding, record the depth to moisture and depth of moisture. Have your soil samples evaluated for available soil moisture.

**Planting Conditions.** Record the crop, variety, seeding rate (pounds per acre and seeds per pound), planting date, soil temperature, type of planter, seeding depth, row spacing, residue levels and any other conditions that might influence the stand establishment and crop production.

**Field Operations and Observations.** Record all field operations in diary format. Take notes on the methods of your field operations, such as the type of equipment, depth of tillage operations and materials applied to either the whole field or to just one treatment.

**Weather.** General observation of growing season weather conditions is all that is required. If practical, place a rain gauge at the test site. After each storm, record rainfall in the rainfall record sheet and empty the rain gauge. A little oil in the rain gauge will prevent the water from evaporating before you can get out to the field to measure it.

**Insects, Weeds and Disease.** Make notes on the presence and density of insects and diseases, date of infestation, and extent or severity of damage. Record similar observations for persistent weeds. Note differences between treatments, if any, due to pests. If pesticide treatments are being compared, take more detailed data to evaluate crop injury and level of control of different pest species.

**Crop Growth and Development.** During the growing season make and record observations of plant growth and development. Record the date each treatment reaches a critical growth stage. It is just as important to record that you see no differences among treatments at a certain growth stage as it is to record obvious differences. For example, critical stages in cereal crop development include emergence, tillering, stem elongation, booting, and heading. Record crop stage at the time of treatment applications, such as spraying or top dressing. When abnormal conditions occur, such as drought, note the differences in plant growth or response among treatments.

**Source:** Miller et al.
## ANNEX 2  
### STUDENT’S T-DISTRIBUTION CRITICAL POINTS

"2-TAILED" TEST OF DIFFERENCE (EITHER GREATER OR LESS)

<table>
<thead>
<tr>
<th>Number of Pairs</th>
<th>Degrees of Freedom</th>
<th>$\alpha = .20$</th>
<th>$\alpha = .10$</th>
<th>$\alpha = .05$</th>
<th>$\alpha = .01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>3.078</td>
<td>6.314</td>
<td>12.706</td>
<td>63.657</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1.886</td>
<td>2.920</td>
<td>4.303</td>
<td>9.925</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1.638</td>
<td>2.353</td>
<td>3.182</td>
<td>5.841</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1.533</td>
<td>2.132</td>
<td>2.776</td>
<td>4.604</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>1.476</td>
<td>2.015</td>
<td>2.571</td>
<td>4.032</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>1.440</td>
<td>1.943</td>
<td>2.447</td>
<td>3.707</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>1.415</td>
<td>1.895</td>
<td>2.365</td>
<td>3.499</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>1.397</td>
<td>1.860</td>
<td>2.306</td>
<td>3.355</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>1.383</td>
<td>1.833</td>
<td>2.262</td>
<td>3.250</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>1.372</td>
<td>1.812</td>
<td>2.228</td>
<td>3.169</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>1.363</td>
<td>1.796</td>
<td>2.201</td>
<td>3.106</td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>1.356</td>
<td>1.782</td>
<td>2.179</td>
<td>3.055</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>1.350</td>
<td>1.771</td>
<td>2.160</td>
<td>3.012</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>1.345</td>
<td>1.761</td>
<td>2.145</td>
<td>2.977</td>
</tr>
</tbody>
</table>

When $\alpha = .20$, the confidence level = 80%. (Chance of wrong conclusion = 20%.)
When $\alpha = .10$, the confidence level = 90%. (Chance of wrong conclusion = 10%.)
When $\alpha = .05$, the confidence level = 95%. (Chance of wrong conclusion = 5%.)
When $\alpha = .01$, the confidence level = 99%. (Chance of wrong conclusion = 1%.)

Source: Exner and Thompson (2005)
## ANNEX 3  DISTRIBUTION OF T PROBABILITY

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.025</th>
<th>0.01</th>
<th>0.005</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.645</td>
<td>1.960</td>
<td>2.576</td>
<td>3.291</td>
<td>6.311</td>
</tr>
<tr>
<td>2</td>
<td>1.886</td>
<td>2.306</td>
<td>2.998</td>
<td>3.690</td>
<td>6.965</td>
</tr>
<tr>
<td>3</td>
<td>2.353</td>
<td>2.998</td>
<td>3.355</td>
<td>3.990</td>
<td>7.925</td>
</tr>
<tr>
<td>4</td>
<td>2.776</td>
<td>3.499</td>
<td>3.747</td>
<td>4.201</td>
<td>8.160</td>
</tr>
<tr>
<td>5</td>
<td>3.106</td>
<td>3.790</td>
<td>3.983</td>
<td>4.418</td>
<td>8.610</td>
</tr>
<tr>
<td>8</td>
<td>3.841</td>
<td>4.286</td>
<td>4.412</td>
<td>5.271</td>
<td>10.581</td>
</tr>
<tr>
<td>10</td>
<td>4.086</td>
<td>4.479</td>
<td>4.585</td>
<td>5.551</td>
<td>11.031</td>
</tr>
<tr>
<td>12</td>
<td>4.325</td>
<td>4.610</td>
<td>4.717</td>
<td>5.745</td>
<td>11.565</td>
</tr>
<tr>
<td>18</td>
<td>4.750</td>
<td>5.039</td>
<td>5.144</td>
<td>6.063</td>
<td>11.898</td>
</tr>
<tr>
<td>20</td>
<td>4.840</td>
<td>5.094</td>
<td>5.189</td>
<td>6.134</td>
<td>12.017</td>
</tr>
</tbody>
</table>


This material is used by permission of John Wiley & Sons, Inc., exclusive for training at RRI.
Step 1. Analysis
Transfer the data from your data collection sheet to the above table.

Step 2. Calculate the variance.
variance = $D^2_{tot} / (r-1)$

Step 3. Calculate the variance of the means.
variance of the means = variance/r

Step 4. Calculate the standard error.
standard error = square root of the variance of the means

Step 5. Calculate the least significant difference (LSD). Take the answer from step 4 and multiply it by the appropriate t-value.
standard error $\times$ t-value = LSD

Step 6. Look for a significant difference. Take the answer from step 5, the LSD, and compare it to the box from the table labeled $C_{avg}$.
LSD = $C_{avg}$ =

Conclusions:
If the $C_{avg}$ is a negative value, you ignore the negative sign. If the $C_{avg}$ value is less than the LSD, then the two treatments are not significantly different.

Source: Anderson (1993)