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Welcome!
.... to the Third Annual Intensive Workshop of the

Homicide Research Working Group

Two years ago, the fundamental purposes and format for our annual workshop
were established at the first such event in Ann Arbor. Since then, interest and mem-
bership in the Working Group have grown considerably. This year’s workshop involves
over twice the number of participants as the Ann Arbor meeting and many more
presentations. We have what promises to be an outstanding program that includes
a stimulating mixture of familiar topics and new territory. It is my hope that the
collegial and discussion-oriented tenor of the first two workshops can be maintained
in this year’s meeting.

I hope that you will find the conference to be worthwhile, enjoyable, and provo-
cative, and that you come away from the meeting with an expanded appreciation for
how research findings might be effectively applied to real life solutions for preventing
homicide and other violent acts. Please also be thinking about topics we might include
in future meetings and ways in which we might organize the workshop to be even
more useful -- don’t hesitate to share these with the rest of the group.

We are delighted and appreciative to have for this year’s meeting the sponsor-
ship of the Centers of Disease Control and prevention (CDC), with additional support
from the Emory University School of Public Health. We are also pleased to welcome
the involvement of the Martin Luther King, Jr. Center for Nonviolent Social Change.

Many individuals have contributed substantially to the planning and implementa-
tion of this meeting. These individuals include Jim Mercy and his colleagues at CDC,
and Arthur Kellerman and his colleagues at Emory. Special thanks is extended to
Martha High smith of CDC for handling the numerous logistical issues involved in
preparing for the conference, to Cheryl Maxson for keeping track of registrations and
fees and to Aaron Sampson and his staff at the Emory University Conferences Office.
Many HRWG members have contributed ideas for the program agenda, a process
which began a full year ago. The session organizers have, of course, been instrumen-
tal in turning the program plan into reality, as has each and every presenter. Finally,
it is difficult to imagine even having a conference without the continuing oversight,
encouragement, and commitment of Richard and Becky Block, who were always there
to keep the ball roiling.

Thanks to all for your participation!

Bob Flewelling
1994 Program Chair
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YOUTH VIOLENCE, GUNS AND

ALFRED BLUMSTEIN
H. JOHN HEINZ Ill
School of Public Policy and Management
Carnegie Mellon University

THE GROWING CONCERN OVER CRIME

THE ILLICIT-DRUG INDUSTRY1

Crime has become an issue of increasing importance to the American public. A
growing fear of crime seems to pervade the nation, and that has contributed to crime
being reported as the nation’s “most serious problem” in a New York Times/ CBS
poll. 2 There seems to be a sense that risks of homicide have grown, that the growing
presence of guns is involved, and that there is some vague connection to drugs as an
important causal factor.

In view of these growing concerns, it would undoubtedly come as a surprise to
most people to learn that the most serious violent crimes, murder and robbery, over
the 22-year period from 1972 to 1993 have been oscillating around strikingly flat
trends. They have generally remained within a fairly confined range of 200-250 per
100,000 population for robbery and 8 to 10 per 100,000 for murder. Both the murder
and the robbery rates peaked in about 1980 (as the baby boomers began to emerge
from the high-crime ages), declined through the early 1980s, and then climbed again
during the late 1980s with the spawning of the crack epidemic and the “war on
drugs. ” Over this period, there is no statistically significant trend for murder, and a
slight upward trend for robbery (an annual increase of 3.0 robberies per 100,000, or
1.35 percent of the mean robbery rate over the 22 years).

AGE-SPECIFIC RATES OF HOMICIDE

The aggregate rates reflect a combination of changes in the crime-committing
propensity of particular demographic groups with changes in demographic composi-
tion. One can partition those factors by examining changes in demographic-specific
rates. Because age is one of the most important factors affecting crime rates - and is
also one that has been changing significantly in recent years - it is useful to examine
some trends in age-specific crime rates, such as the ratio of the number of people of
each age who are arrested for crime type 1, A i(a), to the total population of that age,
N i(a).3

1 I would like to express my appreciation to Jacqueline Cohen, Daniel Nagin and Richard
Rosenfeld for discussions and suggestions related to this paper.

2Richard L. Berke, "Crime Joins Economic Issues as Leading Worry, Poll Says,” New York Times,
January 23, 1994 reports on a New York Times/CBS poll that asked respondents to identify “the single
most important problem facing the country. ”

3Arrest is most commonly used as the proxy for offending, because the demographic characteris-
tics are easy to establish for arrestees but difficult to know for offenders. Studies that compare victim
reports of the demographics of offenders with those of arrestees (for personal crimes like robbery and
aggravated assault) find that the two tend to be closely related. See, for example, Hindelang (1978).
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The trends in the age-specific patterns for murder have changed appreciably for
young ages over the last decade. Figure 1 presents four graphs of the shift in age-
specific murder rates from 1965 through 1992. The patterns from 1965 through
1985 had a flat peak between the ages of 18 to 24, but there was a large shift to a
pattern that is sharply peaked at age 18 in 1992. That picture is illuminated in Figure
2a, which depicts the shift over time in the age-specific rates for the individual ages
from 18 through 24, the ages around the peak of the graphs in Figure 1.4 We note
that the murder rate at all the ages from 18 through 24 was relatively uniform
(reflecting the relative flatness of the peak) and virtually constant for the 15-year
period from 1970 through 1985. But there were important increases in the murder
rates for the ages younger than 24 beginning shortly after 1985, and the rate of
increase was inversely related to age. This shift at the younger ages is displayed even
more vividly in Figure 2b, which presents the age-specific arrest rates for murder for
each age from 18 down to the combined group of 13 and 14.

Figure 1
Age-Specific Murder Arrest Rates: 1965-1992

The data on age-specific rates are drawn from the FBI/UCR (1993).
4In figure 2, for the years prior to 1985, only the five-year points are shown, because the rates

have been reasonably stable. Annual rates are shown for each of the years 1985 through 1992, because
they display much more significant change.
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Figure 2
Trends in Age-Specific Murder Arrest Rates

a) Individual Peak Ages

b) Individual Young Ages

Year
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Figure 2 (continued)
c) Individual Older Ages

Year

d) Ratio of 1992:1985 Age-Specific Murder Arrest Rates

Age
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It is clear that, following a period of relative stability from 1970 through 1985,
there was a major increase in the arrest rate of young people for murder, and this
increase started just after 1985. That increase has not at all been matched by
increases in the older ages of 24 and beyond (Figure 2c). Indeed the ratio of the age-
specific murder rates in 1992 compared to that in 1985 (Figure 2d) highlights the fact
that all rates for 18 and under have doubled, and those for 25 and older have declined
somewhat.

The “excess murders” attributable to the rise in murder rate by young people
(15 through 22) from 1986 through 1992 is a non-trivial component of the murders
in that period.5   It is estimated at 18,600 murders for those seven years and eight
ages, or 2,660 murders per year; this is 12.1 percent of the annual average of 22,000
murders in those years, or an increment of 43.2 percent over the base number of
6,150 murders that would be attributable to those eight ages if the pre-1985 rates
prevailed. In one year alone (1991), these eight ages generated an excess of 5,330
murders, or 21.6 percent of the total 24,703 reported in the UCR (FBI, 1991).
Eighteen-year-oIds alone contributed 4,000 of the excess murders in the seven years.

GROWING USE OF GUNS BY JUVENILES IN HOMICIDES

The fear of crime has undoubtedly been increased by the greater involvement
of young people in homicide, partly because of a general sense of their recklessness
and the random nature of their violence, and partly because they more typically
commit their murders against strangers.6

This anxiety is exacerbated by the growing prevalence in the use of guns by
juveniles in their homicides. Figure 3 presents the number of homicides committed by
juveniles (aged 10 to 17) that were committed with a gun or with another means
(e.g., knife, strangling, etc.).7   From 1976 through 1985, a very steady average of 59
percent of the homicides committed by juveniles involved a gun, and the other 41
percent involved some other form of weapon. Beginning in 1985, and especially in
1988, there was a steady growth in the use of guns by juveniles, with no correspond-
ing upward trend (indeed, a continuation of a slight downward trend) in the non-gun
homicides.

5We define the “excess murders” as those attributable to the increase in the murder arrest rate
above the mean age-specific rate that prevailed over the 1970-1985 period. The rates are based on
arrests rather than on murders committed, but since the number of murder arrests in a year is generally
roughly equal to the number of murders reported, we make the calculation by assuming one murder per
arrest. Since some murders lead to multiple arrestees (and some murderers commit multiple murders),
this is an approximation, but a reasonable one.

6During 1976-1991, only 20 percent of all homicides were between strangers, whereas 34 per-
cent of those committed by male juveniles were between strangers. These estimates and the data for
Figure 4 were prepared by Jacqueline Cohen from data reported in the FBI’s annual Uniform Crime
Reports, based on Supplementary Homicide Reports submitted by police departments.

7Figure 3 is based on data from a figure in James Fox (1993), based on data from the FBI’s
Supplementary Homicide Reports, a compilation of detailed reports on individual homicides provided by
police departments.
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Figure 3
Number of Gun and Non-Gun Homicides

Juvenile Offenders (10-17)

THE DRUG-CRIME CONNECTION

Especially in the past decade, an important factor that has affected criminality
has been associated with the problem of drug abuse, In a survey of prisoners
conducted in 1991 (BJS, 1993:21), 32 percent reported using cocaine or crack
regularly and 15 percent used heroin or opiates regularly. At the time of the offense
that led to their imprisonment, 14 percent were using cocaine or crack. All these
numbers were up appreciably compared to a similar survey that was conducted five
years earlier in 1986. These are much higher rates than one finds in general popula-
tion samples (see the NIDA Household Surveys [NIDA, various], for example), and so
strengthens the importance of a drug connection to crime rates.

Paul Goldstein (1985) has provided a useful taxonomy of the drug-crime con-
nection as being composed of three components other than the sale or possession of
the drugs themselves:

1. pharmacological/psychological consequences, where the drug itself
causes criminal activity (most notably, the connection between alcohol
and violence);

2. economic/compulsive crimes, committed by drug users to get money to
support their habit; and

8



3. systemic crime, which includes the crimes committed as part of the
regular means of doing business in the drug industry (including violence
as a means of dispute resolution between competing sellers or as
retribution between a seller and a buyer as a result of reneging of some
form in a drug deal).

There is a fourth, still broader connection that should also be considered: the
community disorganization effect of the drug industry and its operations on the larger
community. This would include the manner by which the norms and behaviors within
the drug industry, which can become an important activity within some communities,
influence the behavior of others who have no direct connection to the drug industry.
This could include, for example, the influence of the widespread prevalence of guns
among drug sellers as a stimulus to others in the community to arm themselves
similarly, perhaps for self-defense, perhaps to settle their own disputes that have
nothing to do with drugs, or perhaps just to gain respect.8

The current drug problem began to emerge in the early 1980s, and then
accelerated significantly in the mid-1980s. This is reflected in Figure 4a, which pre-
sents the rate of arrests for drug offenses, especially for nonwhites (primarily African-
Americans) started to move upward in the early 1980s but accelerated appreciably
after 1985 with the wide distribution of crack-cocaine, especially in urban ghettos. 9

Because of the concern with juvenile violence, it is particularly interesting to
examine the time trends in the drug arrest rate for juveniles, shown in Figure 4b. The
figure highlights the major initiation of the recruitment of non-white juveniles into the
drug markets beginning with the introduction of crack in about 1985. Figures 4a and
4b both indicate the degree to which the drug war has been focused on non-whites
much more than on whites. Figure 4b also highlights the intensity with which non-
white juveniles were recruited into the drug industry beginning in 1985.10

A HYPOTHESIZED PROCESS

In the previous discussion, we have identified three major doublings that have
occurred in the short period between 1985 and 1992:

1. homicide rates by youth aged 18 and under, while there has been no
growth for adults 24 and older (Figure 2d);

8Elijah Anderson (1994) highlights gaining respect as an important motivating factor in individual
behavior in urban ghettos. In a survey of juveniles incarcerated for serious crimes and of students in
center-city high schools, it was found that 22% of the students possess guns, 12% carry them most
of the time, and another 23% carry guns “now and then.”

9Arrests for drug offenses obviously confound information on the presence of drug-market
activity with the aggressiveness of police in pursuit of drug offenders. Richard Rosenfeld, Eric Baumer
and Scott Decker (1994) have shown in cross-city analyses that the number of drug arrests is the best
predictor of other indicators of drug activity, including the percent of drug-positives in urinalysis of
booked arrestees (DUF) and admissions to emergency rooms with drug-related problems (DAWN).

10It is interesting to note from Figure 4b that, in 1975, a policy shift reversed the then rapidly
growing drug arrest rate (primarily for marijuana offenses) of whites, whose arrest rate for drugs
exceeded that of non-whites throughout the 1970s.

9



Figure 4
Drug Arrest Rate: 1965-1992

a) Total Population

Year
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2. the number of homicides juveniles commit with guns, while there has
been no change in non-gun homicides (Figure 3); and

3. the arrest rate of non-white juveniles on drug charges, while there has
been no growth in the rate for white juveniles (Figure 4b).

These changes are sufficiently focused that, even though they have not had a major
impact on aggregate murder rates, they have contributed appreciably to the fear of
crime.

One explanation for this array of changes involves a process that is driven by
the illegal drug markets, which appear to operate in a reasonable equilibrium with the
demand for drugs despite the massive efforts over the past decade to attack the
supply side. That industry understandably recruits juveniles to work in it, partly
because they will work more cheaply than adults, partly because they may be less
vulnerable to the punishments imposed by the adult criminal justice system, and partly
because they tend to be daring and willing to take risks that more mature adults would
eschew. The economic plight of many young urban black juveniles, many of whom
see no other comparably satisfactory route to economic sustenance, makes them
particularly amenable to the lure.

These juveniles, as all participants in the illicit drug industry, are very likely to
carry guns for self-protection and possibly to help in dispute resolution. Participants
in the industry are likely to be carrying a considerable amount of valuable product -
money or drugs - and are not likely to be able to call on the police if they are robbed.

Since a reasonably large number of juveniles can be involved in the drug indus-
try in communities where the drug market is active, other teenagers who go to the
same school or who walk the same streets are also likely to arm themselves, primarily
for their own protection but also because possession of a weapon may become a part
of status-seeking in the community. This initiates an escalating process: as more guns
appear in the community, that increases the incentive for any single individual to arm
himself.

Then, in view of the recklessness and bravado that is often characteristic of
teenagers, and their low level of skill in settling disputes other than through the use
of physical force, many of the fights that would otherwise have taken place can turn
into shootings as a result of the presence of the guns.11   This can be exacerbated by
the problems of socialization associated with high levels of poverty, high rates of
single-parent households, educational failures, and a widespread sense of economic
hopelessness.

By the time people reach the more mature ages beyond the early twenties, it
appears that they do develop some prudence, are more cautious even if they are

11Joel Tarr has called my attention to a passage in Addams (1972 [1909]) in which some 13-
year-old boys were taunting each other, and one of them goes into the house to get a gun and shoots
the taunter through the head and kills him. Ms. Addams notes that “This tale could be duplicated almost
every morning; what might be merely a boyish scrap is turned into a tragedy because some boy has a
revolver. ”
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armed, and display greater restraint. As an alternative possibility, we may be witnes-
sing a cohort effect, and the current 18-year-olds involved in the higher homicide rates
may possibly continue their recklessness. That issue still needs to be watched and
explored.

These hypothesized processes are suggested by the national data, and are
consistent with them. They can be tested further with city-level data on drugs, guns,
and homicides. That would take advantage of the fact that drug markets began to
flourish at different times in different cities, early in New York and Los Angeles, later
in Washington.

There is some further evidence that reinforces the possibility of the diffusion of
guns from drug markets through the larger community through its juvenile participants.
Figures 5a and 5b present the arrest rates for murder for adults and juveniles by race.
Both white and non-white adults (Figure 5a) have followed the same negative trend
since 1980, even though there has been a large difference in their involvement in drug
markets (see Figure 4a). In contrast, the rates for juveniles -- whites and non-whites --
have grown markedly since 1985, when the drug arrest rate for non-whites began to
climb. The murder arrest rate for non-whites has increased by 123 percent from 7.1
in 1985 to 15.8 per 100,000 in 1992. The rate for whites has also increased markedly,
but by a lesser amount (80%), from 1.5 to 2.7 per 100,000. The fact that there
seems to have been no significant involvement of white juveniles in the drug markets
(Figure 4b) has not insulated them from the growth in involvement in homicide,
probably because they too become involved in the suggested diffusion process.

SOME POLICY SPECULATIONS

If the hypotheses about the process underlying the recent growth in youth
violence are indeed valid, then they do have some important policy implications, some
immediate and some longer-range. One immediate approach would involve aggressive
actions to confiscate guns from juveniles carrying them on the street. Laws prohibiting
such carrying are almost universal, and require more active and skillful enforcement.
The need is particularly salient in those communities where the homicide rates have
risen dramatically, probably coincident with the location of drug markets. Wilson
(1994) has made some concrete proposals for pursuing such efforts, including a call
for improved devices for detecting guns at a distance.

One of the more complex aspects involves the fact that the increase in the
juvenile homicide rate is a direct consequence of the operation of drug markets and
their criminalization. This does not, of course, warrant an immediate cry for legaliza-
tion of drugs, because any such policy involves a complex weighing of the costs of
criminalization against the probable consequences of greater use of illegal drugs if they
were decriminalized,

That is a complex issue that cannot be addressed here other than to note that,
if the hypothesis is correct, then the “excess murders” discussed earlier represent one
component of the cost of the current policy, To the extent that efforts to diminish the
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size of the illegal market could be pursued, through greater investment in treatment,
through more effective prevention, or through finding other means of providing drugs
to certified addicts (many of whom are being supported with SSI payments because
of their addiction), then the illegal markets would certainly continue, but their demand
and volume should diminish appreciably.

The nation has yet to see a careful assessment of the costs and benefits of the
current policies compared to variants that might be considered. Perhaps concern about
the “excess murders” we are continuing to experience might contribute to the recog-
nition of its urgency.12

Perhaps more fundamentally, there continues to be a critical need to enlist in
the legitimate activities of the society the large numbers of people who currently see
no role for themselves, and so resist efforts to become socialized into the larger
society’s norms. This is a major task, but it is not one to which the society has paid
much attention. As one stimulus, it is important to realize that the smallest cohort in
the crime-relevant ages in the U. S. is the one that is currently 18, the age with the
sharpest increase in age-specific homicide rates (Figure 2a). Thus, unless the age-
specific rate is decreased, successive cohorts will be larger, and so will be contributing
a larger number of murders in the coming years.
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CHICAGO HOMICIDE FROM THE SIXTIES TO THE NINETIES
Major Trends in Lethal Violence1

CAROLYN REBECCA BLOCK
ANTIGONE CHRISTAKOS
Illinois Criminal Justice Information Authority

In the early 1900s, Chicago gained an uneclipsed reputation for corruption and
violence. At the height of the Roaring '20s - the era of Mayor “Big” Bill Thompson,
Al Capone and the St. Valentine’s Day Massacre - Chicago’s homicide rate of 10.6 per
100,000 population exceeded that of other northern U. S. cities. Though murder rates
in Chicago declined through the mid-1940’s, they began to rise again in the '60s,
peaking at 30.5 per 100,000 people in 1974 and 29.5 in 1981 (figure 1), This time,
however, Chicago was not the national exception. In the mid-1980s, high homicide
rates became the rule for most cities, while Chicago rates were relatively low. In fact,
at the same time that Washington, D.C., New York City and Miami were experiencing
some of the highest murder rates in history, the 661 homicides (23 per 100,000)
recorded in 1988 in Chicago were the lowest in 20 years.

Figure 1
Homicide Victims and Victimization Rates

Chicago: 1965-1993

*For these years, data are preliminary.

1The research for this report would not have been possible without the continuing help and
cooperation of the Chicago Police Department and the support of the Joyce Foundation. We would like
to thank Patrick Baldwin, whose dedication and expertise were instrumental in the advancement of the
Chicago Homicide Data set in 1994, and Robert Weidner and Jonathon Harmening, who also contri-
buted to the Chicago Homicide Data set Project.
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homicide, for the population as a whole and for specific high-risk groups. We then
examine the causes of the increase, in light of these historical patterns.

This paper contains the first presentation of results from the updated and
expanded Chicago Homicide Data set including the recent peak years. (For a biblio-
graphy of the many earlier reports on the Data set, see Block and Block, 1993a.)
Collected with the close cooperation of the Chicago Police Department and containing
detailed information on every homicide recorded by the police from 1965 to 1993
(more than 22,000 homicides), the Chicago Homicide Data set is the largest, most
detailed Data set on violence available in the United States.2  With this resource, we
can answer questions about patterns of risk for specific groups in the population, in
specific areas of the city, and for specific types of lethal violence. To the degree that
trends around the country reflect trends in Chicago, the Chicago experience will tell
us something about the reasons for the nationwide surge in homicide rates and
suggest intervention strategies for reducing the current high levels of risk.3

TRENDS IN THE RISK OF BECOMING A HOMICIDE VICTIM OR OFFENDER

Not everyone is at the same risk of violence, whether lethal or nonlethal.
United States, certain demographic groups are much more likely to be involved
Ience than others (CDC, 1986; Sampson, 1985; Reidel, et al., 1985; Hawkins,

In the
in vio-
1983;

1985; 1987; Rose, 1986, 1979; Rose & McClain, 1981), and the effects of gender,
age and race/ethnicity are not simple but interact with each other. For example, the
effect of gender or age in the Latino community is not the same as the effect of gen-
der or age in the nonLatino black or nonLatino white communities (Block, 1988b;
Leyba, 1988; Rodriguez,1988).4

Patterns in Chicago are no exception to national patterns (figures 2 and 3). The
risk of being murdered has been far higher for males than females, and generally
higher for non-Latino blacks than for Latinos or non-Latino whites.5  However, the risk

2Beginning in 1968 with the collection of 1965 data and continuing today, the Crime Analysis
Unit of the Chicago Police Department has assisted and advised Richard Block, Carolyn Block and
others in the Chicago Homicide Data set project. The IIlinois Criminal Justice Information Authority has
supported and maintained the Data set since 1979. The Joyce Foundation currently is supporting collec-
tion and archiving of 1991-1994 data. Funding for earlier data collection and analysis was provided by
the Harry Frank Guggenheim Foundation, Loyola University of Chicago, the Ford Foundation, the Uni-
versity of Chicago, the Bureau of Justice Statistics and the National Institute of Mental Health. Data
from 1965 through 1990 are available on CD-ROM from the National Archive of Criminal Justice Data,
Interuniversity Consortium for Political and Social Research. For details of the Data set, see Block and
Block (1993a).

3There is some evidence that trends in Chicago are similar to trends in other northern urban
places (see Block, 1987a).

4Latino in this report includes Mexican, Puerto Rican and “other” Latino groups. In some years,
the police record distinguishes between Mexican, Puerto Rican and other Latino, but this usage changed
from year to year. We have aggregated the three categories to produce codes that are consistent
throughout the 29 years - Latino, nonLatino black and nonLatino white.

5Because comparable population estimates are not available by race/ethnicity prior to the 1970
Census, rate figures in this report do not include the 1960s. There are a number of anomalies and prob-
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of homicide has not been static over time, and the trends have differed for each
racial/ethnic and gender group. Though male Latino and non-Latino black victimization
risks were equal in 1979, since that year the Latino rate declined while the black rate
increased (figure 2). After declining from 171 deaths (81 per 100,000) in 1979 to 85
(37 per 100,000) in 1982, Latino male victimization fluctuated around a stable level
for a decade (39 per 100,000). In contrast, rates of black male victimization were
stable through the 1980s but increased sharply in the early 1990s, reaching almost
130 deaths per 100,000 population. In 1992, 627 African American men were mur-
dered in Chicago (127.5 per 100,000), far higher than the previous peak in 1974 (552
deaths; 105 per 100,000).6

The risk of becoming a homicide offender (figures 4 and 5) followed patterns
over the 24 years that were very similar to victimization risk patterns.7  Both rates were
stable for non-Latino white males throughout the period. Rates for Latino males
peaked in 1979, then declined to stability at about 40 per 100,000 through the late
1980s and early 1990s. In contrast, though the risk of becoming an offender for non-
Latino black males had been falling steadily for 15 years, the trend reversed to a sharp
increase from 1985 to 1991. The African American homicide offender rate in Chicago
increased 112 percent from 73 per 100,000 (382 offenders) in 1985 to 155 per
100,000 (762 offenders) in 1991, surpassing the previous peak of 151 per 100,000
(767 offenders) in 1970. The most recent years, however, have declined just as
sharply, to 135 per 100,000 (662 offenders) in 1992 and 118 per 100,000 (582
offenders) in 1993.

During the same period, the risk for a Chicago woman of either becoming a
homicide victim (figure 3) or becoming a homicide offender (figure 5) was much lower
and also changed much less over time. Rates for non-Latino white and Latino females
were stable over the 24 years. Though trends for non-Latino black females were
much more stable than trends for males, there was a gradual increase in victimization
risk in the 1980s with 1993 approaching the levels in the mid-1970s (figure 3). How-
ever, there was no pattern of increase in the risk of offending for African American
females (figure 5). The offender rate declined in the 1970s and then oscillated around
a stable rate in the 1980s and 1990s.

These trends over time in Chicago victimization and offender rates, particularly
the trends in male Latino and nonLatino black victimization rates (figures 2 and 4),

Iems in the 1980 Census data for racial/ethnic groups (Passel & Word, 1987; Chilton & Sutton, 1986;
Chilton, 1987), particularly affecting counts of nonLatino whites and Latinos. In addition, there appar-
ently was a large undercount in the 1990 Census, especially in black neighborhoods (see Block, 1994);
this may affect recent trends in rates. We use the most recently corrected population estimates avail-
able, for which we thank demographer Marie Bousfield, Chicago Department of Planning.

6Note that this may be due in part to undercounted 1990 population data.
7Offender-based rates in this report are calculated by counting all offenders known to the police

(whether or not arrested). For example, an offender who commits suicide would be counted. The
number of male offenders (figure 4) is, generally, greater than the number of male victims (figure 2)
because there may be more than one offender per incident and because men kill women more than
women kill men.
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Risk of Becoming a Homicide Offender, 1970-1993
Males, by Race/Ethnicity
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Risk of Becoming a Homicide Offender, 1970-1993
Females, by Race/Ethnicity
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exemplify a caution against generalizing from only one year of data. Relative rates in
1979, for example, were clearly different from relative rates in 1992, and it would be
misleading to choose rates in either year as representing the general pattern.

Describing trends over time may be more complex than looking only at one
year, but it is a necessary complexity if we are to obtain an accurate assessment of
risk. This analysis shows that the recent surge in homicide victimization occurred only
in the African American community, particularly among males. Similarly, the risk of
becoming a homicide offender fell for every group in the late 1980s, except for African
American males. However, the sharp decline in the last two years may be an
encouraging sign of a reversal in that trend.

What about age? Again, Chicago trends provide no exception to the national
pattern. Increases in victimization rates for only three age groups accounted for the
rapid increases in total homicides in the late ’80s and early ‘90s, The victimization risk
for young people increased sharply from 1988 to 1993 (figure 6), 154 percent (from
5 to 12 per 100,000) for 10- to 14-year-olds, 95 percent (from 45 to 88) for 15- to
19-year-olds, and 67 percent (from 42 to 71) for 20- to 24-year-olds. At the same
time, the risk of being murdered either declined or remained stable for every older age
group (calculated at five-year intervals from age group 25 to 29 to age 75 and older)
and every younger age group (birth to 4 and 5 to 9). Comparing the victimization
trends for age group 15 to 24 and for the total of all older ages (figure 7), it is clear
that the increased risk of being murdered in the early ’90s was confined to these
young victims.

Trends in the risk of becoming an offender (figures 8 and 9) were similar to
trends in victimization risk, 8 After being stable or declining slightly from 1970 to
1988, the risk of becoming an offender then rose sharply for youth aged 10 through
24 (figure 8), while it continued to be stable for older ages (figure 9). Though the
decline in offender risk in 1992 and 1993 may be a hopeful sign, the risk of victimiza-
tion for young people generally remained high or even increased in the early ‘90s.

It is clear, then, that the recent increase in Chicago homicides reflects an
increase in homicides of young victims and homicides committed by young offenders.
Further, the increase in victimization after 1988 occurred primarily for young African
American males. For example, the homicide death rate for young black men aged 15
to 19 rose from 84 (44 deaths) in 1987 to 274 (130 deaths) per 100,000 population
in 1992, and remained at 243 (115 deaths) in 1993 (figure 10). Victimization rates
for black males aged 10 to 14 tripled from 1987 to 1992 (from 10 to 30 per 100,000)
and rates for black males aged 20 to 24 more than doubled over the same time span
(from 156 to 360 per 100,000). Though the risk of death for Latino teen males also

8The higher risk of becoming an offender for young people is due, in part, to the tendency of
teenagers to do everything in groups, even commit homicide (Zimring, 1979, 1981). Though the num-
ber of young offenders may be high compared to the number of older offenders, the number of people
victimized by young offenders may not proportionately high. For a detailed discussion, see C. R. Block
(1993) and R. Block and C.R. Block (1993:73).

23



Figure 6
Victimization Risks of Youth and Young Adults, 1970-1993

Age Groups 10-14, 15-19, 20-24
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Figure 8

Risk of Becoming an Offender for Youth and Young Adults, 1970-1993
Age Groups 10-14, 15-19, 20-24

*For these years, data are preliminary.
Figure 9

Risk of Becoming an Offender, 1970-1993:
Teenagers and Young Adults versus Adults
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*For these years, data are preliminary.



increased in the early ‘90s, the increase was much less than for black teens, and
tended to occur in spurts from year to year.

Both victimization and offending trends for non-Latino whites were flat in
Chicago throughout the 24 years, even for these teenage males (figures 10 and 11).
In the late 1970s (from 1977 to 1982), there was a surge in homicide victimization
of young Latino men (figure 10). During this period, Latino teenagers were at higher
risk than non-Latino black teenagers. In fact, both victimization and offending rates
for African American teens fell steadily from 1970 into the ‘80s. Beginning in the late
‘80s, however, trends in both rates exploded. The risk of a black teen being murdered
in 1992 was 226 percent greater than the 84 per 100,000 in 1987.

The risk of offending also rose sharply for African American teenagers in the
late ’80s and early ‘90s, but was generally steady for Latino and nonLatino white
teenagers (figure 11). Again, the decrease in 1992 and 1993 may be a hopeful sign
of a downward trend. From 220 per 100,000 (111 offenders) in 1988, the risk of
becoming a homicide offender rose 189 percent to 635 per 100,000 (301 offenders)
in 1991. In contrast, the Latino offender rate in 1993, 220 per 100,000 males aged
15 to 19, equaled the rate in 1981 (221 per 100,000). The same recent increase
occurred for nonLatino black males ages 20 to 24 (not shown) as for their teenage
counterparts. The risk of becoming a homicide offender for black males aged 20 to
24 was 548 per 100,000 (218 offenders) in 1991 and 405 (161 offenders) in 1993,
compared to 214 per 100,000 (100 offenders) in 1987.

There is one exception to the general pattern that the recent increase in victim-
ization and offending was confined to teenagers and young adults. The relatively
small but steady increase in victimization risk among African American females (figure
4) occurred largely because of an increase in deaths of women aged 30 to 49 (not
shown). In 1981, there were only 20 murders of black women in this age group (13
per 100,000), but in 1993 there were 47 (29 per 100,000).

In summary, almost all of the sharp increase in Chicago homicide victimizations
in recent years occurred because of a specific increase in victimizations of 10-to-24-
year-old African American males, together with a slight increase in victimizations of
Latino male teens and African American women aged 30 to 49. Further, the sharp
increase and 1992-1993 decline in offender rates reflected specific trends in offender
rates of young black males. This time series specification (C. R. Block, 1986) does not
tell us why these changes occurred or suggest strategies for prevention. It merely
tells us where we must look for such an explanation; we must look at specific types
of homicide and specific situations that had a great effect on young African American
men. This is what we do in the next section by asking: Did the recent increase in
Chicago homicides occur in a specific Homicide Syndrome?

TRENDS IN HOMICIDE SYNDROMES

To prevent lethal violence, we must first understand it; to understand it, we
must learn why some, but only some, violent events become lethal. The reasons are
different for different types of violence. Contrary to popular opinion, homicide is not
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one type of event, but many. A homicide that began as a domestic assault is more
like a nonlethal domestic assault than to a homicide that began as a robbery. Similarly,
homicides that began as child abuse, homicides that began as robberies, homicides
that began as street gang confrontations, and homicides that began as barroom brawls
all have different risk patterns
Intervention strategies that are
successful for another.

Homicide Syndromes (see

and tend to follow different trends over time.
successful for type one will not necessarily be

Exhibit 1) categorize homicides according to the
offender’s primary motive or goal at the immediate time of the incident, g Each Homi-
cide Syndrome corresponds to a nonlethal sibling offense, and these lethal and non-
lethal events are linked because they occupy the same position on an expressive
versus instrumental continuum. In an expressive violent confrontation, the primary
goal is violence itself; other motives are secondary. In contrast, the primary purpose
of an act of instrumental violence is not to hurt, injure or kill, but to acquire money or
property (see Berkowitz, 1986). Empirical evidence strongly suggests that expressive
and instrumental violence (whatever the lethality of outcome) differ greatly, whether
the criterion of comparison is a characteristic of the individual case (Block & Zimring,
1973), pattern of change over time (R. Block, 1977; Block, McKie & Miller, 1983; C.
R. Block, 1985), or spatial distribution (Rose, 1986, 1979; Block & Block, 1993b).

The expressive/instrumental extremes are “ideal types” that seldom occur in
their pure form in reality. For example, the acquisition of money or property may
occur as an afterthought in expressive violence, or it may be used as an additional
way of hurting the victim. In the same way, hurting the other person may be a
secondary goal in instrumental violence; in some cases, there may be an emotional
gratification in accomplishing the other’s death. However, we have found that the
offender’s primary, immediate motive can be determined in most cases of violence,
whether lethal or nonlethal, Although motives for violence are often complex, research
indicates that homicides beginning as interpersonal confrontations differ greatly from
homicides that begin as predatory attacks. They differ in victim-offender interaction,
risk patterns, escalation patterns, patterns of change over time, spatial distribution,
and other characteristics. Therefore, a primary task in identifying reasons for the
recent surge in homicides in Chicago is to look at trends in each Homicide
Syndrome. 10

9The offender’s intended victim or intended goal is the relevant consideration for Homicide
Syndrome categorization, even when the actual consequences differ from the intended consequences.
For example, if a bystander instead of the intended victim were killed in a street gang-motivated
altercation, the Homicide Syndrome still would be “street gang.”

10In the analysis reported here, the occasional incident involving both expressive and instrumental

aspects (for example, an argument in which money was stolen) and where it could not be determined
which was the primary motive of the two, was counted as instrumental, and cases of rape-robbery
homicide and rape-burglary homicide were counted as rape homicide.
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Exhibit 1
What are Homicide Syndromes?

Homicide Syndromes combine two important aspects of fatal violence: the
expressive versus instrumental continuum of the assailant’s motive, and lethal and
nonlethal sibling offenses.

Expressive versus Instrumental: The expressive/instrumental continuum
describes the primary, immediate motive of the offender in a violent situation. In
Instrumental violence, the assailant’s predominant motive is to acquire money or
property; in Expressive violence, the assailant’s predominant motive is violence
itself.

Sibling offenses: Almost all homicides (aside from gangland hits or contract
murders) correspond to a sibling offense -- similar incidents in which a fatal
outcome did not occur. Expressive homicides, had they not had a fatal outcome,
would have been assaults, and instrumental homicides would have been robberies
or burglaries. To develop successful intervention strategies for homicide, we need
to know why some, and only some, violent situations become fatal. The answer
differs for lethal and nonlethal sibling offenses that occupy different points on the
expressive-instrumental continuum.

Examples of Homicide/Violence Syndromes: In practice, the following Homi- 
tide/ Violence Syndromes, which combine sibling offenses with expressive versus
instrumental orientation, are fundamentally useful in describing homicide patterns
and in developing models and intervention strategies.

-- Expressive: spousal. Confrontations between spouses, ex-spouses, com-
monlaw, ex-commonlaw spouses, boyfriend/girlfriend, ex-boyfriend/ girlfriend,
homosexual domestic.

-- Expressive: child abuse. Includes only abuse by a caretaker, not a child
being killed in another situation such as burglary or street gang crossfire.

-- Expressive: other family. Confrontations between other relatives, for exam-
ple, elder abuse, fights between siblings.

-- Expressive: acquaintance. Includes expressive confrontations between
friends, neighbors, co-workers, and others known to each other.

-- Expressive: stranger. Includes expressive attacks on strangers, such as
barroom brawls, elder abuse, hate crimes, “random” shootings.

-- Instrumental: Assailant’s immediate and primary goal is to obtain money
or property. For example: robbery, burglary, arson for profit, contract killing or
gangland “hits,” murder to protect a drug market or other enterprise.

-- Rape. Assailant’s goal is sexual assault (any kind) of a male or female
victim.

-- Street Gang. The goal of the violent incident was related to a street gang
function, such as representing, recruitment, defense of turf, or promotion of a gang
enterprise. (Street gangs may specialize in expressive or instrumental violence; see
C.R. Block & R. Block, 1993b.)

-- Other. Rare situations such as murder-suicide pacts and mercy killings.
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Homicide Syndrome Patterns Over Time

Although total Chicago homicides followed the pattern shown in figure 1 from
1965 to 1993, different Homicide Syndromes followed different trends (figures 12 to
15), Homicide Syndromes change over time following different patterns because each
type of homicide responds differently to social changes in the urban community (see
for example, Block, 1981, 1987b; BJS, 1988:4; Maxfield, 1989). Specifically, two types
of homicide increased sharply in recent years. Street gang-related homicides and
expressive homicides of friends, acquaintances or strangers (non-family expressive
homicides) climbed rapidly during the late '80s and early '90s, while others types of
homicide did not (figures 12 and 13).11

The most striking recent increase in any type of Chicago homicide occurred in
street gang-related homicides (figure 12). Usually, street gang violence (whether fatal
or not) has not followed a smooth trend. Instead, it has increased and decreased in
“spurts” of violence, often reflecting an escalating series of confrontations between
specific gangs fighting over a specific territory of the city (Block, 1993). From 1990
to 1993, however, the number of street gang-related murders in Chicago escalated far
more than ever before. Compared to the years 1980 to 1989, when street gang
murders averaged 65.7 annually and were never higher than 87 in a year, 1991 saw
132 street gang-related homicides, and the number remained high with 119 in 1992
and 129 in 1993.

The 7,455 non-family expressive homicides from 1965 to 1990 include 1,323
(18%) that were between friends, 4,074 (55%) between acquaintances, 410 (5.5%)
between neighbors, 311 (4%) between work or professional associates and 1,418
(19%) between strangers. 12 Although data are not yet available for years after 1990,
early trends in these expressive homicides indicate an 18 percent increase from the
255 murders in 1988 to 301 in 1990 (figure 13). However, the 1990 level was still
much lower than the previous peak in 1979 (350 deaths), and it remains to be seen
whether the increase in these expressive confrontations continued into the ‘90s. Non-
family expressive homicides have some of the same characteristics as street gang
homicides, and may be seen as “confrontational competitions,” in which the
participants engage in a character contest about saving face (Wilson & Daly, 1985;
Luckenbill, 1977). They were overwhelmingly male-on-male (83%), and many began
as a street fight (36%) or a barroom brawl (8%). By comparison, 90 percent of street
gang-motivated homicides were male-on-male, and 64 percent began as a street fight
and 1 percent as a barroom brawl.

In contrast to trends in street gang-motivated homicide and non-intimate expres-
sive homicide, instrumental homicides (those beginning as a robbery, a burglary, a
drug business dispute, or another profit-motivated predatory attack) increased very
little in the ’90s (figure 14). Almost all of the 3,435 instrumental homicides from

11Non-family Expressive homicides are the total of expressive homicides between strangers and
between friends, neighbors and other acquaintances.

12The three personal confrontations between members of the same street gang that were not
motivated by the gang were included in this category.
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did not change (expressive homicide between other relatives). In the previous section,
we saw that the recent escalation occurred only for specific groups in the population.
Since different population groups are more vulnerable to different kinds of homicide,
the next question to explore is whether recent Chicago homicide trends occurred in
specific Homicide Syndromes involving specific groups.

Differential Risk for Homicide Syndromes

The most frequent type of homicide in Chicago from 1965 to 1990, constituting
30 percent of the total, was an expressive confrontation between friends, acquain-
tances, neighbors, business partners, or other people who knew each other but who
were not related (figure 16).13 Eighteen percent of the people murdered in Chicago
over the 26 years of available data were killed in a robbery or another instrumental
crime; 12 percent in an attack by a spouse or other intimate partner; seven percent
in a street gang-motivated confrontation; two percent in child abuse; and one in a
sexual assault. However, as figures 12 to 14 clearly show, these overall percentages
mask considerable fluctuation from year to year. In some years, for example, street
gang-motivated homicides accounted for a much higher proportion of the total than
in other years, ranging from a low of 2 percent in 1975 to 16 percent in 1993.
Similarly, instrumental homicides ranged from 10 percent in 1965 to 25 percent in
1974.

13Figure 16 includes data through 1990, because the count of expressive homicides for 1991 to
1993  is still preliminary. However, data currently available for other Homicide Syndromes through 1993
show that these percents are the same for intimate partner, street gang, sexual assault and child abuse
homicides, and drop to 17 percent for instrumental homicides. Mystery homicides are cases in which
there is no information as to motive.
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Figure 18

Male African American Victims of Chicago Street Gang-Related Homicide
by Year of Occurrence, 1965 to 1993
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Figure 19
Male Latino Victims of Chicago Street Gang-Related Homicide

by Year of Occurrence, 1965 to 1993

90

80

70

z 60

~ 30 I

1 22%iiaiia
656667666S 70717273747576 7778

Sourw Chicag

37

90‘al ’52’33’34’35’86’87‘3s
ornidde Dataset

50 I

90 91”s293”

“For these years, data are prelimina~.

37





proportion of female offenders to be higher (Zimring, et al. 1983; Block 1987a: 132-
133, 1987b, 1993). Wilson and Daly (1992) found that this is also true for other
United States cities (Detroit, Houston, Miami and Philadelphia), but that it is not true
of homicides outside of the United States in any country for which data are available,
including Australia, Canada, Denmark, England/Wales, Scotland, India, and six African
countries. In Chicago in 1991 to 1993, for example, the annual risk of being killed by
an intimate partner was higher for women than for men overall, but for African
Americans, the risk was higher for men than for women (figure 22). The decline in
the 1970s (figure 21), occurred for both male and female victims. Despite the decline,
intimate homicide still accounts for a considerable proportion of the total risk of
homicide death of nonLatino black middleaged males as well as females (Block, 1993).
It is, therefore, an important factor in the extremely high lifetime risk of homicide vic-
timization among black males.

TRENDS IN HOMICIDE SITUATION: WEAPON, DRUG OR ALCOHOL USE

The analysis so far has traced the recent sharp increase in Chicago homicide to
increases in the risk of homicide victimization and offending of certain groups in the
population in certain areas of the city, of specific Homicide Syndromes. In addition,
the pattern of trends over time may be related to situational factors - circumstances
such as the weapon used or whether the participants were using alcohol or drugs
during the incident. Situational factors can affect the likelihood that a violent con-
frontation will become lethal. Because they may operate differently in each Homicide
Syndrome, and may be related to the age group, gender or race/ ethnicity of the
participants, situational factors can play a role in the pattern of homicide over time.

Figure 22
Annual Victimization Risk of Intimate Partner Homicide

by Gender and Race/Ethnicity, 1991-1993







specific type of firearm was not known also increased sporadically during this period.15

Homicides with other types of firearm did not increase. In contrast, the rapid increase
in firearm homicides in recent years was specified by an increase in homicides commit-
ted with semi- or fully-automatic weapons. Though Chicago homicides with a non-
automatic handgun jumped in 1990, they declined sharply thereafter. In contrast,
homicides with a semi- or fully-automatic weapon climbed from only 78 in 1988 to
328 in 1993, a 321 percent increase.

The story does not stop there, however. Dividing trends in firearm homicide by
caliber (figure 25) shows that homicides with low caliber weapons (under .38)
declined steadily after 1974, due to a drop in low caliber revolver homicides from 142
in 1972 to only 26 in 1993. During the same period, homicides with a .38 revolver
fluctuated around a generally high level (about 175 per year) with a spurt over 250 in
1990. In contrast, homicides committed with an automatic or semi-automatic weapon
or with a non-automatic high caliber (over .38) weapon accounted for the recent
increase in homicide. The greatest increase was in homicides committed with a high
caliber semi- or fully-automatic weapon, which had fluctuated from 22 to 52 deaths
a year from 1973 to 1988 but then escalated to 240 in 1993.

Figure 25
Caliber of Firearms Used in Chicago Homicides, 1965-1993
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*For these years, data are preliminary.

15The spurts in the numbers of “unknown” firearm type in certain years may be due in part to the
large number of cases in those years, which creates an unusually heavy load of cases for firearm inves-
tigation and testing.
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It is possible that these trends indicate a substitution in the weapon of choice
for Chicago offenders, and possibly a change in firearm availability. The 1990 spurt
in homicides with a .38 revolver coincides with the beginning of the recent homicide
escalation in Chicago, and further coincides with the beginning of the battle over the
crack market in some Chicago communities. The rapid decline in homicides with a .38
coupled with the rapid increase in homicides with a high caliber or semi- or fully-
automatic weapon indicates, perhaps, that the firepower provided by a .38 was not
sufficient, and the crack battle then became the mechanism for escalating the lethality
of weaponry used in Chicago street gang confrontations and defense of drug markets.
In addition, it may be an ominous sign for the future that, while many other types of
Chicago homicide decreased in 1992 and 1993, homicides with a high caliber weapon
continued to climb, and those with a high caliber semi- or fully-automatic weapon
climbed precipitously.

Trends in Drug- and Liguor-Related Homicide

Was the recent sharp increase in Chicago homicides related to an increase in
drug-related or alcohol-related homicides?.16 Preliminary trends indicate that, indeed,
there was a sharp increase in drug-related homicides in Chicago after 1987, and that
1989 was a particularly high year (figure 26). Specifically, the 1989 increase occurred
in drug business homicides, which increased from nine in 1986 to 49 in 1989, drug
arguments, which increased from two in 1986 to 19 in 1989 and homicides to acquire
drugs, which increased from zero in 1986 to 21 in 1989. Thus, although total
instrumental homicides did not increase in Chicago in recent years (see figure 14),
those instrumental homicides with a drug motive did increase, from 12 in 1986 to 75
in 1989 and 48 in 1990.

The level of homicides involving drug use on the part of offender or victim was
not high in 1990, but did increase in 1991 and 1992 (figure 27). On the other hand,
homicides involving alcohol use have fluctuated widely around a fairly steady level
since 1982.17

Thus, preliminary data show that drug-motivated homicides and homicides
involving drug use both increased in the ‘90s, but that homicides involving liquor use
did not. However, trends in liquor use homicides did account for trends in one specific
Homicide Syndrome, homicides of intimate partners (figure 28). The decline in Chicago

16The Chicago Homicide Data set contains information to measure separately and distinguish
between 1) liquor use by participants, 2) drug use by participants, and 3) drug-related motive for the
incident. in a drug-related motive incident, there was positive evidence that drugs formed a motivation
or cause of the incident, including the business of drugs (a dealer putting out a contract on another
dealer; a fight over control of a drug market), an argument over drugs (such as an argument over
possession or quality), acquiring drugs (robbery of drugs or robbery to get money to buy drugs), or
other types of drug involvement (such as a baby starving to death because the parents were high).
Incidents in which there was circumstantial, but not positive, evidence that drugs were a motive, such
as a known dealer being found dead with no other evidence, were coded in a separate category.

17Homicides involving both drug use and liquor use are included twice in this graph, under both
“liquor use” and “drug use.”
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victims aged 15 to 24, the increase in the numbers being killed with a high caliber
(semi) automatic weapon was extremeIy rapid (figure 29). From only 14 in 1988, the
number of deaths rose over nine-fold to 132 in 1993, while homicides with other high
caliber weapons or with low caliber (semi) automatics also increased. This agrees with
a recent study of street gang-related violence in Chicago (C. R. Block & R. Block,
1993), which found an increase in street gang homicides but not in street gang
assaults, and concluded that the lethality (deaths per incident) of assaults had been
increasing. Similarly, homicides of these young adults were increasingly drug-related
(figure 30), with much of this increase due to the business of drugs.

REFERENCES

Bastian, Lisa D. and Bruce M. Taylor (1994). National Crime Victimization Survey:
Young black male victims. Crime Data Brief, NCJ-147004. Washington, D.C.:
Bureau of Justice Statistics.

Berkowitz, Leonard (1986). Some varieties of human aggression: Criminal violence as
coercion, rule-following, impression management and impulsive behavior. Pp.
87-103 in Anne Campbell and John J. Gibbs, Violent Transactions: The Limits
of Personality. Oxford, UK: Basil Blackwell.

Block, Carolyn Rebecca (1993). Lethal violence in the Chicago Latino community:
1965-1989. Pp. 267-342 in Anna Victoria Wilson (Ed.), Homicide: The
Victim/Offender Connection. Cincinnati: Anderson Publishing Co.

Block, Carolyn Rebecca (1988). Lethal violence in the Chicago Latino community:
1965-1981. Pp. 31-66 in Jess Kraus, Susan Sorenson and Paul Juarez (Eds.),
Violence and Homicide in Hispanic Communities. Washington, D.C.: Office of
Minority Health, U.S. Dept. of Health and Human Services.

Block, Carolyn Rebecca (1986). Specification of Patterns of Change in Chicago Homi-
cides: 1965 to 1981. Chicago: Illinois Criminal Justice Information Authority.

Block, Carolyn Rebecca (1987a). Homicide in Chicago. Chicago: Center for Urban
Policy, Loyola University of Chicago.

Block, Carolyn Rebecca (1987b). Lethal Violence at Home. Paper presented at the
American Society of Criminology annual meeting.

Block, Carolyn Rebecca (1985a). Race/ethnicity and patterns of Chicago homicide:
1965 to 1981. Crime and Delinquency 31(1, January): 104-116.

Block, Carolyn Rebecca (1985b). Lethal Violence in Chicago over Seventeen Years:
Homicides Known to the Police, 1965 to 1981. Chicago: Illinois Criminal Jus-
tice Information Authority.

Block, Carolyn Rebecca and Richard L. Block (1993b). Street Gang Crime in Chicago.
NIJ Research in Brief. NCJ 144782. Washington, D.C.: National Institute of
Justice.

Block, Carolyn Rebecca and Richard L. Block (1993a). Overview of the Chicago
Homicide Project. Pp. 97-106 in C.R. Block and R. Block (Eds.), Questions and
Answers in Lethal and Non-Lethal Violence: Proceedings of the First Annual

46



Figure 29

Caliber of Firearms Used to Kill Victims Aged 15 to 24
Chicago, 1965-1990
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Figure 30

Drug-Related Motive in Homicides of Victims Aged 15 to 24
Chicago, 1965-1990
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USING ECONOMETRIC FORECASTING TO CORRECT FOR
MISSING DATA: HOMICIDE AND THE EARLY REGISTRATION AREA
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ABSTRACT

Fully national data on homicide are unavailable prior to 1933. Available state
and city data appear to show substantial homicide increases across the century, but
the large amount of missing data makes drawing conclusions for the nation risky. The
present paper uses a regression-based econometric forecasting technique to estimate
national homicide rates for the first third of the century. The discovery of very strong
linear associations between changes in national rates and changes in rates for various
collections of states makes this useful. The resulting homicide rate estimates indicate
both much higher national homicide rates early in the century than previously reported
and relatively little increase across those years. I discuss limits of the technique and
argue that regression-based corrections can have application in a wide range of
situations.

INTRODUCTION

My thesis in this paper is that regression-based econometric forecasting
methodology is a powerful tool for estimating rates of phenomena like homicide when
data are missing in time-series data sets. Its use may be important because missing
data bring about two related problems. First, they lead to unreliability of counts and
rates, thereby reducing the effectiveness of statistical techniques used in causal
analyses. Second, data are unlikely to be missing randomly, introducing the
possibilities that time-series trends will be portrayed incorrectly and that coefficients
in linear models will be biased.

In the regression method of econometric forecasting, one calculates a predictive
linear equation that reliably links two variables in a time series. Then, in a time period
for which data on only one of these are available, it is an easy task to compute a point
estimate and a confidence interval for the other. Technically, one “forecasts” the
other. This method requires certain assumptions that may not be clearly testable; I
shall discuss them briefly below. However, in the case where a strong relationship
can be shown to exist between the two variables, this provides an independent
estimate of the endogenous variable, an estimate that may bypass the problems that
led to missing data in the first place. For discussions of time-series issues, see
Abraham and Ledolter (1983) or Ostrom (1978).

To demonstrate the problem and its potential resolution, I shall use a well-
known example of missing data from homicide research, namely homicide data from
death registration (vital statistics) in the United States in the first third of the 20th
century. These data have been used in discussions of homicide trends in the U. S. for
some 70 years, but there are very good reasons to believe that missing data from the
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earlier years of death registration make any conclusions from the data misleading at
best. In what follows, I shall discuss:

(a) the picture of U. S. crude homicide trends that emerges from direct use
of published death registration data,

(b) specific missing data problems with earlier data and ways to address
these,

(c) the change in the picture of U.S. homicide that emerges if one substi-
tutes empirically derived year-by-year “forecasts” of U.S. crude homicide
rates, and

(d) limitations in the use of this method.
My discussion will not be elaborate. Technical details can be found in Eckberg (1995)
or are available on request.

PUBLISHED DEATH-REGISTRATION AREA RATES OF HOMICIDE

Annual publication of deaths and death rates from the U. S. death registration
area began in 1906 with the first volume of the Census Bureau’s Mortality Statistics
(later replaced by Vital Statistics of the United States), covering the period 1900
through 1904. Homicide was one subdivision of the cause of death, called “death by
external causes” or “death by violence,” the other two major subdivisions being
suicide and accidental death.

Figure 1 shows annual crude rates of homicide for the states in the registration
area. It shows a dramatic increase in rates of homicide up to 1933 (when full U.S.
death registration was achieved), and a U-curve thereafter. Joining the pre-1933
registration area data to the national data yields an impression of a general 20th
century rise, including a five-to-nine-fold increase in rates between 1900 and 1933,
because of the low first decade rates.1

This early-century rise supports findings from studies of local jurisdictions, that
mostly have used police arrest and indictment records (Ferdinand, 1967, 1972;
Hindus, 1980; Lane, 1979, 1986; Monkkonen, 1981; Powell, 1966). However, as
Ted Robert Gurr (1981) concluded, though there may have been a sustained rise in
violence across the early decades, the evidence was scattered and confined to Eastern
and Midwestern cities. At least some of the early-century increase in violence found
in city studies seems to have been an artifact of policing practices. In Philadelphia,
much of the apparent increase was caused by the practice of the police at one time
counting automobile accidents as homicides (Weiner & Zahn, 1989). Roger Lane
(1989) now disputes the thesis of an early-century explosion of homicide, stating that
it “tends to dry up under a hard look.” Gurr (1989) and Margaret Zahn (1989) argue
for the increase, but offer cautions about the state of the evidence.

1The increase is a factor of about nine if one uses as a denominator the rates for registration
states. If one uses rates for the entire registration area as the denominator, this becomes a factor of
about five. The difference is caused by the fact that the registration area included data from many cities
in states that were not yet included. Their inclusion gives the early registration area a higher overall
homicide rate than does the set of registration states, which included rural as well as urban areas.
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Since in the present instance the published registration area homicide rates
appear to clearly mirror the bulk of those studies that rely on different sources, it
would seem that an early-century explosion in violence has been supported. But has
it? The problem of non-random, missing data in registration area data raise a pair of
problems that one must address prior to drawing such a conclusion.

THE PROBLEMS OF MISSING DATA

There are two “missing data” problems with early registration area published
homicide data. First, the states in the registration area were not randomly selected.
Early in the century, they consisted primarily of northeastern and Midwestern states
with relatively low homicide rates. Southern states, with their higher rates, mostly
were excluded until later years. Indeed, in the first two decades for which full national
data are available, the set of eleven turn-of-the-century registration states (Table 1)
typically experienced rates of homicide less than half the national rate. If this disparity
held early in the century, then published rates from that period would have to be at
least doubled to approximate national rates.

However, homicides (and suicides) also were extensively underreported within
the registration area during the first decade of reports, being often tabulated as
accidents. This problem was recognized by the authors of the reports and warranted
extended discussion throughout the first decade of Mortality Statistics, So problem-
atic did this make the published rates of suicide and homicide that the authors of the
first volume of the reports flatly stated that such statistics “are incorrect and
absolutely misleading” (Mortality Statistics, 1906: Iv).

There were two distinct, major reasons for the misreporting of murders and
suicides as accidents. The first of these, discussed in various volumes of the reports
and summarized later by the Census Bureau’s chief statistician for vital statistics for
the period 1906-1914, was that death certificate forms lacked sufficient detail for the
determination that a violent death was a suicide or a homicide, and therefore it often
had to be tabulated as an accident (Mortality Statistics, 1906:Iv-Ivii; Mortality Statis-
tics, 1908:14-16, 67-69; Mortality Statistics, 1909:76-79; Wilbur, 1916:23-33).

Even with this weakness, the death registration staff soon found that it was
able to gain suitable information in many cases by returning the cases to local
authorities for clarification (Mortality Statistics, 1907:56-57). At that time, there was
a well-documented reluctance to call a murder a murder (see Lane, 1979), one that
was overcome by the teen years when the “dark figure” of homicide became less
hidden (Lane, 1989:64-70). The Bureau’s insistence on detail was, in part, a tool for
overcoming this.

Though there is too little information to consider this in detail, a third cause of
underreporting of homicides may have been the tendency for local officials to report
deaths as caused by what the reports tabulated as “ill-defined” or “unknown” causes.
This broad category initially accounted for almost 74 deaths per 100,000 population
in the registration area. By 1907, the rate had been cut by more than half (Mortality
Statistics, 1909:79-80), a precipitous drop that continued for some time.
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Together, these phenomena imply that published homicide rates were sub-
stantially lower than those of the nation as a whole early in the century, but that over
the period of expansion of the registration area the published rates progressively con-
verged on actual national rates. In all, the dramatic increase in homicide portrayed in
published reports may be an artifact.

Estimating National Homicide Rates from Registration State Rates

From 1900 through 1905, there were eleven states in the registration area
(including the District of Columbia). 2  The registration area then increased in complete-
ness almost every year, with the addition of new states, though in two instances a
state previously admitted to the area was removed for a time because it used
inadequate enumeration procedures (see Table 1). If we consider each new collection
of states a “step” toward complete registration, there were some 23 “steps” in the
change from 11 states in 1900 to 49 in 1933.

As mentioned above, from 1933 (when the registration area finally encompassed
the whole nation) through 1950, the average rate of homicide in the first set of states
was less than half the national average. But how regularly did new “steps” have
higher rates than the older ones -- or to put it differently, how often did newer entries
have higher homicide rates than did the states already included in it?

The answer is clear. In 16 of the 22 years that a new step formed, the newer
step’s homicide rate was higher than the older one’s, yielding a Kendall’s tau of .45
between rank order of formation and (low) homicide rank. Using data for 1933, when
all steps are available, Pearson’s r between step number and (low) homicide rank is
.98, and r between step number and actual rate of homicide is .96. The correspond
ing tau is .89 in both cases. Simply put, registration area data from different years are
not equivalent. Annual homicide rates for the registration area up to 1933 essentially
represent continual shifts to ever later steps, and so give the false impression of
dramatic increases in homicide rates. The impression is an artifact of the shifting
itself.

To support this conclusion, in Figure 2, I graph the homicide rate of every step,
from the year that it appeared through 1950. While some groups of steps have rates
that are extremely close to one another and intertwine across the years, those that
clearly differ at any one time never exchange ranks. From 1933 through 1950, the
overall U. S. rate (the final step) is always highest; the rate for the initial group of 11
states is always the lowest.

2The registration area also included a large, and shifting, number of cities in states that had not
yet been admitted to the registration area. I shall not consider cities further, because homicides were
not published for individual cities until 1921. Then, by the late 1930s they were published by city of
residence rather than city of the occurrence of the homicide, a change that could lead to biased
estimates of national homicide figures, if employed.
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Of course, there is a different equation for the relationship of each step homicide
rate to the national rate. For most of those years before 1933, data from several
different steps will be available (since steps are cumulative). I could simply use the
step that includes the largest number of states as my x-variable. However, I shall use
the equation that yields the smallest standard error of the estimate (estimates are
almost identical, in any case). The equations are amazingly strong. The weakest equa-
tion, using data from the initial collection of states (Step 1), accounts for a full 86
percent of variance in national rates. The 10th “step” appears in 1917, and the
equation using Step 10 data accounts for 99 percent of variance.

Estimating National Homicide Rates for 1900-1906

One cannot follow the above procedure for those years in which homicides were
often tabulated as accidents. Because homicide rates for the steps were artificially
low, estimates of the national homicide rate would be low. At what point does this
end? Wilbur (1916) hinted that some underreporting continued through 1915 at least.
However, discussion in the reports themselves tailed off after the 1907 report, and
then until 1910 merely mentioned the artificial increase in homicide and suicide rates
resulting from improved practices.

One can triangulate the year in which the underreporting problem was resolved.
There are three categories of accidents in early reporting that authors of the reports
considered “suspicious” -- death by “fracture,” by gunshot, and by non-gaseous
poison. Tracing rates of these in the original eleven states, one finds that they
dropped rapidly after 1904, leveling off between 1907 and 1909. Homicide rose
rapidly until 1907 (suicide did so until 1908).

One can take another approach. There appears to have been no real problem
determining what was a “violent” death in the early years, merely one of sub-
categorization. Now, theoretical work by Gold (1958) and Porterfield (1960) suggests
that there should be long-term positive associations among homicide, suicide and
accidental death rates in the general population. Holinger and Kleman (1982) have
verified this for the United States. With this in mind, I use GLS regression to deter-
mine if there was a reliable association between overall violent death rates (x) and
homicide rates (y), in the initial group of states, first using 1909 to 1918 data. There
clearly is such an association (p<.02, R2=.58).

What is more, the equations are time-series models like those discussed above.
One can use the coefficients to estimate rates for the years 1900 to 1908 and to
determine in what year the “artificial” rise in homicide rates brought those rates within
the 95 percent confidence interval of the estimated rates. That year is 1907. The
estimates also suggest that across period 1900 to 1904, within the initial group of
registration states, homicides were underreported by a full 65.5 percent! Stated
differently, one would have to triple the published rates just to get fairly accurate
counts of homicide within the registration states for the years 1900 to 1904 (before
doing the doubling mentioned above)!
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A final problem arises here. One cannot use the estimated Step 1 homicide rates
of 1900 to 1906 as x’s in regression to further estimate national rates for those years.
The reason is that the equations would contain error terms that were correlated to an
unknown degree, and would yield biased coefficients (Neter, Wasserman & Kutner,
1985:164-167; Snedecor & Cochran, 1967:164-166). The problem is difficult to
overcome. However, it turns out that Step 1 violent death rates can be used directly
to predict U. S. homicide rates, similarly to the way they predicted homicide rates
within the step (though with larger error terms than is the case of rates predicted
using the Step 1 homicide rates). Indeed, for the period 1933 to 1950, a GLS
equation using first step rates of overall violent death to predict homicide rates for the
U. S. is highly significant (p< .001, R2 = .60).

I can finally provide estimates of national rates for every year from 1900 through
1932. For 1900 to 1906, I rely on the association between first step overall violent
death rates and national homicide rates. For 1907 to 1932, I use the association
between step homicide rates and national homicide rates, using whatever available
equation has the smallest standard error. What do the estimates show?

A REVISED VIEW OF AMERICAN HOMICIDE TRENDS

Figure 3 shows 1900-1932 estimates of national rates and their confidence
intervals, as well as published rates for the registration states and actual national rates
for the years beginning in 1933. The estimates clearly do not support the previous
historical picture of homicide in the United States. While they do not reverse findings
of an early-century increase in homicide, if they are at all accurate then the picture of
rapid or progressive increases across the first third of the century is fundamentally
false. Instead, they portray a moderate increase during the first five years of the
century, six years of “random walk” stability, another increase, then general stability
again.

However, estimates for the earliest years may still be low, because of the prev-
iously mentioned excessive number of deaths by “ill-defined or unknown causes.” If
the lowest rates -- in 1900 and 1902 -- are accurate, then there is a relative increase
of just under 50 percent by 1914, with no significant increase thereafter. If one
discounts those two years, then the increase is perhaps 25 percent. The relative
increase between 1900 and 1914 (or 1933, for that matter) is no more than one-
seventh the magnitude indicated by published registration area figures.

Rather than finding the lowest rates at the turn of the century, we find them
now in the 1950s. Even the estimates for 1900 and 1902 are over 40 percent higher
than are the rates in the mid-1950s. Aside from 1900 and 1902, the point estimate
or actual rate is above 7.0 every year through 1937, or always substantially above the
rates in the mid-1950s. Estimates for the period 1903 to 1912 generally are quite
close to 8.0, and from 1913 to the end of the period of incomplete registration
(indeed, through 1934) estimates are quite reminiscent of the rates in the 1970s and
1980s, in remaining for the most part above 9.0.

59



Figure 3
National Homicide Rates, 1900-1989

Rate per 1 0 0 , 0 0 0

METHODOLOGICAL LIMITATIONS

Of course these are only estimates, and include error terms. In fact, there are
three possible problems with the method, the last of which is most important. First,
it could be that the “meaning” of a homicide changed over time. However, vital
statistics researchers indicate no major change in this over the century (Klebba, 1981).
Actually, homicide was treated “differently” in the period 1900 to 1906, but we now
know we can get estimates of it from overall violent death rates, at the cost of an
expanded confidence interval.
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Second, the regression equations could be too weak to provide reliable esti-
mates, but in fact they are not. Mere Step 1 violent death rates provide an equation
that accounts for 60 percent of the variance in the national homicide rate, and Step
1 homicide rates account for 86 percent of that variance. Later steps provide
equations that account for much more variance. The general method provides highly
reliable estimates.

Third, the earliest year in the century is some 33 years removed from the start
of the period that provides the equations. Changes in linear relationships easily could
have changed in that time. Indeed, econometric forecasting is primarily used to
provide estimates within a fairly short time frame. Is there any basis for trusting these
estimates over published figures? Yes.

There is, first, the fact that rank-order relationships among the rates of homicide
in various steps (and the national as a whole) show such enormous stability for the
entire period 1900-1950. There is, second, the fact that, based on data from the per-
iod before 1920, we have evidence of about two-thirds under-reporting of homicides,
an underreporting that meshes well with the professional observations of the Mortality
Statistics authors. There is, third, the fact that the Step 1 group of states apparently
for years enjoyed homicide rates some half the national average.

For the earliest years of the century, the most caution is warranted, but the
second and third points combine to imply that national homicide rates at the start of
the century must have been about six times the published registration state rates -
close to what the estimates show.

CONCLUSION

The method employed here allows a robust way of replacing original rates that
are flawed by missing values, with empirically-derived estimates. All that is required
is an accurately-measured variable that is associated with the flawed variable in a
reliable, linear manner. Because one is using strictly predictive models, rather than
causal models, many of the restrictions on their use can be relaxed. In the present
case, for example, homicide in any step was actually a subset of homicide in the
nation as a whole.

In cases like this one, for which it does not appear that more complete data will
soon be available, the estimates may be our best source of information for trend-
plotting. However, the estimates cannot be used as coefficients in later equations,
because of the above-mentioned problem of correlated error terms. To do so risks
bias in estimates, a problem that is beyond the scope of this report.
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PATTERNS, STABILITY AND CHANGE
OF HOMICIDAL VICTIMIZATION

JIAFANG CHEN
University of Georgia, Gerontology Center

INTRODUCTION

In 1989, there were more than 22,000 homicides in the United States, an
average of more than 60 per day. Homicide has attracted the attention of researchers
and policy-makers for a long time, but only recently has it become a major concern of
the whole society. Despite increased research, such fundamental knowledge as
patterns and baseline measurements is limited. This study focuses on the following
three tasks:

(1) Identify the age pattern of homicide,
(2) Test the stability of homicide rates, and
(3) Test for significant shifts in homicide rates.

FORMER STUDIES ON AGE-PATTERNS

Glaser and Rice (1959: 684-685) studied the relationship between crime, age
and employment. They found that employment alone cannot explain criminality. The
age effect is necessary if we are to understand criminality. Others have found it diffi-
cult to distinguish age effects from cohort and period effects (Glenn, 1977; Pullum,
1978). Debate continues and the focus has shifted toward stability and change. In
Age and the Explanation of Crime, Hirschi and Gottfredson (1983:556) argue that the
age distribution of crime is invariant across sex and race. They use graphs to show
that age distributions for various crimes do not change over time. Steffensmeier, et
al. (1984:804) criticized this approach as limited to plots displaying the age distribu-
tion for common crimes of theft and interpersonal violence: “The comparison over time
is limited to plots showing three age distributions. ”

In addition, the methodology is criticized for not providing, “any statistical
tests.” However, some studies support their findings (Shavit & Rattners, 1988). They
too are criticized for “a number of flaws” in both data and methodology, and it is
suggested that there is no age pattern that can be used to predict criminality
(Steffensmeier et al., 1989). Sampson and Laub (1992) summarize the long-time
debate of age effects between “stability” and “change” in criminological research. On
the “stability” side, they emphasize that individual differences in antisocial behavior
are stable across the life course. If this is true, then criminality of human beings can
be predicted. Unfortunately, the “change” side proves that many attempts of
prediction are not successful. This paradox increases confusion in homicidal behavior
study. All these confusions and contradictions indicate that we social scientists are
far from understanding human criminality, and therefore, cannot properly develop
policies to reduce homicidal behavior.

Sampson and Laub (1992:76) call for a reconceptualization of human criminality.
A “focus on change ought to take center stage in future research, alongside stability. ”
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number of homicides from 1920 to the present has been large enough to yield reliable
rates for one- or five-year age groups. Though there have been reclassifications of
geographical areas and race, vital statistics are consistent and historically comparable.

Methodology

1. Data Arrangement

Demographic approaches were applied to arrange the data. United States
population-based homicide rates by sex, race and age were calculated. The calculation
uses the following equation: 

where:
R is population-based rate;
s is sex;
r is race;
I is an age group;
H is the number of homicide victims;
P is population in 000s.

Thus, R denotes victims of homicide per 100,000 population.

2. Pattern Identification

In previous studies, the terms “pattern” or “age pattern” are mentioned, but not
defined. Therefore, measures of “stability” and “change” may have quite different
meanings. Still, pattern recognition is a field that has grown with development of the
computer. Actually, pattern recognition would not be possible without the modern
computer. Pattern recognition has been adopted in many fields, such as biology,
medical studies, linguistics, physics, chemistry, astronomy, graphic image, and so on.
Theoretically, pattern recognition can be introduced into any field where similarities
and differences of two or more objects are intended to be measured and compared.
To achieve this goal, various mathematical and statistical equations are applied to
compare and confirm the similarities and differences. Conclusions as to pattern
recognition will be based on the statistical result (Krishnaiah & Kanal [Eds.], 1982).

Compared to other fields of study, pattern identification of homicide is relatively
easy and straightforward. In this study, the term “pattern” means the shape of the
curve for homicide rates. Two such curves were selected, the base year curve and
the comparative year curve. A comparative index was calculated in order to identify
the pattern. After laborious experimentation, it was found that the equation for the
correlation coefficient would fulfill this purpose. Mathematically, the correlation coeffi-
cient equation checks the relationship between two sets of numbers. There are two
situations in which these two sets of numbers will be highly correlated:
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the two sets of numbers generally follow similar trends upwards and down-
wards, where the correlation coefficient has a positive sign; and
contrary to the first situation, the two sets of numbers follow different trends
upwards and downwards; in this situation, the correlation coefficient has a
negative sign. For the purpose of this study, only the first situation was applied. 1

In order to avoid confusion with the correlation coefficient r, the equation was
borrowed for the construction of a Pattern Identification Index (Pll), where the
following assumptions must apply:

No negative number is allowed in rates.
Curve 1 (the base year rates by race, sex and age) and Curve 2 (the comparative
year rates by race, sex and age) will generally follow similar trends upwards and
downwards, not vice versa.
Rates must be paired and in the same continuous age order.

Following these assumptions, Pll is defined as:

where:
PII is the Pattern Identification Index;
n is the number of age groups, which are numbers of R;
b is the base year; and
c is the comparative year,

Note that Pll measures the shape of the two curves, regardless of absolute
differences between paired rates. This means that, in spite of the distance between
paired age specific rates, similarity of the overall pattern can be identified.

The PII is ranked from 0 to 1. An index of 0.8 or more indicates similarity of
patterns. An index of 0.6 to 0.79 indicates moderate similarity. A PII less than 0.6
indicates little similarity between the two curves and may also indicate a period of
change.

3. Type 1 Change Test

There are three types of change and each has a different meaning. They are
Type 1 change, Type 2 change and Type 3 change. Only the Type 1 change test was
used in this study. Another article is needed for the Type 2 change test and Type 3
change test. Type 1 change is change in the proportion at each age-group within the
number of homicides at all ages. This proportion distribution is defined as:

1There are as many ways to calculate correlation coefficient as for the PII. For a detailed
discussion, please refer to any statistics book, or to Rogers and Nicewander (1988).
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where:
PROP is the proportion distribution; and
m is the upper limit of the age-group.

The change of proportion distribution was checked by using the Index of
Dissimilarity (ID). ID checks the distribution of change in two series of proportions,
and is defined as:

where:
ID is the index of dissimilarity.

An ID score of 15 and over is accepted as the index of obvious change
(Steffensmeier, et al., 1989:811).2

RESULTS

Pattern Identification

Curves of homicide rates by race, sex and age group are shown in figures 1, 2,
3 and 4. Pattern identification index is shown in Table 1. Figures 1 to 4 show that
for the U. S. population, males and females, blacks and whites, a high rate of infanti-
cide is followed by a decrease until about the age of puberty, an increase into ages
20 or 30, and a consistent decline thereafter except for an occasional increase at the
oldest ages.

In figures 1 through 4, rates are shown for four race-sex groups for 1920 to
1989. In order for similarities between the highest and lowest rates to be visible for
white males and females, two additional figures are drawn. There are two y-scales in
figures 5 and 6. The left scales have a maximum twice that of the right scales. This
makes the similarity between high and low years clearly visible.

For white males (figure 1) the highest homicide rates occurred in 1980, and
1940, 1950 and 1960 are among the years with the lowest rates. The Pll indicates
that, compared to 1940 and 1950 patterns, the 1989 pattern shows moderate
change. For 1960, when rates were still low, there is no great dissimilarity with other
years (figure 5).

2For details of this calculation, please refer to Shryok, Siegel and Associates (1973).

69



Figure 1
White Male Age-Specific Homicide Rates: 1920-1989
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Figure 2
White Female Age-Specific Homicide Rates: 1920-1989
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Figure 3

Black Male Age-Specific Homicide Rates: 1920-1989
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Figure 4

Black Female Age-Specific Homicide Rates: 1920-1989
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Table 1
HOMICIDE VICTIM PATTERN IDENTIFICATION INDEX

U.S. Population by Race & Sex, 1920-1989

Base Line 1920 1930 1940 1950 1960 1970 1980

Comparative Year:
White Male

1 9 3 0  0 . 9 4 3
1 9 4 0  0 . 8 8 2
1 9 5 0  0 . 8 7 0
1 9 6 0  0 . 9 4 6
1 9 7 0  0 . 9 3 1
1 9 8 0  0 . 9 0 2
1 9 8 9  0 . 9 0 4

White Female
1 9 3 0  0 . 9 2 8
1 9 4 0  0 . 8 6 3
1 9 5 0  0 . 8 4 1
1 9 6 0  0 . 8 0 9
1 9 7 0  0 . 6 6 6
1 9 8 0  0 . 7 5 6
1 9 8 9  0 . 8 9 8

Black Male
1 9 3 0  0 . 9 5 1
1 9 4 0  0 . 9 7 1
1 9 5 0  0 . 9 5 8
1 9 6 0  0 . 9 3 1
1 9 7 0  0 . 9 5 4
1 9 8 0  0 . 9 6 0
1 9 8 9  0 . 9 3 6

Black Female
1 9 3 0  0 . 9 1 3
1 9 4 0  0 . 8 7 7
1 9 5 0  0 . 9 0 7
1 9 6 0  0 . 7 6 5
1 9 7 0  0 . 7 6 3
1 9 8 0  0 . 8 5 1
1 9 8 9  0 . 7 4 5

0.952
0.949
0.967
0.958
0.921
0.881

0.872
0.852
0.882
0.820
0.854
0.943

0.983
0.987
0.980
0.969
0.978
0.905

0.948
0.951
0.867
0.826
0.901
0.786

0.968
0.945
0.911
0.823
0.772

0.930
0.883
0.682
0.677
0.824

0.986
0.973
0.972
0.980
0.908

0.961
0.880
0.902
0.938
0.771

0.943
0.881
0.829
0.779

0.949
0.715
0.722
0.802

0.989
0.986
0.991
0.892

0.936
0.914
0.933
0.785

0.953
0.928
0.911

0.818
0.786
0.849

0.984
0.990
0.868

0.924
0.895
0.767

0.953
0 . 9 1 1  0 . 9 8 1

0.916
0 . 8 6 8  0 . 8 7 5

0.993
0 . 9 1 0  0 . 8 9 9

0.928
0 . 7 5 5  0 . 8 6 7

For white females (figures 2 and 6), 1980 had the highest rates, while 1940,
1950 and 1960 had the lowest. In comparison with 1920, the patterns for 1940,
1950, 1970 and 1980 show moderate change. The 1980 pattern is moderately
different from that for 1960.

72



20

15

10

5

0

Figure 5
Homicides Per 100,000 U. S. White Males

Left Scale: 1920, 1930, 1970, 1980 & 1989; Right Scale: 1940, 1950 & 1960

Rate

---- . . .

3

0 10 20 30 40 50 60 70 80

Age

— 1920
.. 1930 --- 1940 — 1950

— 1960 1970 + 1980 ‘---” 1989

Figure 6
Homicides Per 100,000 U. S. Whita Females
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Table 2
INDEX OF DISSIMILARITY FOR TYPE 1 CHANGE TEST

U.S. Population by Race & Sex, 1920-1989

Base 1920 1930 1940 1 9 5 0  1 9 6 0 1970 1980
Line

Comparative Year:
White Male

1 9 3 0  8 . 5 6 5
1 9 4 0  1 3 . 0 3 0
1 9 5 0  1 5 . 1 0 1
1 9 6 0  1 6 . 6 7 3
1 9 7 0  1 5 . 9 6 3
1 9 8 0  1 5 . 1 7 6
1 9 8 9  1 1 . 1 7 3

White Female
1 9 3 0  1 0 . 9 1 3
1 9 4 0  1 8 . 6 4 8
1 9 5 0  2 3 . 4 3 0
1 9 6 0  2 7 . 0 8 9
1 9 7 0  2 2 . 8 9 0
1 9 8 0  1 8 . 1 4 4
1 9 8 9  1 7 . 0 7 1

Black Male
1 9 3 0  6 . 1 6 9
1 9 4 0  7 . 0 8 0
1 9 5 0  1 1 . 3 0 3
1 9 6 0  1 5 . 9 0 3
1 9 7 0  1 3 . 5 8 4
1 9 8 0  8 . 5 5 8
1 9 8 9  1 0 . 9 1 5

Black Female
1 9 3 0  6 . 8 6 2
1 9 4 0  8 . 2 9 7
1 9 5 0  1 4 . 8 3 5
1 9 6 0  2 6 . 6 8 8
1 9 7 0  2 4 . 3 4 4
1 9 8 0  1 7 . 0 5 0
1 9 8 9  1 8 . 9 3 8

7 .113
8.341

10.419
9.091

14.782
12.543

13.069
16.789
19.272
16.215
12.781
13.396

3 .146
6.707

12.037
14.028

10.392
14.523

4 . 5 1 6
12.223
23 .883
22 .160
13.800
16.405

6 .014
6 . 4 1 2  5 . 1 7 7

8 . 4 8 3  1 0 . 4 7 4
1 7 . 3 8 4  2 0 . 6 9 0
1 5 . 6 9 2  1 8 . 9 9 0

7 .976
1 0 . 6 9 0  6 . 7 5 7
1 1 . 0 3 1  1 3 . 5 9 0
1 6 . 1 3 3  1 9 . 6 7 5
1 1 . 4 8 3  1 5 . 0 7 2

6 .696
1 2 . 7 4 3  8 . 0 1 5
1 5 . 1 0 2  1 4 . 2 1 0

1 0 . 6 2 4  1 2 . 5 5 5
1 5 . 5 1 5  1 8 . 0 9 3

11.006
2 2 . 6 3 7  1 3 . 7 9 0
2 2 . 2 3 9  1 5 . 0 6 9
1 5 . 2 9 0  1 5 . 7 3 4
1 8 . 3 7 6  1 4 . 6 1 2

6 .676
17.747
15.461

14.133
20.525
17.342

12.211
14.967
21.451

15.827
22 .226
18.891

11.878
1 1 . 5 2 5  6 . 3 2 4

8.715
1 0 . 8 6 5  9 . 9 0 6

9 .374
1 3 . 8 2 8  8 . 3 3 7

12.808
1 4 . 5 5 7  9 . 0 4 5
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CONCLUSION

This study uses vital statistics data to examine the pattern, stability and change
of homicide behavior in the U. S. by race, sex and age group. To obtain these goals,
indices for a Pattern Identification Index and a Type 1 change test (Index of Dissimilar-
ity) were constructed, and results obtained. Based on the data used, examination
shows the following:

Homicide patterns for the United States population were basically stable over
time. Recent patterns show a moderate similarity only when comparing with the
low-rate years.
For the U.S. population from 1940 to 1960, homicide rates were basically low
and relatively stable.
Changes occur after 1960, when peak homicide rates shifted to younger age
groups.
Males are more violent than females. Homicide rates for all four groups show
high homicide rates for males, while rates for females are lower comparing with
males.
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AGE PATTERNS IN HOMICIDE

EVERETT S. LEE
JIAFANG CHEN
University of Georgia, Gerontology Center

From our point of view, age patterns in homicide are more complicated than
those in suicide. In suicide, we deal with only one pattern, that of persons who kill
themselves. In homicide, we deal with two, the killers and the killed.

Not only must we consider two very different patterns, we must concern
ourselves with the ways in which changes in the age structure of killers affects that
of the killed. That raises other important questions, far too complex to be examined
in a brief analysis. Nevertheless, they should be mentioned and briefly illustrated. Do
annual or periodic rates give us a good idea of cohort rates? In what ways are the age
structures of annual and cohort rates affected by the epidemiological concerns of time
and space and the demographic factors of sex and ethnicity? Once these factors are
taken into account, we realize that we must adopt an historical approach that allows
us to consider the immediate and long term effects of the communications revolution,
earlier physical maturity, and the relationship of economic and political events to
stages of the life cycle.

Though it was not until 1933 that all of the 48 mainland states were included
in the Vital Statistics death registration area, we can compute comparable rates by
race, sex and age for the nation from 1920 onward. Beginning in 1929, we have
annual economic indicators that are closely related to rates of homicide for the total
and white populations. From the middle 1960s, we can use Uniform Crime Reports
on persons arrested for homicide.

Figure 1 contrasts the age patterns of the killed with those arrested for killing
in 1992. For both, the rates shown were calculated for age groups as specific as
possible: for victims by five-year groups except for ages under 5 and over 75, and for
arrestees by single years from 14 to 24. For victims, the base population was the
total United States population; for arrestees, adjustment was made for the area for
which detailed reports were made to the FBI.

For victims, the age pattern shown in Figure 1 can be thought of as generally
descriptive of age patterns of homicide for the total population of the United States
for the entire period for which data are available. It is also fairly descriptive of those
for different races and genders within the United States and for total populations of
nearly all the countries for which definitive rates of homicide are available. This is a
curve with a peak at age 0 to 1, a sharp decrease in the next year of life, low rates
until about the age of puberty, increasing rates to a second peak in early adulthood,
and consistent decreases into the 60s or 70s. Interestingly, this is a curve that is very
much like the curves for migration and that which describes the male-female ratio of
overall death rates.
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Figure 1
Age Distributions: Homicide Victims and Arrests for Homicide

per 100,000 U.S. Population, 1992

Rate

The age pattern for arrestees in 1992 is very different (figure 1). It shoots up
in almost linear fashion from the early teens until age 18, falls with surprising sharp-
ness through ages 19 and 20 and is at relatively low levels by age 25. About two-
thirds of the homicides in 1992 were cleared by arrest, leaving us to wonder how
much higher the arrest rates would be in the late teens if all murders were solved.
Undoubtedly, some of the unsolved cases involve drive-by or other types of near-
random shooting, probably more characteristic of young than old killers. However, it
may be that a larger proportion of older murderers are more careful and therefore less
likely to be arrested.

In Figure 2, we take a further look at rates for arrestees. Here we have separate
comparisons for males and females from 1966 to 1992. Not only are rates very low
for females as compared with males, but there are marked differences in age patterns
and in relationships over time. The peak rate shown on this chart for females is only
about seven per 100,000 as compared with nearly 100 for males. For both males and
females, current rates for teenagers are the highest, but they are among the lowest
for persons over the age of 25. For males the increase from age 14 to the peak rate
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Age Patterns in Homicide Arrests, by Gender: 1966-1992
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at 18 is almost linear. However, the subsequent fall is almost as sharp as the rise.
From age 18 to 19, the decrease is about 20 points, and by age 24 the rate is just
over 40. Note also the narrowing of the area under the curve for males, representing
the increasingly greater proportion of killers between the ages of 14 and 25. Fox
(1993) has used data by race and sex for ages 14 to 17 to show very sharp
differences between black and white males. For white males of these ages, the rate
of arrest for murder and nonnegligent manslaughter doubled from seven per 100,000
in 1984 to 14 in 1991, while that for black males more almost quadrupled from 32 to
112 (Fox,1993:Table 3.147). A further step that needs to be taken is to separately
compute rates for Hispanic and non-Hispanic whites. The evidence is that a dispropor-
tionate number of homicide offenders and victims are Hispanic.

We turn now to the age patterns of homicide victims by race and gender.
Though there are differences between races, between males and females, and from
one age group to another, the general pattern of change over time in rates of homicide
for victims was a consistent rise throughout the 1920s to peaks in the depths of the
Great Depression. Thereafter, there was almost constant decline until the late 50s or
early 60s, broken only by a major dip during World War Il. After 1960, there was a
general and sharp increase in homicide rates, such that age patterns were no longer
as similar as they were in previous years. Rates increased more for younger ages than
for middle and later ages and more for males than for females. The resulting changes
in overall age patterns perhaps can be seen better if we compare age distributions at
earlier peak years (the Great Depression and the recessions of the mid-70s and early
80s) with those of 1989, the latest year for which we have data from vital statistics
(Figure 3).

In Figure 3, rates in the peak years are shown for white and black males. Note
the differences in scale, a factor of eight. Had we put black and white rates on the
same chart, the age patterns for whites could not have been perceived. After recov-
ering from seeing rates of 160 or 170 for black males aged 25 to 29 in 1934 and
1980, we can see that the age patterns in the earlier years were quite similar. The
pattern for 1989 differs mainly from other years in low rates after age 25. For black
males, this is particularly noticeable. For this group, the rates for young males in
1989 rise faster than before, peak at the earliest age ever, and begin the downward
slope five to ten years earlier.

Figure 4 features rates for females in peak years. Again, it is necessary to use
different scales for the two races; this time the factor is about seven. For whites, the
earlier age patterns are very similar to those for 1989. However, note that except for
the youngest and the oldest ages, the 1989 rates are among the lowest. One other
finding is of special importance for females. For white females, the infanticide rate
(that for ages 0 to 1) is sometimes higher than that for any other age. Also among
black females, the first year of life is one of great risk.

In Figure 5, we shift the comparison of 1989 victimization rates to those years
in which rates were low, that is during World War II and the 50s (1944, 1954 and
1958). For white males, the rates for the years with low homicides are very similar.
In all three years, homicide victimization rates are almost flat from early adulthood into
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Figure 3

Homicide Victimization Rates for Males, by Race and Age:
Peak Years, 1934-1989
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Figure 4
Victimization Rates for Females, by Race and Age:

Peak Years, 1934-1989
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Figure 5
Homicide Victimization Rates for Males, by Race and Age:

1989 Versus Extremely Low Years
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the 50s or 60s. The rates for white males in 1989 stand out in comparison, because
of the sharp rise into young adulthood and the sharp fall thereafter. For the oldest
ages, the 1989 rates are little different from those for early years. For black males,
we do not see so great a difference. It is only with teens and the youngest adults that
we see major differences in 1989 age-specific rates. Could it be that, were it not for
the behavior of the young, we would be discussing low rather than high rates for older
blacks?

Figure 6 makes a similar comparison for females. For females of both races, the
age-specific rate patterns in the three low-rate years (1944, 1954 and 1958) are very
similar to each other. For white females in 1989, the rate of infanticide stands out as
high in relation to other rates for the same year and to all age-specific rates for earlier
low-rate years.

For black females, the comparison is very different (Chart 6b). Except in early
childhood and perhaps in the oldest age groups, the black female rates for 1989 are
very similar to those for the earlier years of low rates. Note, however, that for black
females there is none of the flattening out of rates from young adulthood into the 60s
that is found for both white genders.

The age patterns that we have examined so far might make us believe that if we
got through that dangerous first year of life and did not get murdered in our teens or
twenties we could expect our later years to be increasingly safe. However, that is not
always the case. In Figure 7, we have followed four birth cohorts of males from their
first years up to current ages. Of special interest here are the cohorts born in 1915
to 1920. The rates experienced by this cohort reached a low peak at ages 25 to 29
in 1945 (the year when quite a number of young men came home after a lengthy war
service), changed rather little with age, but reached a somewhat higher peak in 1975
when they were ages 55 to 59. Note also that none of the previous cohorts had as
sharp a rise in rates after age 20 as did those born in 1945 to 1950. Again, the scale
for rates has to be very different for blacks, this time by a factor of ten. Taking that
into account, we can find similarities in rates for the two races, but we also see peaks
coming at earlier ages for black males.

Figure 8 compares cohort rates for females. As with males, we see that black
females reached peaks in homicide at earlier ages than did white females. A major
difference between white and black females is the flattening out of rates for the 1915-
to-1920 cohort of white females after ages 15 to 19. For this cohort, homicide rates
were very low; for most stages of life, annual rates were about two per 100,000 per
year. For black females in the same cohort, the rates at ages 20 to 24 were 15 times
as high and remained at least five times as high until old age.

Why enter into such a detailed comparison of age patterns by race and sex and
contrast the life experiences of today’s ancients with that of their grand-children or
great grandchildren? We have all been taught that history does not repeat itself, but
we know that all generations go through the same stages of life and react much more
to stressful events at some stages than at others. For some groups, the reactions are
much more extreme than for others: for males than for females; for the most disadvan-
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Figure 6
Homicide Victimization Rates for Females, by Race and Age:

1989 Versus Extremely Low Years
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Figure 7
Risk of Homicide Victimization for Males, by Cohort and Age
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Figure 8

Risk of Homicide for Females, by Birth Cohort and Age
(a) White Femeles
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taged than for the least disadvantaged. It is with this knowledge that we can make
limited predictions of the immediate future, and explore the possible causes of these
trends, such as earlier physical than intellectual maturity and the increasing span of
years of high activity and great temptation.
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GETTING AWAY WITH MURDER:
AN EXAMINATION OF ARREST CLEARANCES

MARC RIEDEL
Southern Illinois University

Since at least 1960, the offense of murder has been characterized by a
decreasing percentage of offenses for which an offender is arrested. In 1961, 93 per-
cent of murders and nonnegligent manslaughters in the United States were reported
as cleared; by 1992, clearances had dropped to 65 percent (Federal Bureau of
Investigation, 1962; 1993). Using Supplementary Homicide Reports (SHR) for the
nation, Cardarelli and Cavanagh (1992) found that for 1971 to 1990 there was a 33
percent increase in the number of murders and nonnegligent manslaughters reported
to the police, but a 174 percent increase in uncleared murders.

The decline in clearances is not limited to murder, as Figure 1 shows. Besides
murder, clearances for rape, aggravated assault and robbery have shown a decline
since 1961. While the national data reflect aggregation error, the most interesting
features are that the trend lines are approximately parallel and there is no abrupt
change or shift in the trends. Correlations for the 17 years shown range from .82 for
murder and rape clearances to .95 for murder and assault clearances. Figure 1
suggests that the difficulties of law enforcement in providing legally appropriate
responses to violence is not limited to murder.

Figure 1
Percent of Offenses Cleared by Arrest

Source: Annual Editions  of the UCR
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An understanding of the reasons for a decline in murder clearances is important
for several reasons. First, the fact that about one-third of the people who murder
other people remain at large raises questions of public safety as well as increasing
fears of violent victimization. This is particularly relevant where the uncleared murders
involve repetitive offenders such as strangers, robbers, and other kinds of felony
offenders (Riedel, 1993; Riedel & Rinehart, 1994).

Second, because clearance percentages are frequently seen as a measure of
police effectiveness, the decline in clearances has led to a decline in police morale.
A recent U.S. News and World Report article described the frustration experienced by
police in the increasingly difficult attempts to clear murders. According to a veteran
Washington detective:

I can honestly say this is the first time in my career I don’t enjoy this stuff
any more. And I’m in the process of looking for another job. We’re losing
the war. We’re not even winning battles anymore. (Witkin, Creighton &
Guttman, 1994: 34)

Third, the occurrence of murder has a traumatic effect on the victim’s family that
is only made worse when no offender is arrested. The intentional death of another
has an adverse impact on the victim’s:

family, relatives and friends who see no resolution by the criminal justice
system for their loss. A growing body of research shows that the sur-
vivors of homicide victims undergo stress and trauma for long periods of
time, with children especially vulnerable to psychological trauma (Amick-
McMullan, Kilpatrick & Veronen, 1989).

This paper is an examination of some major theoretical and methodological
problems in doing research on murder clearances. In the following section, theoretical
perspectives on third parties are examined. The section concludes by offering a view
of third parties as knowledgeable people in the community whose cooperation with
police is problematical. The methodological part of the paper considers the difficulties
in using SHR to study clearances and ways that the problem of missing data can be
addressed in research.

THE ROLE OF THIRD PARTIES

Unlike clearances of nonfatal crime, where the victim has a lively, if not
unequivocal, interest in cooperating with the police, murder clearances generally rely
on information supplied by third parties. The research and theory on third parties falls
into two categories.

Third Parties as Facilitators and Mediators

One image of third parties is that of facilitators or mediators of violence between
victims and offenders. This view draws on social interactionist theories of aggression
that see offenders, victims and third parties as purposeful and rational actors engaged
in a response to an identity attack, or in efforts to deter behavior or gain justice. For
Felson and Steadman (1983), violent interaction begins with personal insults, threats
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or failures to comply with the demands of one of the actors. It progresses to evasions,
counterattacks and physical violence.

The research of Felson and his colleagues focuses on the behavior of third
parties as participants in specific violent situations. Thus, Felson, Ribner and Siegel
(1984) found that aggressive third parties increased the aggressiveness of offenders,
particularly when third parties were young males or significant others. In addition,
Felson, Baccaglini and Gmelch (1986) found that bouncers had only a modest effect
in reducing violence.

Black (1983) extends the view of third parties by considering how grievants may
seek out the help of third parties or be perceived by them as needing help after they
have been victimized. In his view of crime as self-help, third parties may use violence
themselves to punish violators. Black cites an instance reported by Merry (1981:158)
in which a young woman’s brothers attacked and beat her boyfriend “for making her
a drug addict.” In another instance cited by Black, a young man was stabbed for
cooperating with the police in a burglary investigation. The stabbed victim recovered,
and with the help of friends, beat one of his two assailants badly (Merry, 1981),
Whether viewing crime as self-help or third parties as facilitators or mediators, this
research leaves unanswered the question of cooperation with the police.

Third Parties as Passive Observers

In contrast to third parties as purposeful participants, police-centered research
contains an image of third parties as passive observers. In this category, the research
bears on what features of police activity or police organizations account for clearances
and how these can be modified to increase clearances.

Variations in police clearances have been related to the number of police
(Bottomley & Pease, 1986); workload, skills, training and police-community relations
(Greenwood & Petersilia, 1975); education level, age and experience of the officers
(Bozza, 1973); the extent of followup investigations (Bynum, Cordner & Greene,
1982); and information processing technology (Skogan & Antunes, 1979).

One controversy that characterizes this research is the relative effectiveness of
detectives in clearing offenses. According to Greenwood (1970) and his associates
(1975; 1977), primary responsibility for clearing cases falls on the patrol officer, who
decides whether the necessary leads are present and conditions favorable for an
arrest. Detectives process the paperwork, pick up and interrogate suspects who are
already identified, and prepare the case for prosecution. In this view, detectives do
little investigative work.

In contrast, Eck (1983; 1992) found that both patrol officers and detectives
make a substantial contribution. Preliminary investigation information and followup
investigations were significantly related to arrests.
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The preceding brief review of theory and research was meant to illustrate a gap
in our conceptual understanding of how information about murders is relayed to the
police. On the one hand, third parties are facilitators and mediators of violence who
have no contact with the police, while on the other, they are passive receptacles of
information waiting to be tapped by an effective configuration of police organization
and resources.

It seems to this writer that if researchers are to make a contribution to under-
standing murder and violence clearances, it is worth considering a perspective that
gives third parties the same theoretical salience as victims and offenders. In what is
proposed here in preliminary fashion, the theoretical view used by Felson and his
colleagues is extended to a consideration of how third parties interact with the police.

Key actors in the process of clearing murders are informants, who are any third
parties providing information that can be used to clear offenses by arrests. Police
informants, as the term is commonly used, are included, but the term also extends to
co-participants, significant others, bystanders, neighbors, medical personnel, or
ordinary citizens who observe something of importance in going about their routine
activities.

Informants may acquire information relevant to a murder either through third
party participation or through social networks bounded by subcultures and neighbor-
hoods. As purposeful actors, they may volunteer or withhold information for a variety
of moral, social, strategic or tactical reasons. Informants may cooperate because they
want to retaliate against the offender or hope to exchange information for a reduced
plea on an unrelated charge, or may reveal information because of the situational
dynamics of police interrogation or because they have a strong sense of justice.
Informants may withhold information because they fear retaliation from friends of the
offender or gang members, are unwilling to harm the offender, dislike the police, or
are indifferent to the outcome of the murder.

Exploring the implications of how information about a murder is relayed to the
police extends beyond the scope of this paper. An important task is to describe the
social conditions under which informants cooperate with the police. In addition, there
is the question of how availability of information covaries with reported murder
clearances. For example, it might be hypothesized in “celebrity murders,” the most
recent being the case of O. J. Simpson, that the gap between what is available and
what is known to police is reduced to a minimum. The view of informants used here
also considers how the physical conditions of the murder limit the amount of
information available. Thus, the longer the period between the occurrence of the
murder and the reporting of it, the less likely it will be cleared (Riedel, 1994).

METHODOLOGICAL ISSUES

The most serious deficiency in the study of murder clearances is a lack of basic
descriptive information about the phenomenon. For example, while nationwide trends
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in murder clearances are available (see Figure 1), similar trends for major cities are
unavailable. The fragmentary information that exists suggests that the trends
provided in Figure 1 are not duplicated. In a study by Riedel and Rinehart (1994),
murder clearances available from the Chicago Police Department from 1987 through
1991 ranged from 70.2 percent to 72.9 nine percent, which is substantially higher
than national figures. On the other hand, according to two magazine articles, the
clearance percentage for murder in New York and Washington is approximately fifty
percent (Pooley, 1992; Witkin, et al., 1994).

What are the strengths and limitations of the Supplementary Homicide Reports
(SHR) as a data source for exploring questions about murder clearances? One answer
is that it has limited utility, since it contains no codes for clearances. Further, Maxwell
(1989:679) has suggested that SHR represent, “preliminary decisions about
circumstances based on information available in the early stages of a homicide
investigation.” Maxwell’s useful conclusion implies that SHR are filed too early in an
investigation to be helpful, even if a measure of clearances were available.

Recent research by Riedel and Rinehart (1994) shows a more complex picture.
In a study of murder clearances of single victims in Chicago from 1987 through 1991,
3,066 cases were drawn from the Victim Level Murder (VLM) file maintained by the
Illinois Criminal Justice Information Authority. The VLM file is based on SHR and is
subject to a number of quality control checks (Miller & Block, 1983).

A measure of murder clearances was derived by treating all cases that had
information missing concurrently on the offender’s age, race and gender as uncleared
murders. Using this measure for total homicides, Table 1 compares the number of
cases and percent cleared from the VLM file to similar figures from the Chicago Police
Department. 1

Table 1
Number of Homicides and Clearances:

VLM Data and Chicago P. D. Reports, 1987-1991

VLM Data Chicago P. D.

Year Total % Clear Total % Clear

1987 691 75.3 691 72.9

1988 661 74.1 660 72.5

1989 742 74.9 742 72.8

1990 851 71.3 852 71.6

1991 926 70.7 927 70.2

Total 3,871 73.1 3,872 71.8

1The author extends his appreciation to Roger Przybylski for making Chicago Police
Department clearance data available.
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Considering the vagaries of police statistics, the two sources of data agree well.
Except for a difference of one case in 1988, 1990 and 1991, the number of cases
from both sources is identical. The differences in clearance percentages range from
0.3 percent to 2.4 percent.

While there is no explanation for the variations over the five year period, the
generally high level of agreement reflects the Chicago Police Department’s practice of
turning SHR over to the statewide reporting agency every six months, rather than
monthly. With longer periods between occurrence and reporting, the absence of data
on offender variables is more likely to reflect clearance status.

However, Maxwell’s conclusion about the preliminary nature of SHR data is
sound advice. While the VLM and Chicago Police Department clearance measures
agree well in the instance described, reporting practices probably vary among cities.
In addition, it may be that the agreement found in Table 1 is a consequence of quality
control work on the VLM file and would not be replicated with SHR from the
Department of State Police, the statewide reporting agency. Before any general
conclusions can be reached about the utility of the SHR as a source of clearance data,
it is necessary to explore more fully what recording of offender information indicates,
at what stage of murder investigations the SHR is completed, and what departmental
data sources are used for completing the SHR.

The Problem of Missing Data

The major methodological issue in the increase of uncleared murders is missing
data. Clearly, any study using offender-related variables in which ap-proximately one-
third of the data are missing (using national figures) faces a serious problem of bias.
Homicide researchers have ignored or avoided the issue by framing questions that
make extensive use of victim data. While victim-based research is indisputably useful,
an opportunity to inform practice and policy is lost because homicide researchers have
so little to say, reliably, about offenders.

One approach to the problem of missing data is to adjust the data or estimate
the missing values. Statistical literature on the topic is massive and complex as
evidenced by the three volumes edited by Madow, Olkin and Rubin (1983). Because
statisticians tend to write primarily for one another, the techniques are difficult to
understand without a substantial mathematical background. Further, the fact that
homicide research relies on secondary data introduces substantial problems when
using techniques designed for primary data such as surveys.

A more modest approach considers missing data as a problem to be investigated
rather than ignored (Riedel & Rinehart, 1994). It is useful to analyze patterns of
missing data in conjunction with that of nonmissing data. Such analyses can provide
additional insights into relationships found with nonmissing data as well as provide
results relevant to the use of estimation techniques. Metaphorically, analyses of pat-
terns of missing data complement analyses of nonmissing data in the same way that
what is left unspoken in conversations with others complements our understanding
of what is said.
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HOMICIDE ARREST TRENDS AND THE IMPACT OF DEMOGRAPHIC
CHANGES ON A SET OF U.S. CENTRAL CITIES

ROLAND CHILTON
University of Massachusetts at Amherst

DEMOGRAPHIC CHANGES AND INCREASES IN HOMICIDE

In 1987, I examined the impact of demographic changes from 1960 to 1980 on
Chicago’s homicide and robbery arrest rates (Chilton, 1987). The most salient con-
clusion of the study was that increases in homicide and robbery arrests in Chicago
were clearly related to the changing racial composition of the city - basically through
the impact of this change on the age structure of the population of the city. The
extent to which similar patterns exist for other cities and the extent to which such
trends continued through the next decade are obvious questions today.

Therefore, I expanded the set of cities involved from one (Chicago) to forty and
extended the end point of the analysis to 1990.

1 For this presentation, the analysis
is limited to homicide. My first step was to examine arrest and offense known data
on homicide for each of forty central cities separately. Following these separate
analyses, I combined the data for the forty cities and carried out an analysis of
changes in arrest and offense rates for these cities as a set. In 1990, this set of
central cities contained 14 percent of the United States population, but accounted for
44 percent of homicides known to the police and 55 percent of all reported arrests for
homicide.

It is important to emphasize that the urban areas used in these analyses are
central cities -- not metropolitan areas. The metropolitan statistical areas (MSAS) in
which these cities are located constitute a much larger portion of the U. S. population.
By selecting central cities for analysis, the study focused on urban areas that contain
only 14 percent of the U. S. population in 1990. Although the six largest central cities
in the study had populations ranging from 1.2 to 7.9 million people, and although all
but three of the forty cities selected had populations of over 300,000 residents, the
total population of all 40 cities in 1990 was only 34.5 million people. This relatively
small component of the U. S. population produced over one-half of all arrests for
homicide and 44 percent of all homicide offenses coming to the attention of the police
in the United States.

The use of a selected set of cities avoids some of the problems associated with
the analysis of national-level data because the same police agencies are used for
1960, 1970, 1980 and 1990. The published national reports for these years involve

1The forty central cities in this set are Atlanta, Baltimore, Birmingham, Boston, Buffalo, Chicago,
Cleveland, Columbus, Dallas, Denver, Detroit, El Paso, Fort Worth, Houston, Indianapolis, Jersey City,
Long Beach, Los Angeles, Louisville, Memphis, Miami, Milwaukee, Newark, New Orleans, New York
City, Oakland, Oklahoma City, Omaha, Philadelphia, Phoenix, Pittsburgh, Portland, Rochester, Saint
Louis, Saint Paul, San Antonio, San Francisco, Toledo, Washington, and Wichita.
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a changing set of police agencies. Moreover, this approach permits an assessment
of the impact of central city homicide counts on the national total.

Figure 1 is designed to illustrate the basic procedures used in the initial analysis.
Figure 1 A shows the change in Baltimore’s population that occurred from 1960 to
1990. The city had a nonwhite population of less than 40 percent in 1960.2 This per-
centage increased to over 50 percent by 1975 and then increased to over 60 percent
by 1990. Figure 1 C shows arrest trends by race and sex for this period. The straight
lines from 1980 to 1990 should probably be dotted lines to indicate that data for the
years between 1980 and 1990 were not available for this presentation. The unpub-
lished counts must be extracted from computer tapes or printouts provided by the
FBI’s Uniform Crime Reporting section. I have not yet purchased the tapes for these
years. Figure 1C, using the available data, indicates that the percentage of arrests for
homicide that were arrests of men increased from about 80 percent to about 90
percent over the 1960 to 1990 period. Something similar happened to arrests of
persons classified as nonwhite. The mirror images of these trends show that arrests
of women and arrests of people classified as white decreased over this period.

Unlike the graphs on the left side of Figure 1 (A and C), which plot percentages,
Graphs B and D of Figure 1 show trends for rates of arrest from 1960 to 1990. In
Figure 1B, we see that homicide arrest rates for Baltimore and rates of homicides
known to the police track very well for most of this period. Graph B shows, in
addition, the large gap between male arrest rates for homicide and female arrests rates
for homicide, At times, the male arrest rates almost reach 100 per 100,000
population, while the female homicide arrest rates rarely exceed 10 per 100,000.

To compute the race- and sex-specific rates shown in Figure 1D, I used the
percentages shown in Figure 1C. If 90 percent of the arrests for homicide are arrests
of nonwhite persons and 90 percent of those arrested are male, our best guess is that
about 81 percent of all those arrested are nonwhite males. In this case, this assump-
tion results in estimates that produce a nonwhite male arrest rate estimate of about
150 per 100,000. Given the data used to produce Figure 1C, this estimate could be
a little higher or a little lower, but it cannot be less than 140 or more than 160. For
this rate to be as high as 160, there would have to be no arrests of nonwhite women
for homicide. For it to be 140, all of the women arrested would have to be nonwhite
women. For these reasons, the best estimates of each count - estimates produced

2In 1960, the terms used in the U. S. Census for specific race categories were “white,” “non-
white” and “all classes.” In that census, the white counts plus the nonwhite counts equaled the count
for “all classes.” In 1970, the terms used were “white,” “Negro” and “all races.” In the 1970 census,
the white count plus the Negro count did not equal the “all races” count because “all races” included
other races. In 1980, the terms used were “white”, “black” and “total.” Again the white counts plus
the black counts did not equal the total counts - which included other races. In 1990, the terms used
were “white”, “black” and “all persons” - which did not equal the white counts plus the black counts.
To make all years comparable, I converted 1970, 1980 and 1990 counts from Negro or black to non-
white, entering the total and subtracting the white counts. To use the 1960 census, the only other
option would be to compute black and nonblack counts.
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using the white and nonwhite, male and female totals - produce a nonwhite, male
homicide arrest rate of about 150 per 100,000 persons in the population.

Figure 2 shows the results of this kind of analysis for four other cities, Atlanta,
Chicago, Philadelphia and St. Louis. In Atlanta, the nonwhite population exceeded the
white population by 1970. Column A (row 1) of Figure 2 shows that the nonwhite
population of Atlanta continued to increase from 1970 to 1980 and reached about 70
percent in 1990. The graph in Column C (row 1) of Figure 2 indicates that the
percentage of men and boys in Atlanta arrested for homicide fluctuated but was about
90 percent by 1990. The same graph shows that the percentage of arrests that were
arrests of nonwhite people also started high and remained high, 80 to 90 percent for
most of the period. Graph B of the Atlanta row indicates that arrest and offense rates
track well until the late 1970s, when homicide arrest rates were lower than the rate
of homicides known to the police. The graph in Column D (row 1) suggests that the
race- and sex-specific arrest rates for Atlanta create patterns similar to those created
for Baltimore.

With the exception of population trends, the patterns created for Chicago (Figure
2, row 2), for most years, parallel those developed for Baltimore and Atlanta. The
most striking aspect of the graphs for Chicago is the sudden shift in 1980 in the
percent of arrests that are arrests of white people (row 2, column C). This is almost
certainly the result of a change in the way arrestees were classified by race after
1979. This change dramatically increases the white male arrest rate and decreases
the nonwhite homicide arrest rate (row 2, column D). In most other respects, the
patterns are similar to those produced by plotting data for other cities.

For Philadelphia (Figure 2, row 3), except for a gradual increase in the percen-
tage of homicide arrests that are arrests of people classified as white after 1975 (row
3, column C), we find patterns generally similar to those created for the other cites in
Figure 2. St. Louis (row 4) differs only in the magnitude of the rates created.
Although the nonwhite, male homicide arrest rate reaches 150 per 100,000 in most
cities, in St. Louis it reaches 200 -- and in 1975, 300 per 100,000 people in the
population (row 4, column D).

Looking at the patterns for each of these cities separately suggests some
commonality. Separate analysis of other central cities produced other anomalies, but
essentially similar results.

Forty Cities

Graphs A and B in Figure 3 show the patterns produced when arrests, offenses
known to the police, and population counts for all forty cities are combined and
plotted. Although the nonwhite population in some cities increased more sharply in
some decades than others, and although some cities in 1990 have majority nonwhite
populations, when the counts for all 40 cities are aggregated, we see an increase in
the nonwhite population from 20 percent to over 35 percent (Figure 3A). The same
graph shows that the male and female percentages of this combined population
remained almost constant, with slightly more males than females, for the entire 31-
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year period. Figure 3B indicates that the male arrest rate for homicide increased from
under 20 per 100,000 in 1960 to about 60 per 100,000 in 1990. Female arrest rates
for the period range from two to six per 100,000, about one-tenth of the rate for men.
The homicide offense and arrest rates track very well for most of this period.

Graphs C and D of Figure 3 reflect data for 39 instead of 40 cities, because New
York City did not provide arrest data by race until 1977. The patterns for this
combined set of 39 cites are similar to those created for many of the individual cities.
The percentage of arrests that are arrests of men and boys, for example, increases
from 80 to 90 percent, with a corresponding decrease in the percentage of arrests
that are arrests of women and girls. The percentage of arrests that are arrests of
people classified as black fluctuates between 65 and 78 percent.

When the information on the race and sex of those arrested is used to compute
estimates of the race- and sex-specific rates for this set of 39 cities (Figure 3D), we
see that the nonwhite male arrest rate increases from about 50 per 100,000 popula-
tion to about 150 per 100,000 from 1960 to 1990. Graph D of Figure 3 suggests that
white male and nonwhite female homicide arrest rates are much lower than the non-
white male rate and very similar to each other (between 10 and 25 per 100,000). The
most striking differences in these arrest rates are those between nonwhite males and
white females. Given the constraints created by the race- and sex-specific counts, the
nonwhite male rates can be reduced to 140 only by assuming that all of the arrests
of women and girls were arrests of nonwhite females - an extremely unlikely
possibility.

Age-Specific Analysis

To examine the impact of the changes in the racial composition of central cities
on the age composition of these cities, I carried out a series of age-specific analyses
of the data aggregated for these 39 cities.3 Tables 1 through 3 present the results of
these analyses. To simplify this discussion, I have marked each table with a series of
boxes and arrows. The large boxed number 1 on Table 1, for example, is inserted to
call attention to the increases in homicide arrest rates for 15-to-29-year-old nonwhite
males -- ranging from 115 to 131 per 100,000 in 1960 and increasing to 215, 266
and 287 per 100,000 in 1970.4

The large boxed 2 in Table 1 calls attention to the fact that the total population
of these cites increased from 27 to 28 million and that the number of homicide arrests
increased by almost 3,000. Box 3 highlights the fact that 77 percent of this increase
involved the arrest of nonwhite males. Box 4 calls attention to another 11 percent of

3For the 1980 to 1990 comparison, a 40-city analysis was possible, because by 1977 New York
City reported arrests by race.

4Separate age-specific rates, separate race-specific rates, and separate sex-specific rates can be
computed without difficulty. However, because of the way the UCR program collects age, race and sex
data, age-, race- and sex-specific rates must be estimated. The basic assumption made for this analysis
is that arrest counts for specific age, race and sex categories can be estimated by multiplying each age
by sex count by the proportion of all arrests that are arrests of persons in a specific race category.
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Table 1
Age-Specific Analysis by Race and Sex of Homicide Arrests,

1960 to 1970, 39 Central Cities
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this increase that involved the arrest of nonwhite women. Together, these two cate-
gories account for 88 percent of the increase in homicide arrests from 1960 to 1970.

Because the rates of arrest increased so sharply, only about 28 percent of the
increase in the number of arrests can be attributed to changes in the age composition
of the population. If the rates for each specific age, race and sex group had remained
constant, there would still have been an increase of 832 homicide arrests, because of
increases in the number of individuals in high-risk age, race and sex groups. However,
the 1970 arrest rates were higher for almost every age, race and sex category,

Table 2 presents a very different picture from that shown in either Table 1 or
Table 3. Focusing on the 1970 and 1980 homicide arrest rates (Box 1), we see that
rates for nonwhite men and boys were lower in 1980 than in 1970 -- though still
ranging from 121 to 217 per 100,000 population. We also note that the homicide
arrest rates for white males increased from 1970 to 1980 (Box 2), with the population
of the youngest group (15-19) decreasing. The large boxed 3 calls attention to the
fact that the population of these 39 cities decreased by almost one and one-half
million people from 1970 to 1980, but that arrests for homicide increased by 1,000 --
one-third of the increase from 1960 to 1970. Sixty-two percent of this increase can
be attributed to increased arrests of white males and one-third to arrests of nonwhite
males. Changes in the age composition account for about 45 percent of the increase
in homicide arrests for this time period.

Tables 3 and 4 present very similar patterns. Table 3 contains data for 39 cities.
Table 4 contains data for 40 cities, because New York City can be included in the
analysis. For maximum comparability, I will focus on Table 3. Box 1 calls attention
to increases in homicide arrest rates for nonwhite men between ages 15 and 39. The
rates for the three youngest age groups in this set in 1980 were 155, 217 and 169
per 100,000 persons. The rates for these three age groups increased to 476, 376 and
215 per 100,000 in 1990. The homicide arrest rate for white males aged 15 to 19
exceeds 100 in 1990. For all other age groups, the white male arrest rates are far
below the nonwhite male arrest rates.

The large boxed 2 in Table 3 calls attention to the fact that, with a population
increase of about one-half million people, there was an increase of over 2,800 arrests
for homicide. Over 80 percent of this increase involved arrests of nonwhite people,
primarily nonwhite males. Because the 15-to-24-year-old population dropped over this
period, only about 13 percent of the increase in homicide arrests can be attributed to
changes in age composition. The remaining increase must be attributed to increases
in the homicide arrest rates for specific categories of the population -- primarily
nonwhite males between the ages of 15 and 34. Of the increased arrests from 1980
to 1990, eighty-four percent involved nonwhite males.
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Table 2
Age-Specific Analysis by Race and Sex of Homicide Arrests,

1970 to 1980, 39 Central Cities

Age ,
Race, 1970

•1

1970 1970 1980

•1

1980 1980 Expt .

sex pop . arr. rate* pop . arr. rate● arr.

-15 NM 1394266 70 5 1293099 34 3
15-19 NM 383776 1019 266 483939 148 155

~
20-24 NM 300436 862 287 444274 962 217
25-29 NM 262000 564 215 399672 676 169

— 30-34 NM 224308 343 I 153 I 318908 429 I 135 !
35-39 NM 211345 255 \ 121 I 237543 287 [ 121 [
40-44 NM 212286 185 87 203245 141 69
45+ NM

-15 NF

15-19 NF
20-24 NF
25-29 NF
30-34 NF
35-39 NF

40-44 NF
45+ NF

-15 WM
15-19 WM

m

35-39 WM
40-44 WM
45+ WM

-15 WF
15-19 WF
20-24 WF
25-29 WF
30-34 WF
35-39 WF
40-44 WF

841008
1393412
414866
385660
315792
270808
257303
253307
1003394

450 54
12 1
62 15

151 39
96 30
81 30
72 28
75 30
97 10

2404406

M
532922
494230
552844

3108926
2316963
846097
961211
698153
519744
496632
583691

110
87
51

137
0

22
45
38
26
22
19

1-21
18

9
4
0
3
5
5
5
4
3

967682
1270457
495035
515479
469013
378974
288797
250055
1262091

303 31
8 1

70 14
132 26
101 22
81 21
52 18
34 14
68 5

1641093

m
401841 65 16

2607009
1570739

682303
921055
853266
672533
484016
408642

135 5
4 0

36 5
57 6
46 5
29 4
20 4
9 2

65
1285
1275
860
488
287
177
518
11
74

202
143
113
81
74
122
10

207
282
217
146
88
37
115

0
18
43
46
34
21
13
28

Expt . Obsvd .
change

-36
-271

Cl

100
112
86
32

-44

45+ WF 3990136 33 1 3432282 28 1
Total 28000264 5676 20 26660542❑ 6057 23 7080

—-----Ii

-5
266
413
296
145

32
-8
68
-1
12
51
47
32

9
-1
25
-5

-37
23
43
36

1
-14
-22

0
-4
-2

8
8

-1
-6
-5

1404

-147
-4
8

-19
5
0

-20
-41
-29

7
141
204
125
87
49
14
-2
4

14
12
8
3

-2
-lo
-5

381

I I
~ ‘“’a’ ‘bse=e” ‘“’re”’e M

Total expected increase* * 457.0
Percent

● Number per 100,000 population.
** TO compute this total, the expected increase for
limited to the observed increase for that group. If
an increase occurs, the expected increase for such a

explained 45.2

a specific age group is
a decrease is expected and
line is entered as zero.
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Table 3
Age-Specific Analysis by Race and Sex of Homicide Arrests,

1980 to 1990, 39 Central Cities

Age,
Race, 1980

n

1980 1980 1990

n

1990 1990 ExPt . Expt .
sex pop . arr. rate* pop . arr. rate* arr. change

1 1 1

-15 NM 1293099 34 3 1272791 137 11

15-19 NM 483939 748 155 406799 1895 466

217 396322 1491 376
169 420033 902 215

608 150429 135 404176— 30-34 NM 318908
35-39 NM 237543
40-44 NM 203245
45+ NM 967682

-15 NF 1270457
15-19 NF

20-24 NF

25-29 NF

30-34 NF

35-39 NF
40-44 NF
45+ NF
-15 WM

15-19 WM
20-24 WM
25-29 WM
30-34 WM
35-39 WM
40-44 WM

495035
515479
469013
378974
288797
250055
262091
641093
690612
914601
894951
708647
498689
401841

45+ WM 2607009
-15 WF 1570739

15-19 WF 682303
20-24 WF 921055
25-29 WF 853266
30-34 WF 672533
35-39 WF 484016
40-44 WF 408642

287 [ 121 345298
141 69 274536
303

8
70

132
101
81
52
34
68
22

385
463
299
197
136
65

135
4

36
57
46
29
20
9

45+ WF 3432282 28
Total 26660542 6057

El

31
1

14
26
22
21
18
14

5
1

56
51
33
28
27
16

5
0
5
6
5
4
4
2

1029098
1245923
409016
435799
478423
475011
412551
334262

1415453
1700144
571186
808947
949387
867896
722360
585243

2331267
1619443
539070
767349
874606
801204
675669
572760

Y-123 27162758

397 [ 115 I
216 79
277 27
12 1
94 23

129 30
128 27
112 24
99 24
36 11
51 4

311 33
199 23
121 17
74 13
92 4
2 0

37 7
33 4
32 4
29 4
21 3
6 1

17 1
8725 32

33 -1
629 -119
858 -104
710 34
544 115
417 130
190 49
322 19

8 0
58 -12

112 -20
103 2
102 21
74 22
45 11
76 8
23 1

318 -67
410 -53
317 18
241 44
197 61
95 30
121 -14
4 0

28 -8
47 -lo
47 1
35 6
28 8
13 4
25 -3

6230 173

Obsvd.
change

o1031147
529
226
179
10
75

-26
4

24
-3
27
31
47
2

-17
24

258
15
12
2

-15
9

-43
-2
1

-24
-14

0
1

-3
-11

2668

~ I I I I
Total observed increase LM.1
Total expected increase** 380.0
Percent

● Number per 100,000 population.
** To compute this total, the expected increase for
limited to the observed increase for that group. If
an increase occurs, the expected increase for such a

explained 13.4

a specific age group is
a decrease is expected and
line is entered as zero.



Table 4

Age-Specific Analysis by Race and Sex of Homicide Arrests,

Age,
Race, 1980

Sex pop .

-15 NM 1582369

15-19 NM 593937

20-24 NM 533514

25-29 NM 486275

30-34 NM 399743

35-39 NM 304609

40-44 NM 261861

45+ NM 1184114

-15 NF 1556862

15-19 NF 610869

20-24 NF 627411

25-29 NF 577154
30-34 NF 480078
35-39 NF 376197
40-44 NF 323750
45+ NF 1570298

-15 WM 2074863
15-19 WM 859774
20-24 WM 1106799
25-29 WM 1107290
30-34 WM 898831
35-39 WM 642012
40-44 WM 522264
45+ WM 3422688

-15 WF 1985596
15-19 WF 850801
20-24 WF 1131578
25-29 WF 1077233
30-34 WF 872527
35-39 WF 636962
40-44 WF 538728
45+ WF 4535192
Total 33732181

1980
arr.

41

891

1115
771
493

331

166
338

9
77

142
113

88

55
38

74
29

512
598

383
254

175
88

167

5
42

66

57

36
22

13
33

7222

1980 to 1990, 40 Central Cities

Expt .1980 1990

rate* pop .

3
150
209
159
123
109
63
29
1

13
23
20
18
15
12
5
1

60
54
35
28
27
17
5
0
5
6
5
4
3
2
1

21

● Number per 100,000 population.

1617620
519566
513855
552317
528213
452802
362663

1322039
1583406

522752
565087
627695
618261
539295
443686

1834959
2085232

699332
977192

1160455
1069177

898435
738264

3025988
1986603

662628
940137

1087333
1002580

854977
736124

3956649
34485322

1990
arr.

151
2181

1702
1032
690
442

242
319

14

101
141

136
119

105
41

52
55

821
609

393

251
149
90

119

3
41

41
37

34
25

9

17
10162

1990

rate●

9
420
331
187
131
98
67
24
1

19
25
22
19
19
9
3
3

117
62
34
23
17
12
4
0
6
4
3
3
3
1
0

29

Expt .
arr.

42
779

1074
876
651
492
230
377

9
66
128
123
113
79
52
86
29

416
528
401
302
245
124
148

5
33
55
58
41
30
18
29

7639

change

1
-112

-41
105
158
161

64
39

0
-11
-14

10
25
24
14
12

0
-96
-70

18
48
70
36

-19
0

-9
-11

1
5
8
5

-4
417

Total observed increase
Total expected increase**
Percent explained

Obsvd .
change

110
1290
587
261
197
111
76

-19
5

24
-1
23
31
50
3

-22
26

309
11
10
-3

-26
2

-48
-2
-1

-25
-20
-2
3

-4
-16

2940

3129.0
516.0
16.5

● ☛ To compute this total, the expected increase for a specific age group is
limited to the observed increase for that group. If a decrease is expected and
an increase occurs, the expected increase for such a line is entered as zero.
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I fought to stop white people from being so filled with hate that they
would wreak violence on black people. I did not fight for the right of black
people to murder other black people with reckless abandonment.

Such candor, in my view, does not suggest that high black homicide rates are
a problem to be solved by black people alone. Nor did the president suggest that this
was possible. Mr. Clinton suggested in the Memphis speech that efforts be made to
take away the guns and to rebuild families, neighborhoods and communities. He said
that he did not think we could, “repair the basic fabric of society until people who are
willing to work have work,” and that “we cannot repair the American community and
restore the American family until we provide the structure, the values, the discipline
and the rewards that work gives.” He made it clear that he believes that much of the
violence he pointed to was the result of breakdowns in the family and the community
and the disappearance of jobs. The President’s Memphis speech was important
because it called attention to a major aspect of lethal violence in America. In my
view, such recognition of the nature and scope of the problem by people within and
outside of black communities is essential to any meaningful attack on the problem.

An explanation for part of the increases in nonwhite, urban homicide rates from
1980 to 1990 that I find very convincing is that they are an outgrowth of the drug
prohibition policy of the United States. Note that I am suggesting that it is our
attempt to use the criminal law to control the kinds of substances people ingest, inject
and inhale that is the most important factor contributing to the recent increases in
homicide rates.

The drug prohibition policy of the late 1980s and early 1990s made commerce
in a variety of prohibited substances very profitable. Young people attracted by the
money that could be made found themselves in a competitive and dangerous situation
where the legal system was unavailable as a mechanism for enforcing contracts or
settling commercial disputes. I suggest that increasing demand for specific prohibited
products, combined with decreasing opportunities for legally sanctioned work and an
increasing availability of sophisticated firearms combined with an increasingly punitive
and irrational drug policy to accelerate lethal violence in specific urban areas.

While drug prohibition probably accounts for the more recent increase in homi-
cide rates for young nonwhite men, it probably will not explain the 1960-to-1970
increase in homicide arrest rates. Nor will it explain the relatively stable nature of the
rates from 1970 to 1980. For these purposes, we will have to recognize the long-
standing marginal existence of large segment of the nonwhite population. The rural
to urban migration of a large part of the nonwhite population in the 1950s and 1960s,
at a time of great political and social change, may account for the steady increases
in nonwhite homicide rates from 1960 to 1970. Lack of politically and socially
integrated, stable, urban communities may have produced increasing urban violence
in newly created or expanded nonwhite communities.

Nevertheless, nonwhite male rates of homicide probably will continue to exceed
white and female homicide arrest rates as long as a large segment of the nonwhite
population is marginalized by our political, economic, and social institutions. By mar-
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ginalized, I mean that an identifiable segment of the population routinely receives less
education and has very limited opportunities for legitimate work. As a result of limited
education and limited work, a large segment of the population is unable and unlikely
to establish efficient forms of family organization. This, in turn, reduces or eliminates
important forms of socialization. In addition, some members of this segment of the
population may be widely viewed as dangerous and threatening - increasing their mar-
ginality. This exclusion from the mainstream generates a certain amount of hostility,
resentment, and fatalism. However, I believe that the most important consequence of
marginality is its long-term impact on family life and the consequent loss of socializa-
tion efforts (Chilton, 1991).

Given the history of race and class relations in the United States, possibilities for
reintegrating a large part of this marginalized population are not promising. However,
there is almost no chance at all to do this as long as most Americans, including most
criminologists, avoid clear description and open discussion of the situation. Competing
interpretations of the factual information are inevitable and constructive - especially
when they generate new empirical investigations. The obvious limitations of arrest
information suggest that it be interpreted cautiously. With the increasing availability
of incident-based offense and arrest statistics, better indications of the utility and the
weaknesses of arrest information will be available. Until then, UCR arrest data, as a
source of information on the characteristics of individuals suspected of or charged
with homicide, will continue to provide important clues and raise important questions
about the nature of homicide in the United States.
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Section Two:
International and Regional Violence Patterns
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TRENDS IN VIOLENCE AND HOMICIDE IN THE NETHERLANDS

JAN NIJBOER
University of Groningen

Until some years ago, only a few people in the Netherlands were interested in
violent crime. Property crime attracted much more interest, because of the number
of offenses and the increasing crime rates. In political statements, most attention was
given to so-called “petty crime,” for instance shoplifting, bicycle theft, burglary and
vandalism, which was not very serious but only troublesome because of its all-present
nature.

Only recently, this has changed and violence has become an important topic for
researchers as well as politicians. By looking at the official crime statistics, it can be
shown that rates of violence have been increasing all the time, but this trend was
overshadowed by the much stronger trends in property crime. In recent years, pro-
perty crime has stabilized more or less, and now the continuing upward trend in
violent crime has become clearer.

Being a relatively new topic, most research on violence is descriptive, rather than
explanatory. Consequently, there are more questions than answers. This paper
presents some trends in violent crime and homicide in the Netherlands, and some
comparative data about other Northern European countries: among others, England
and Wales, Sweden, and Germany. Next, we will have a closer look at the nature of
homicide, and the validity and reliability of the Dutch homicide statistics. Finally,
some possible explanations will be reviewed.

TRENDS IN VIOLENCE IN THE NETHERLANDS

In the official statistics of the Dutch Central Bureau of Statistics (CBS), violence
is measured by the number of assaults, threatened assaults, homicides (that is, those
assaults that succeeded), attempted murder, sexual violence (except indecent
exposure), robbery and extortion.

According to Kalleveen (1994), who investigated CBS data on police reported
offenses from 1978 until 1992, there was a gradual increase in violence of more than
160 percent. The absolute number of cases rose from 22,300 in 1978 to 58,400 in
1992. The strongest increase took place between 1980 and 1984, although recently
there is another significant growth. Assault is by far the most popular offense, but
its share is declining, from 55 percent in 1978 to 41 percent in 1992. In particular,
robbery and extortion have increased, some 400 percent. Youth is responsible for
most of the increase (they show a 100% rise in rate per 100,000).

Another source of information comes from victim surveys. They are conducted
by the Central Bureau of Statistics on samples of more than 4,000 respondents. From
1980 through 1992, they show a rise of 49 percent in violent crime. This is much
less growth, however, than is shown in offender statistics, which raises questions
about the validity and reliability of at least one of these sources (see Block & Block,
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1992). According to these surveys, victims are mostly young men in urban areas, but
they are not the people who feel most unsafe. Feelings of being unsafe are strongest
among women and elderly people.

Violent crimes that are brought before the court result in convictions (42%) more
often than do property crimes (29%). The number of adjudications for violent offenses
rose from 7,000 in 1980 to 10,000 in 1990 (a 40% increase), which is less than the
increase in police-recorded crime. As the rate of policy dismissals and the percentage
of adjudications for violent crimes are relatively flat, the most important reason for this
divergence will be the percentage of solved crimes. Furthermore, in 1992 about one-
third of the prison population consists of violent offenders. More than 90 percent of
the population of mentally disturbed offenders in institutions are violent offenders
(Drost, 1991).

From these figures, it may be clear that violence has become an important topic.
But how is the situation in comparison with other European countries? Is the
Netherlands really becoming a relatively violent country or do the Dutch trends reflect
a more general upward pattern?

Comparative Research on Violence

From Huybrechts, de Jonge and Meijer (1993), who compared officially recorded
violent crime in seven Northern European countries and the U. S., we derive the data
in Table 1 for 1985 and 1990. The numbers represent violent crime rates per 100,000
inhabitants. The index is based on 1980.

From Table 1, it appears that in 1990 The Netherlands still is a relatively non-vio-
lent country, but it had the third highest increase from 1980. It is also clear that
European countries still have a long way to go before they will be able to meet Ameri-
can standards. The low increase for Germany is remarkable. In many respects, the
German and Dutch “criminal maps” resemble each other, but apparently not in trends
in violent crime.

There are also data available from research by Timmerman and Mulder (1994).
They investigated violent crime in England and Wales, Sweden, and Germany, but
they took only those offenses where the legal definitions are more or less comparable.
As a result, their figures (Table 2) are somewhat lower than those in Table 1.

The trends shown in Table 2 are much the same as in Table 1. Remarkable
again is the situation in Germany, where from 1985 until 1990 there was almost no
increase in violent offenses. Any explanation for trends in violent crime in either
Germany or the Netherlands has to take into account that only differences between
these two countries can explain these different patterns.

After this short overview of violence in general, we will have a look at homicide,
although I am aware that for American readers, Dutch homicide figures may not look
very interesting.
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Table 1
Change in Violence Crime Rates (per 100,000): 1985-1990

1 9 8 5  1 9 9 0  I n d e x
(1980)

Germany

Denmark

England and Wales

France

The Netherlands

Norway

United States

Sweden

387 410 110

175 214 130

301 434 202

188 206 167

195 251 181

152 224 200

557 732 127

457 577 160

Table 2
Personal Violence Rates (except Homicide) per 100,000

1985 1990 Index (1985)

England and Wales 226 335 148

Sweden 388 469 124

Germany 302 310 103

The Netherlands 133 160 124

Trends in Homicide in The Netherlands

Between 1978 and 1992, homicide increased about 176 percent (Kalleveen,
1994). That seems to be rather dramatic, but if we look at the data in Table 3, some-
thing puzzling appears.

From 1985 till 1987, there is an average of about 11 cases per million, which
means a total number of about 160 cases. From 1988 till 1990, there is an average
of about 17 cases per million, that is, a total of about 250 cases. Such a sudden rise
in one year should make every statistician suspicious of registration effects. It appears
then, that - because euthanasia was officially illegal - since 1988, some cases of
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euthanasia were counted as murder. Obviously, this is not a proper procedure, and
recently this has been redressed.

In the Netherlands, roughly 10 percent of attempted murders succeed.
According to CBS data, this percentage has been rather stable over the years.

Table 3
Trends in Homicide in The Netherlands

Absolute numbers Per million inhabitants

1985 151 10.4

1986 174 11.9

1987 163 11.1

1988 259 17.5

1989 249 16.8

1990 228 15.2

Internationally Comparative Research on Homicide

Data in Table 4 are derived from research by Timmerman and Mulder (1994).
The numbers are per million inhabitants.

In 1985, the Netherlands had a lower murder rate than the other countries in
Table 4. Germany ranked second. By 1990, this situation had changed. Now the
Netherlands has taken the lead, while Germany has the lowest homicide rates. As far
as the Netherlands is concerned, registration of euthanasia cases is to a certain extent
responsible for this development. We do not know whether registration effects in
other countries have been into play, but it is clear that comparing these figures is a
rather tricky business. On the other hand, it is also clear that homicide rates in these
European countries are much lower than in the United States. It is estimated that on
average the risk of being murdered in the U. S. is about seven times as high as it is
in the Netherlands.

Preliminary Conclusion

The first preliminary conclusion would be that violence in the Netherlands is
rapidly increasing. According to some, the Netherlands, which used to be a quiet,
peaceful country, has changed into a country where many people no longer feel safe.
Naturally, the politicians have read the writing on the wall. Violent crime has become
one of the top priorities on the political agenda. People feel less secure these days,
and homicide in particular is a very threatening event.
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The data from 1989 and 1992 are more or less comparable; at least they are not
distorted by registration effects as in the case of euthanasia. They show an increase
of 40 percent, which is rather substantial. In Table 5, we can see in which categories
of homicide most of the increase took place.

Table 5
Trends in Homicide by Category, 1989 and 1992

1989 1992

Gang/criminal conflicts 17 40

Family/relational conflicts 19 27

Fights between strangers 17 29

Robbery/burglary 17 22

Child murders 3 10

Psychotic offenders 1 7

The number of gang/criminal conflict homicides (instrumental) shows an
especially rapid growth. It is very hard to get more detailed information about this
type of crime. Some of them were highway shootings in which no suspect could be
arrested. In an interview, a 16-year-old Surinam (Hindustani) boy, who was convicted
for three murders, told that the first one was a random victim, a sort of “sample.” He
had to prove his ability to kill for a drug syndicate, without asking questions. The
other two were purposive victims, pointed out to him by his employers. He did not
feel bad about it, because he had a good reason; he did it for the money, he said. But
also in expressive violence (family/relational and fights between strangers) the increase
is rather impressive. When looking for an explanation, it is necessary to account for
expressive as well as instrumental violence.

Regarding the modus operandi, in 1992 in about one-third of the homicides a
gun was used, and also in about one-third a knife. The use of guns, however, has in-
creased relatively more. Kruissink (1994) analyzed data from the Central Bureau of
Police. He reports the numbers of people killed or injured during shootings, presented
in Table 6.

From 1985 to 1992, we see that the number of shootings in which people got
killed or injured has more than doubled. The change between 1991 and 1992 is
especially remarkable. According to the same source of information, in 30 percent of
the shootings the motives were family/relational, in 30 percent, criminal conflicts, and
in 20 percent, fights between strangers. Kruissink also states that in 75 to 80 percent
of the 2,200 robberies that took place in 1992, a gun was involved. In 6 percent of
them, a gun was fired.
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Table 6
Number of People Killed or Injured from Shooting

Killed Injured

1985 47 87

1986 68 109

1987 54 161

1988 60 165

1989 69 167

1990 71 170

1991 73 177

1992 104 212

Based on the international crime survey, the possession of guns in the
Netherlands is estimated by Killias (1993) at about 2 percent of households. Based
on our own research (a sample of 1,000 respondents aged 15-to-30 years in the city
of Groningen), we estimate that 3 to 5 percent of young men are in possession of a
gun. Killias also studied the relation between gun ownership and homicide and suicide
in 18 of the countries that participated in the International Crime Survey. He con-
cluded,“. . . more guns usually means more victims of suicide and homicide.” There
is no displacement, that is to say that more gun killings would mean less use of other
weapons (Killias,1993:300,301).

EXPLAINING VIOLENCE AND HOMICIDE

Why has homicide been relatively stable over such a long period and why is it
rising now? Why is violence among youth rising and why especially at this moment?
As said before, there are more questions than answers. Why does a rather similar
country such as Belgium have nearly twice as many homicides as the Netherlands?
Urbanization cannot be the answer, nor immigration, because in these respects both
countries show many resemblances. The different trends in Germany and the
Netherlands are also puzzling.

Cheatwood (1993) presents an overview of the most important factors related
to homicide. In the European literature, the roles of alcohol and drugs and of psychi-
atric factors are stressed (Timmerman & Mulder, 1994). McClintock and Wikstrom
(1990, 1992) found that family membership, low social-economic status, and social
instability were the main predictors of violent crime rates, whereas public entertain-
ment was the only significant predictor for violent crimes in public.

Generally speaking, there are two main theoretical perspectives: structural and
cultural. One would expect that cultural hypotheses may be of value for explaining
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WHERE IS THE SOUTH?
A PRELIMINARY ANALYSIS OF THE SOUTHERN SUBCULTURE OF VIOLENCE
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In matters pertaining to violence, the idea that the South is different from other
sections of the United States has a long history. Literary references to the South’s
presumed proclivity to violence predate the Civil War and are found in the works of
several American authors, including Mark Twain. The first systematic study of
homicide in the United States, H. V. Redfield’s Homicide: North and South (1880),
provided data to support these popular conceptions. Redfield found homicide rates
to be higher in the South than the North, and he attributed this gap to regional
economic and cultural differences. Other early studies of homicide, including Hoffman
(1925) and Brearley (1932), replicated Redfield’s observation that the Southern region
led the nation in the level of killing.

Current academic interest in regional influences on violence began with the
publication of articles by historian Sheldon Hackney (1969) and cultural geographer
Raymond Gastil (1971). Both authors concluded that their multivariate analyses of
state homicide (and suicide for Hackney) rates offered support for the influence of a
Southern subculture of violence. However, their work was criticized by Loftin and Hill
(1974), who showed that altering the measurement of key economic variables in the
regression models used by Hackney and Gastil reduced the coefficients for their
measures of “Southernness” to nonsignificance.

In the twenty years following Loftin and Hill’s critique, dozens of articles
debating various aspects of the Southern subculture-of-violence argument have
appeared (Bailey, 1984; Baron & Straus, 1988; Blau & Blau, 1982; Blau & Golden,
1986; Corzine & Huff-Corzine, 1989; Dixon & Lizotte, 1987; Ellison & McCall, 1989;
Erlanger, 1976; Harries, 1985; Huff-Corzine, et al., 1986; Kposowa & Breault, 1993;
Land, et al, 1990; McCall, et al., 1992; Messner, 1982, 1983; Nisbett, 1993; Parker,
1989; Parker & Smith, 1979; Rose, 1978; Williams, 1984). Most contributors to this
literature have aligned themselves with one of two positions. Some accept the argu-
ment, developed by Redfield (1880) and Brearley (1932) and rejuvenated by Hackney
(1969) and Gastil (1971), that cultural differences peculiar to the South contribute to
its traditionally high homicide rates (e.g., Ellison & McCall, 1989; Huff-Corzine, et al.,
1986; Messner, 1983). Others argue that any influence of region on homicide levels
disappears when the proper demographic and structural variables are controlled
(Bailey, 1984; Baron, & Strauss, 1988; Parker, 1989), and that the South’s propensity
toward violence can be adequately explained by high levels of poverty.

Land, et al., (1990) make a concerted and at least partially successful attempt
to review and reconcile the empirical inconsistencies that plague previous studies on
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homicide, including those related to the Southern subculture-of-violence argument, and
we shall not attempt to duplicate their efforts. Instead, we explore conceptual issues,
addressing the scope of the Southern subculture-of-violence thesis, attempting to iden-
tify elements of Southern culture that may be related to high levels of homicide, and
raising the central but almost totally neglected question, “Where is the South?” This
material is discussed in the context of an integrated model of homicide and suicide
that provides an alternative perspective for investigating regional differences in vio-
lence (cf. Unnithan, et al., 1994; Whitt, et al., 1972). Finally, we offer preliminary
data on lethal violence that support the usefulness of this model.

THE SOUTHERN SUBCULTURE-OF-VIOLENCE THESIS

Following Redfield and other early investigators, most studies linking culture and
violence in the South focus on homicide, but there are exceptions. McCall, et al.,
(1992) pose the question of whether the South supports cultural elements conducive
to “general violence” or “situational types of violence.’' In other words, are all types
of violence or only certain forms expected to be higher in the South? Scholars
emphasize the high value placed on personal honor by Southerners and their greater
willingness to physically respond to insults, affronts and indignities suffered at the
hands of others (Brearley, 1932; Brundage, 1993; Nisbett, 1993). There is little, if
any, discussion of Southerners being more inclined to use violence in the aggressive
pursuit of their material ends through robbery or property offenses. In brief, the
Southern-subculture-of-violence argument suggests that the South should experience
higher rates of homicide and assault, but there is no reason to expect an augmented
level of other major crimes such as robbery, rape or burglary. With the exception of
Simpson (1985), investigators have concluded that the regional impact on crime rates
is limited to murder and assault (Blau & Blau, 1982; McCall, et al., 1992).

Cultural Explanations of Violence

Research examining the role of cultural differences in explaining violence among
occupational groups (Faulkner, 1974), street gangs (Erlanger, 1979), minorities in
inner cities (Bernard, 1990) on reservations (Bachman, 1992), and in other nations
(Wolfgang & Ferracuti, 1967) has appeared, but most attention has focused on
regional differences within the United States. Macrolevel studies usually include a
measurement for “Southernness,” as either a dummy variable marking Southern
location, Gastil’s (1971) Index of Southernness or the percent of the population born
in the Census South, in multivariate models. Results are usually interpreted on the
basis of the sign and significance of the estimated coefficients. However, few
researchers have attempted to measure elements of Southern culture that are con-
ducive to interpersonal violence. Those studies that have been undertaken typically
examine the relationship between Southern birth or residence and values that may be
linked to physical aggression (Dixon & Lizotte, 1987; Reed, 1983). This emphasis is
not surprising in that Wolfgang and Ferracuti (1967) emphasized the importance of
values and attitudes favorable to violence. As summarized by Corzine and Huff-
Corzine (1989:179), this perspective holds that,
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. . . persons socialized within a subculture of violence engage in violent
acts because they hold “violent values” and “violent attitudes,” that is,
they approve of violence.

Some researchers (e.g., Dixon & Lizotte, 1987) have rejected the Southern subcul-
ture-of-violence argument because few differences between Southerners’ and non-
Southerners’ attitudes and values toward aggressive violence have been found
(Nisbett, 1993).

In our view, a weakness in microlevel studies examining culture and violence is
the assumption that Southerners or other groups with high rates of violence kill and
assault others because there is widespread approval of such acts. Societies include
some individuals who place a high positive value on aggression (Athens, 1989), but
very violent persons are rarely viewed as the upholders of important cultural traditions.
Instead, they are seen as dangerous, and groups actively seek ways of controlling
them through imprisonment, exile or death.

John Shelton Reed, a proponent of the distinctiveness of southern regional
culture, suggests an alternative to the dominant view of how culture influences violent
acts. In his view, culture affects homicide rates by defining a range of situations in
which violence is either acceptable or required, but not necessarily approved.

Sometimes people are violent because they want to be and there is
nothing to stop them. But sometimes people are violent, even when they
don’t want to be, because there will be penalties . . . for not being violent
(Reed, 1982:147).

In other words, people sometimes do what they want to do, but sometimes they do
what they believe is required by the situation, whether they like it or not. Reed’s work
on this issue is important because it suggests that the emphasis on values in cultural
studies of violence may be misleading.

Culture as a Tool Kit

Instead of relying on the notion of acts being linked to values as ends, or goals,
Swidler (1986) offers the idea of culture as a “tool kit,” a collection of resources that
actors use in shaping problem-solving “strategies of action.” In this pragmatic view-
point, culture provides persons with different repertoires of ideas, material products
and knowledge that are used to affect one’s relationships with physical and social
environments.

When we notice cultural differences we recognize that people do not all
go about their business in the same ways; how they approach life is
shaped by their culture (Swidler, 1986: 284).

In pursuing a cultural explanation for violence, we are seeking to answer, “. . . why
different actors make different choices even in similar situations” (Swidler, 1986: 271).

The image of violence as a tool kit points to two paths by which culture may
influence levels of violence across groups. The first involves differential knowledge
of weapons, a tool that may make the choice of violence a more likely strategy and,
dependant on the weapon, a more deadly one. Obviously, it does not require a sophis-
ticated cultural repertoire or intensive socialization to use crude forms of violence that
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have been available to homo sapiens for thousands of years, such as striking someone
in the head with a solid object. On the other hand, knowledge of firearms and experi-
ence in their use is an important difference in the tool kits typically available to men
and women in our society and may provide part of the explanation for sex differences
in suicide and homicide rates. Finally, the carrying of firearms away from one’s home,
more common in the South than the non-South, is probably one factor in regional
differences in homicide rates (Bankston & Thompson, 1989).

However, we do not believe that differences in access to weapons or experience
with their use is the most important link between Southern regional culture and
violence. At a more basic level, culture provides ways of organizing sensory exper-
iences and identifying situations, i.e., of answering the question, “What is going on
here?” We believe that culture influences violence by providing “attributional styles”
that lead to identifications of situations as ones where violent assault is appropriate
and, in some cases, demanded. This position is not new. Similar viewpoints are
explicit to varying degrees in the work of Bernard (1990), Luckenbill and Doyle (1989)
and Lundsgaarde (1977), but they have not played an important role in debates over
a Southern subculture of violence. That actors need to “make sense” of their
circumstances before deciding on proper strategies of action is a central idea in most
microlevel theories of social life, including ethnomethodology and symbolic interaction-
ism, but our position is that attribution theory, an approach developed by social
psychologists in psychology, provides the most useful framework for linking cultural
elements to differences in levels of violence across groups. In the following section,
we outline a theoretical approach to the study of lethal violence that borrows heavily
from attribution studies at the social psychological level.

THE INTEGRATED MODEL OF LETHAL VIOLENCE

The integrated model of lethal violence is a modified and extended version of
Henry and Short’s (1954) theory of homicide and suicide (Unnithan, et al., 1994;
Whitt, et al., 1972). It conceptualizes both suicide and homicide as violent results
produced by a variety of social forces. However, whether the violence is directed
toward the self or others is determined by other influential factors.

To envision how we see the integrated model operating, imagine a river rushing
violently downstream. All of the turbulence within the river is caused by the Forces
of Production (e.g., economic inequality, anomie, etc.), a group of factors responsible
for variations in the total volume of lethal violence. Once the overall amount of lethal
violence has been generated by the forces of production, Forces of Direction (e.g.,
situational factors, cultural influences) are responsible for its diversion into either a
stream of homicidal or suicidal behavior. The total lethal violence rate is obtained by
adding all suicides and homicides together and is represented by the formula:

LVR = S + H (1)

where LVR is the lethal violence rate, S is the suicide rate and H is the homicide
rate.
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The overall rate of lethal violence, therefore, increases, decreases or remains
stable with the ebb and flow of both suicidal and homicidal behavior, Thus, hypothe-
tically, if one region of the country has a relatively high homicide rate and a low
suicide rate, a second region has a comparably high suicide rate and a low homicide
rate, and a third has nearly equal rates of homicide and suicide, all could possess
identical, or very similar, LVRS.

Mathematically, the alternative between homicide and suicide, the Suicide-
Homicide Ratio (SHR), is obtained by dividing the suicide rate by the sum of the
suicide rate and the homicide rate (or LVR). Thus,

SHR = S / ( S + H ) (2)

represents the amount of lethal violence expressed as suicide.

The task for researchers using the integrated model of lethal violence is to
identify the two sets of variables that act as forces of production and forces of
direction. Employing the frustration-aggression perspective as an example, forces of
production would typically be sought in socially patterned sources of frustration,
stress, or negative life events such as economic inequality, absolute poverty, anomie
and so on. Forces of direction may be defined as the structural and cultural patterns
that affect the attribution of responsibility for frustration. Specifically, we link the
decision to commit homicide or suicide to the concept of attributional (explanatory)
styles as developed in the literature on learned helplessness and the stress-diatheses
(hopelessness) model of depression (see Abramson, et al., 1978, 1988; Alloy, et al.,
1988), As a result, the SHR is a product of

situational and cultural factors that contribute to the development of
explanatory styles which include causal explanations of bad events
(frustrations) that are (1) internal, (2) stable, and (3) global (Unnithan, et
al., 1994:97).

Not surprisingly, negative life events considered in this way are expected to cause
increased amounts and severity of self-blame, which will then infiltrate future adverse
experiences that are, or are perceived to be, uncontrollable. The learned helplessness
(Abramson, et al., 1978) or hopelessness (Abramson, et al., 1988; Alloy, et al., 1988)
that results is hypothesized to contribute to feelings of agitated depression with a
tendency toward suicide as opposed to homicide.

In practice, the patterned sources of frustration and the structural and cultural
sources of variation in causal attributions cannot be directly measured. Instead,
variables represent the extent of frustration present among various groups and the
characteristic ways group members usually assign responsibility to self or others. The
two sets of variables, of course, are not mutually exclusive.

DATA AND METHODS

Despite many efforts to test the Southern subculture-of-violence thesis, few
researchers offer theoretical rationales for their operational measures of “Southern-
ness.” Typically, these studies allocate states, cities or metropolitan areas to regions
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by equating the South with the former Confederacy or by employing the census
regions and geographical divisions used for many years by the Bureau of the Census.
The choice of the Confederate South or the Census South as an operational definition
of the region is usually made without comment or explicit theoretical justification.

The choice between operational definitions of the South can make a difference,
since neither the influence of Southern cultural patterns nor the propensity toward
violence is randomly distributed across states that different measurement strategies
may or may not include in the region. On theoretical grounds, the borders of the
Confederacy probably map the boundaries of Southern culture more closely than do
those of the Census South. Indeed, Hackney (1969) argues that the historical
experience of the Confederate South during the Civil War and Reconstruction accounts
in part for the pattern of external attribution of blame that he links to Southern
violence (cf. Huff-Corzine, et al., 1986; Unnithan, et al., 1994). Nonetheless, the
tendency for the South to be more violent than other regions considerably predates
the Civil War (Franklin, 1956; Gastil, 1971; McWhiney, 1988; Nisbett, 1993; Redfield,
1880). Moreover, some states that are generally considered culturally Southern --
Kentucky, Oklahoma and perhaps West Virginia -- lie outside the borders of the old
Confederacy. The Bureau of the Census places these states in the South, but it also
includes Maryland and Delaware, states that arguably have more in common with the
Northeast than with Alabama or Mississippi. Thus, neither the Confederate South nor
the Census South completely corresponds to what most people mean when they
think about where Southern culture begins and ends (cf. Reed, 1993).

Scholars from a variety of disciplines have grappled for more than half a century
with the problem of defining the boundaries of the regions of the United States. In an
early and highly influential effort, the sociologist Howard W. Odum (1936; Odum &
Moore, 1938) divided the United States into six major regions. His scheme divides the
South into two regions, the Southeast and the Southwest (Map 1), which he claims
have more in common than either has with other regions.

Gastil’s (1971, 1975) Index of Southernness, a reasonable alternative to Odum’s
regional taxonomy, has the advantage of measuring degree of Southernness as an
ordinal or quasi-interval scale, but Gastil’s placement of West Virginia is a problem.
Based on the weight of evidence, we believe its score should be no higher than 20.
It is also unclear how the Index of Southernness could best be updated to consider
migration patterns since it was first proposed in the 1970s. Gastil’s index includes
both historical settlement patterns and more recent population movements. Thus, the
current percentage of Southerners in each state’s population should be in some way
combined with historical data in forming an updated index. Gastli, however, gives no
details on how much weight each of these two components receives in constructing
the index. These problems have led some researchers, including ourselves (Huff-
Corzine, et al., 1986, 1991, 1994), to substitute state-level census data on the per-
centage of the population born in the South. Unfortunately, however, this strategy is
far from ideal. Although it taps recent migration patterns from states in the Census
South, it is contaminated by the inclusion of Delaware and other border states in the
Bureau of the Census’s peculiar definition of the region, and it gives no weight to the
spread of Southern culture by the parents of current residents or by earlier genera-
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Since cultural areas do not conveniently coincide with state lines, Gastil (1971)
argues that averaging over counties to obtain Southernness scores for states produces
considerable distorion. For example, finer-grained measurement would assign some
southern counties of Ohio, Indiana and Illinois the maximum score of 30 on the Index
of Southernness. He argues for the use of more detailed data “that would enable us
to draw cultural lines along the county lines where they are ultimately most useful”
(Gastil 1971: 425-426).

Some researchers (e.g., Zelinsky, 1951:173) have suggested that even county
data are, “too coarse to furnish the network of values necessary for a realistic
boundary line.” Indeed, attempts to delimit the South frequently disregard both
county and state lines in establishing “isoglosses” (boundaries between areas with
different linguistic or cultural characteristics; see Carver, 1987). 1 Nonetheless,
counties are the smallest units for which many types of data are available. Moreover,
some researchers (e.g., Nisbett, 1993; Kposowa & Breault, 1993) suggest that the
uniquely Southern subculture of violence survives most strongly in rural areas. If so,
counties are preferable to states, cities or metropolitan areas as units of analysis for
testing the Southern subculture-of-violence thesis.2

Both Zelinsky (1973) and Gastil (1975) have used historical settlement patterns
to trace regional boundaries for the contiguous United States (see Maps 2 and 3), but
neither regionalization follows county lines. We have assigned counties to regions by
using overlay maps and drawing boundaries by inspection. We have generally
followed Gastil’s (1975) boundaries in assigning counties to regions (see Map 4), but
there are a few exceptions. We follow Odum (1936; Odum & Moore, 1938) by moving
Gastil’s Interior Southwest (Map 5) from the West to the South, treating it as a third
region equivalent to the Eastern South and the Western South. We regard Peninsular
Florida as of uncertain status (cf. Zelinsky, 1973). In the tables below, alternative

1We have adopted the term “isogloss” from lexicography (Carver, 1987), where it is used
exclusively to refer to the boundary between different linguistic usages. It seems better to borrow their
term and use it in a broader sense than to coin a new one such as “isocult.”

2Regional boundaries crossing state lines have been established for a variety of cultural char-
acteristics. Some indices used to clarify the line between North and South are ingenious. For example,
C. K. Thomas (1958) locates the “linguistic Mason and Dixon Line” by differences in the pronunciation
of the word “greasy,” which rhymes with “fleecy” north of the isogloss and with “breezy” to the south
(cf. Markwardt, 1957). Wilbur Zelinsky (1951) traces part of the boundary on the basis of the percent-
age of mules in the total draft animal population in 1940. John Shelton Reed (1993:7) whimsically sug-
gests that the limit of where kudzu grows “isn’t a bad definition of the South (and notice it doesn’t grow
in southern Florida or West Texas). ” Elsewhere, he (Reed, 1976) plots isoglosses for “Dixie” and “South-
ern” listings in telephone directories with remarkably similar results. Zelinsky (1973) notes in passing
that Southern consumer expenditures for cornmeal and lard are more than twice the national average,
but less than half the national average for gingerale, butter and admissions to concern and plays (cf.
Linden, 1967). More conventional indicators useful for delimiting Southern culture include housing types
(Kniffen, 1965; Zelinsky, 1951), distribution of words and phrases (Carver, 1987; Kurath, 1949) and
county data available for various historical periods on voting patterns (e.g., Zelinsky, 1951) and religious
affliction (Bradley, et al., 1992; Gaustad, 1962; Johnson, et al., 1974; National Council of Churches,
1956-58; Zelinsky, 1961). These and other indicators of Southern culture tend to bundle fairly consis-
tently east of the Mississippi, but the pattern becomes less distinct on the other side of the river.
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Map 2
Zelinsky’s (1973) Southern Region.
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Map 3
Gastil’s (1975) Southern Regions.
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those of the three Southern regions, Homicide rates are especially low in non-metro-
politan counties in the Northeast and Midwest. In these two regions and the West,
the metropolitan rates tend to be higher than the non-metropolitan ones. The lone
exception is the Mormon region of most of Utah and parts of surrounding states. In
the Eastern South and the Interior Southwest, on the other hand, homicide rates
appear to be slightly higher in non-metropolitan counties (cf. Kposowa & Breault,
1993). The highest homicide rates are not in the heart of Dixie in the Eastern South
as one might expect, but in southern Florida and the Interior Southwest. While this
might appear to work against the Southern subculture-of-violence thesis, findings to
be presented below in the context of the integrated model suggest otherwise.

Data on regional variations in suicide rates are presented in Table 2. The highest
values are in the non-metropolitan West, Southern Florida, and the Interior Southwest.
The suicide rates of the Western South and the remainder of the Eastern South do not
differ markedly from those of the Northeast and Midwest. Although metropolitan
suicide rates are slightly higher in the Eastern and Western South, non-metropolitan
rates are roughly comparable. Regardless of region, suicide rates tend to be higher in
non-metropolitan than in metropolitan counties, and the rate for the New York Metro
subregion is especially IOW.3

Tables 1 and 2 have been presented primarily for comparability with earlier
studies. Taken together, they do little to support the Southern subculture-of-violence
thesis. Indeed, they seem to suggest that we should be looking for a subculture of
violence in the West instead of or in addition to the Southern subculture of violence
(cf. Nelson, Corzine & Huff-Corzine, 1994; O’Carroll & Mercy, 1989).

Table 3, which shows regional variations in the lethal violence rate, reinforces
this pattern. The LVR is highest in southern Florida. Non-metropolitan counties in the
West and Interior Southwest have LVRS comparable to or higher than those in the
Eastern and Western South. The pattern is generally similar for metropolitan counties,
but the lower LVR of the Mormon subregion is similar to the lower rates that prevail
in the Northeast and Midwest.

As was noted above, the integrated model treats the LVR as a function of forces
of production, those negative life events that it regards as predisposing conditions or
triggers for both homicide and suicide. These events, which are unequally distributed
across regions, include poverty, inequality, anomie, cultural disruption, and other
similar factors that systematically create negative life events for human populations.
It is also likely to increase when high lethality weaponry is easily obtainable and
effective means of intervention (e.g., police, hospitals) are not readily at hand,
Although gun ownership has been identified as part of the Southern subculture of
violence (e.g., Nisbett, 1993), these factors are largely the products of variations in
structural conditions rather than cultural differences. Thus, the higher LVRS in the

3Data for the five boroughs (counties) of New York City for 1988 and 1989 present some special
problems due to a change in local procedures that caused the number of suicides reported to the
National Center for Health Statistics to skyrocket in 1989. Nonetheless, the suicide rate for the city and
its metropolitan area remained low even after these changes were instituted (Whitt, 1994).

138





Table 2
Mean Suicide Rates by Region, United States Counties, 1988-89

Region Non-Metropolitan Metropolitan All Counties Number of
Counties Counties Counties

South

Eastern South 13.40 12.74 13.24 1,240

S. Florida 19.00 16.33 17.32 27

Other 13.33 12.52 13.14 1,213

Western South 13.51 12.85 13.39 282

Interior Southwest 18.64 18.07 18.58 61

Northeast

Greater New England 14.30 10.29 12.63 125

New York Metro 6.94 6.94 25

Pennsylvanian 12.63 12.63 11.47 68

Midwest

Central Midwest 12.93 11.23 12.62 513

Upper Midwest 12.79 10.95 12.54 458

West

Rocky Mountain 17.71 17.94 17.74 111

Mormon 22.22 12.15 21.39 49

Pacific Southwest 23.07 14.48 19.14 70

Pacific Northwest 19.47 14.53 18.48 100

Regional variations in the suicide-homicide ratio (SHR) are shown in Table 4.
The pattern is striking and very different from that in preceding tables. The SHRS of
both non-metropolitan and metropolitan counties in the South range from .606 to
.711, lower than any values outside the region except those of the New York Metro
subregion and the metropolitan Pacific Southwest. All non-Southern non-metropolitan
SHRS lie between .816 and .879, while values for metropolitan counties are somewhat
lower but still higher than those for even non-metropolitan counties in the South. In
general, at least for non-metropolitan counties, the SHR decreases more or less
monotonically as a function of increasing Southern historical influence.
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Table 3
Mean Lethal Violence Rates by Region, United States Counties, 1988-89

Region Non-Metropolitan Metropolitan All Counties Number of
Counties Counties Counties

South

Eastern South 22.25 21.50 22.07 1,240

S. Florida 31.10 26.60 28.64 27

Other 22.15 21.19 21.93 1,213

Western South 20.15 21.54 20.41 282

Interior Southwest 28.44 27.14 28.32 61

Northeast

Greater New England 16.59 13.38 15.25 125

New York Metro 15.49 15.49 25

Pennsylvanian 14.93 14.81 14.85 68

Midwest

Central Midwest 14.82 15.93 15.03 51

Upper Midwest 15.21 15.35 15.23 458

West

Rocky Mountain 21.16 22.62 21.32 111

Mormon 25.50 15.24 24.66 49

Pacific Southwest 29.08 21.99 25.84 70

Pacific Northwest 23.57 19.75 22.81 100

This is precisely the pattern expected on the basis of our interpretation of the
Southern subculture-of-violence thesis in terms of the integrated model of lethal vio-
lence. The integrated model maintains that oppressed populations frequently develop
subcultures whose cultural tool kits include the externalization of violence (Unnithan
& Whitt, 1992; Unnithan, et al., 1994; cf. Miller, 1958). Thus, even the low SHRs
of metropolitan counties in the New York Metro and Pacific Southwest sub-regions,
the latter of which includes Los Angeles, may result from the presence of large
African-American and Hispanic populations living under conditions of extreme poverty
and economic and social inequality.
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Table 4
Mean Suicide-Homicide Ratios by Region, United States Counties, 1988-89

Region Non-Metropolitan Metropolitan All Counties Number of
Counties Counties Counties

South

Eastern South .618 .623 .619 1,224

S. Florida .606 .629 .621 27

Other .618 .623 .619 1,197

Western South .659 .607 .649 258

Interior Southwest 711 667 .706 56

Northeast .870 .777 .832 124

Greater New England .870 .777 .832 124

New York Metro .559 .559 25

Pennsylvanian .868 .756 .796 68

Midwest

Central Midwest .879 .755 .854 469

Upper Midwest .863 .756 .848 420

West

Mormon .864 .819 .860 47

Pacific Southwest .816 .665 .747 70

Rocky Mountain .851 .807 .846 98

Pacific Northwest .829 .748 .813 96

CONCLUSIONS

While the analyses provided here are very preliminary, they strongly suggest
that a subculture of violence exists in both the metropolitan and the non-metropolitan
South. Moreover, there is some indication that the tendency to externalize violence
increases with the degree of Southern influence in the historical development of the
various regions of the United States. In this sense, this paper allows some tentative
conclusions about the geographical limits of the Southern subculture of violence.

Nonetheless, the examination of data aggregated by race and sex cannot iden-
tify the specific carriers of this subculture within Southern populations. Is it shared
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by Blacks and Whites, and by both men and women? Similarly, the examination of
total homicide rates may not provide the cleanest test of the subculture-of-violence
argument. There is some evidence that only argument-based homicides are influenced
by Southern culture, with crime-related homicides being no more likely to occur in the
South than in other regions of the United States (Corzine, et al., 1992; Nisbett, 1993).

We have made no effort in this paper to contribute to the culture-versus-
structure debate, which characterizes so much of the Southern violence literature, nor
have we identified exactly what it is about Southern culture that predisposes persons
in the region toward violence. We strongly suspect, however, that the crucial element
of the Southern subculture of violence involves a tendency to attribute blame to per-
sons other than the self. The Southern culture of honor interpretation advanced by
Brearley (1932), Brundage (1993), McWhiney (1988) and Nisbett (1993) is entirely
consistent with this position.

Journalists are taught that every story should cover the elements of who, what,
where, when and why. While this paper has concentrated on the where, our larger
research agenda is geared toward addressing the other elements as well.
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RISK FACTORS ASSOCIATED WITH NON-LETHAL VIOLENCE
AGAINST WOMEN BY MARITAL PARTNERS

HOLLY JOHNSON
Canadian Centre for Justice Statistics

The different dynamics of homicides against men and women have been cited
by various researchers (Campbell, 1992; Daly & Wilson, 1988; Wilson & Daly, 1992;
Mercy & Saltzman, 1989). These differences stem from the fact that women are at
much greater risk of being killed by an intimate partner than are men, who are at
higher risk from friends and acquaintances. In Canada, over one-half (54%) of solved
homicides against women in 1991 and 1992 were committed by a spouse, ex-spouse
or lover, while for men the percentage is much lower at 7 percent (Table 1).1

Table 1
Percentage distribution of solved homicides by gender of victim and relationship of

offender to victim, Canada, 1991-1992

Gender of victim

Female Male Total

Relationship No. % No.  % No.    %
of Offender to Victim

Spouse 119 27 38 5 157 13

Ex-spouse 50 11 3 0.4 53 4

Boy/girlfriend 67 15 13 2 80 7

Other family 66 15 111 15 177 15

Friend/acquaintance 97 22 435 58 532 45

Stranger 33 7 130 17 163 14

Unknown 6 1 15 2 21 2

Total 438 100 745 100 1,183 100

Source: Homicide Survey, Canadian Centre for Justice Statistics, 1993.
There were 163 unsolved cases in 1991 and 142 in 1992.

1Only 1991 and 1992 are included because new coding procedures initiated in 1991 improved
the categorization of victim-offender relationship, particularly with respect to ex-spouses and lovers.
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There is evidence from police reports that the majority of spousal killings were
precipitated by violence between the spouses. In over two-thirds of the husband-
victim cases and one-half of the wife-victim cases, the police reported that they were
aware of a history of violence in the family (Wilson & Daly, 1994), figures that no
doubt undercount the number of partner killings with a history of violence, since a
majority of these cases fail to come to the attention of the police (Statistics Canada,
1993). There is also evidence that a great many women who kill are acting in self-
defence. Police report that in one-half of husband-victim cases, the man was the first
to use or threaten to use physical force or violence, compared to only 6 percent of
wife-victim cases.2

A number of factors have been demonstrated to increase a woman’s risk of
severe violence or homicide by a marital partner, including age of victim, age disparity
of partners, common-law marital status, separation, poverty, male unemployment, his
obsessiveness about her, the availability of weapons in the home, the man’s prior use
of weapons, threats to kill, frequency of violence, serious injury, abuse during
pregnancy, police involvement in violent incidents, sexual assault against his wife,
verbal aggression, exposure to violence during childhood, frequent alcohol abuse,
isolation, life stresses, and others (Daly & Wilson, 1988; Fagan, et al., 1983; Hart,
1988; Sonkin, Martin & Walker, 1985; Walker, 1983; Wilson & Daly, 1992; 1994).
Many clinicians have noted the importance of alerting women to the warning signs for
homicide in battering relationships in the event that the violence escalates, as it
frequently does (Campbell, 1992; Hart, 1988; Walker, 1983). Using a national repre-
sentative survey of abused women, this paper identifies factors associated with risk
of serious non-lethal violence by a marital partner and explores the links to factors
associated with increased risk of homicide, Implications of these findings for interven-
tion and prevention of spousal homicide will be discussed.

METHOD: THE VIOLENCE AGAINST WOMEN SURVEY

In 1993, Statistics Canada conducted the first representative, national survey
on violence against women in Canada. Over 12,000 women were selected at random
and interviewed by telephone about their experiences of sexual and physical assault
and threats by marital partners, dates and boyfriends, other known men and strangers,
everyday threats to personal safety through various forms of sexual harassment, and
women’s fear of violence in public places. Respondents were asked to discuss
incidents of violence they have experienced since the age of 16. Prevalence rates
were calculated for the 12 months preceding the survey as well as adult lifetime rates.

A number of innovations were undertaken in the approach and the methodology
developed for this survey to capture women’s experiences of violence. Acting on the
advice of Smith (1994) and others (Brush, 1990; Oakley, 1981), special measures
were taken to improve the rate of disclosure of violent incidents and the accuracy of
the data collected, taking account of women’s safety, emotional trauma, and the
development of meaningful definitions of violence.

2Information was missing for 38 percent of cases.
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(Straus, 1990). Table 2 lists the specific items and the percentage of women who
reported that each item was perpetrated against them by a current or previous partner
or both.

Table 2
Percentage of marital relationships with violence,
women 18 years and over, by type of violence.

Weighting responses to the general population, this survey estimates that 29. .
percent of Canadian women who have ever been married or lived with a man in a
commonlaw relationship have experienced at least one incident of violence by a
partner. The figure for previously married or cohabitating women (48%) was three
times higher than the rate for current relationships (15%).

The CTS has come under attack from a number of experts in the field for ambig-
uous question wording, an inappropriate introduction, and questionable reliability and
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validity when used to measure reciprocal violence by men and women against each
other (Dobash, et al., 1992; Brush, 1990; Szinovacz, 1983; Browning & Dutton, 1986;
Saunders, 1988). In clinical studies, large discrepancies have been found in the reports
of violence given by men and women as to the occurrence and frequency of violence
committed between them. In studies of battering groups for violent men using the CTS
to assess violent behaviour, women assign higher levels of violence to men than men
assign to themselves (Browning & Dutton, 1986; Edleson & Brygger, 1986), and men
discount the differential consequences of male and female violence, ignoring the fact
that their actions caused severe injury or hospitalization to their wives (Browning &
Dutton, 1986; Brush, 1990; Makepeace, 1986). This evidence has led Straus to con-
clude that it is, “advisable to base analyses of violence by men on data provided by
women” (Stets & Straus, 1990:162).

Development of physical violence items for the Violence Against Women Survey
began with some of the CTS items, which were then tested in focus groups and field
tested with samples of women. A number of modifications were made in an attempt
to address criticisms about ambiguity. The original CTS item “threatened to hit or
throw something at you” has been altered to read “threatened to hit you with his fist
or anything else that could hurt you”. Similarly, the item “threw something at you”
has been clarified to read “thrown anything at you that could hurt you”. The item “hit
you with something” now reads “hit you with something that could hurt you”. These
modifications were made following the first field test, in which some respondents
were clearly confused about whether to include incidents in which they were threat-
ened or hit in a playful way with harmless objects that could not possibly hurt them.
The addition of the final item on forced sexual activity recognizes the reality of sexual
violence in marriage.

The manner in which the CTS is typically introduced to respondents, as a list of
ways of settling differences, is problematic: it is potentially very confusing to
respondents and not the instruction considered appropriate to orient respondents
toward thinking about violence they have suffered at the hands of their partners.
While some respondents may think about experiences of violence as ways of settling
differences, a great many may not, thereby bringing into question the reliability and
validity of a scale to measure violence that was, in fact, designed to address ways of
resolving conflict. There is substantial evidence that many acts of aggression by men
against their wives are not precipitated by an argument or disagreement between
them, and it is questionable whether respondents would think them appropriate to
include (Dobash & Dobash, 1984; Browne, 1987).

The Violence Against Women survey represents a significant departure from
other surveys employing the CTS in that it has an extensive lead-up to questions
about spousal violence through detailed questions about fear of violence in public
places and precautions taken to protect oneself, sexual harassment, and sexual and
physical violence by strangers, dates and boyfriends and other known men. It does
not use the “verbal reasoning” scale or the “verbal aggression” scale to ease
respondents into questions about violence. Moreover, the introduction to the section
inquiring about wife assault states very directly that “We are particularly interested in
learning more about women’s experiences of violence in their homes. I’d like to ask
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you to tell me if your husband/partner has ever done any of the following to you.” This
survey is concerned not with ways of settling disagreements but with violence against
women, and this context will have been established at this point.

In the Violence Against Women survey, each respondent is not subjected to the
entire list of violence items, as is done in research using the CTS. Those who did not
disclose incidents of abuse were skipped out of the sequence after every two or three
items, with the question “Has he ever been violent toward you in any other way?”
Those who did not report experiencing any of the first three items and responded that
their spouse had never been violent toward them in any other way were not asked any
further questions about violence in that relationship. Research suggests that questions
itemizing violent incidents into discrete categories of behaviour are necessary in order
to counteract denial and unwillingness to identify experiences as assault or violence
(Smith,1994). However, to subject respondents to a long series of questions
describing increasingly severe forms of violence following continued negative replies
to less severe forms might seem to suggest to the respondent that she is not being
truthful.

RISK FACTORS ASSOCIATED WITH NON-LETHAL VIOLENCE AGAINST WOMEN
BY MARITAL PARTNERS

The Violence Against Women Survey lends itself to an empirical analysis of risk
factors associated with variations in rates of very serious victimization by marital
partners, enabling comparisons to be made of the commonalities and differences
between lethal and non-lethal violence. Women who have experienced serious,
potentially life-threatening violence are defined as those who have been beaten up or
worse (choked, had a gun or knife used against them, or sexually assaulted), or who
have received medical attention for injuries, regardless of the type of violence.
“Beaten up” was chosen as the cut-off for serious violence because of the increase
in the percentage of women ever injured at this point on the scale. Inherent in this
item, in being choked, and in being threatened or attacked with a gun or knife is the
potential for lethal violence if not serious emotional and physical trauma. Sexual
assault is considered serious because of the combined emotional and physical effects
of sexual violence by a marital partner, and because of the tendency for sexual
violence to occur in combination with a variety of other violent acts (Finkelhor & Yllo,
1983; Shields & Hanneke, 1983). Some authors have suggested that the occurrence
of sexual assault in marriage can be an indicator of life-threatening violence, and an
important factor in women’s use of lethal violence against a battering husband
(Browne, 1987). Allowing for the inclusion of those who received injuries serious
enough to warrant medical attention, regardless of the type of violent act, takes
account of the consequences of all items on the scale and recognizes that items on
the lower end could have serious consequences. This method addresses criticisms
leveled at the CTS for the arbitrary assignment of severe and less severe violence and
for its failure to account for context and consequences.

Using this criterion of seriousness, 53 percent of abused women received serious
abuse. Just as higher rates of violence were reported to have occurred in marriages
that have ended than in current marriages, previous marriages were also characterized
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by more serious violence: 35 percent of women abused by a current spouse and 64
percent of women abused by a previous partner were seriously victimized.

This survey provides empirical evidence of an escalation in the severity of
assaults over time. As shown in Table 3 and Figure 1, in excess of 40 percent of
women abused by a previous spouse said yes to each of the following: having been
threatened; had something thrown at them; been slapped, kicked, bit or hit, or beaten
up. Yet in each case, fewer than 10 percent said this was the most serious act of vio-
lence committed against them. A full 35 percent of women were sexually assaulted,
a figure that far exceeds any other single category as the most serious act of violence.
There is one important qualifier, however: it is not possible to establish the sequence
of events from these data. While it is assumed that anyone who reports being hit with
a fist and a less serious act (such as a threat) will have been subjected to an
escalation in severity of violence, we cannot rule out the possibility that after being
hit by her spouse, threats are sufficient to keep the woman intimidated and to
maintain his control over her without the need to resort to further assaults.

Table 3
Percentage of marriages with violence by type of violence

and most serious type ever

Current Partner Previous Partner

Type of violence Ever Most Ever Most
serious serious

Threatened to hit her. 45 6 73 4

Threw something at her. 23 4 45 1

Pushed, grabbed or shoved her. 80 48 84 15

Slapped her. 29 13 64 9

Kicked, bit or hit her with his fist. 15 5 46 5

Hit her with something. 8 3 24 2

Beat her up. 9 3 40 8

Choked her. 7 5 30 10

Threatened to or used a gun or knife on her. 4 3 21 9

Sexual assault. 11 11 35 35

Total with violence 15 100 48 100

Source: Violence Against Women Survey, Statistics Canada, 1993
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Figure 1
Type of Violence and Most Serious Type of Violence by a Previous Marital Partner

Threats

Threw something

Push, grab, shove

Slapped

Kick, bit, hit

Hit with something

Beaten up

Choked

Gun or knife

Sex assault

Violence Against Women Survey, 1993

The variables examined for this analysis of risk factors associated with non-lethal
spousal violence are summarized under three broad headings: socio-demographic
characteristics of the man, the woman and the relationship; his obsessiveness/desire
to control her; and, the level or frequency of the violence. Respondents to the Vio-
lence Against Women survey were asked about the socio-demographic characteristics
of current partners only, and, as these items (such as age, employment status and
income) change significantly over time, discussion will focus on total abuse in current
relationships in the twelve months prior to the survey (the time of occurrence of seri-
ous versus less serious incidents cannot be determined in cases of multiple occur-
rences). In cases in which it is not feasible to combine responses regarding current
and previous partners, current and previous partners will be discussed separately.

Characte ristics of the Man, the Woman and the Relationship

A number of authors have cited various personal characteristics of the woman
or the couple as important factors associated with higher risk of spousal homicide for
women. These include the age of the victim, the age difference between the woman
and her partner, living in a common-law union, certain life stresses such as low
income and male unemployment, substance abuse, and the man having witnessed
serious violence by his father against his mother.

According to this survey, both victim’s and partner’s ages are prominent risk
factors predicting violent victimization by a current spouse. As Figure 2 illustrates,
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rates of wife assault reported by women in the 18-to-24 age group are four times the
national average and rates decline sharply thereafter. This age effect is also evident
for abusive partners. However, the strong relationship between age disparity of part-
ners and rates of spousal homicide in Canada (Wilson & Daly, 1994) is not apparent
in non-lethal violence against wives, for either total wife assault over the course of the
relationship or for the most serious cases of violence.

A marked difference is found in Canadian homicide rates for co-residing couples
in common-law versus registered married unions: between 1974 and 1992, the rate
for women was eight times higher in common-law unions than in registered married
unions (Wilson & Daly, 1994). According to the Violence Against Women Survey, the
markedly higher risk for women living common-law does not exist in the case of non-
lethal violence, although the difference is statistically significant (p<.01). The overall
rate of violence and the rate of serious violence are slightly higher among women in
common-law unions: 18 percent of women living common-law reported violence by
a current partner compared to 15 percent of married women; the proportion of abused
women who have suffered serious non-lethal violence by common-law partners is also
higher than the rate for women currently married (29% vs. 25%).

A link between alcohol abuse and violent behaviour has been noted in the
literature on both aggression and substance abuse, and there is empirical evidence

Figure 2
Twelve-Month Rates of Wife Assault by Age of Victim and Partner, Current Unions

18-24 25-34 35-44 45 and over

Violence Against Women Survey, 1993
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Certain economic indicators identified as life stresses, such as low income and
male unemployment, have been identified as important predictors of wife assault and
uxoricide. The Violence Against Women Survey confirms a relationship between
household income and risk of wife assault among Canadian women: twelve-month
rates for women with household incomes under $15,000 were twice the national
average, while rates for women in higher income groups remained constant at the
national average. A relationship between male unemployment and violence was also
confirmed by this survey: men who were out of work in the year prior to the survey
perpetrated assaults against their wives at twice the rate as men who were employed.
Analysis of the relationships between these variables and serious/non-serious violence
is not possible from this survey,

His Obsessiveness/Desire to Control Her

A number of factors related to a man’s obsession with controlling his wife have
been cited in the spousal homicide literature, as indicated by the tendency for many
to hunt down and kill women who have left them, violent reactions to perceived
infidelities, and the emotional and physical dominance many exhibit over their
spouses. According the Violence Against Women Survey, women seriously abused
by a former spouse were three times as likely to be abused while separated than were
women abused in less serious ways (25 % vs. 8%). The abuse increased in severity
after separation in 36 percent of cases with serious violence and 43 percent of those
with less serious violence (p < .001 ). These findings suggest that men who are very
violent react violently to threats of separation, and in many cases increase the level
of violence toward their partners.

Controlling and emotionally abusive behaviour was common in physically abusive
relationships. Overall, an estimated 35 percent of Canadian women with a current
and/or former marital partner have experienced one or more of the acts of emotional
abuse by a partner that are listed in Table 4. Former spouses were more than three
times as likely to be described as emotionally abusive as were current spouses (59%
vs. 17%), Emotional abuse and physical abuse occurred together in the majority of
cases: three-quarters of women who were assaulted or threatened by a spouse also
experienced one or more forms of emotional abuse. The rate of emotional abuse for
women physically abused by their partners is 44 percent of currently married women
and 89 percent of previously married women.

These controlling and emotionally abusive behaviors were used with much
greater frequency by men who inflicted serious violence on their wives. In the case
of previous partners, almost all were emotionally abusive, attempting to isolate her
from family and friends, controlling her whereabouts, jealously guarding her contact
with other men, and demeaning her through name-calling and put-downs (p < .001).

For a controlling and emotionally abusive man, his partner’s pregnancy may
represent to him a threat to his exclusive control over her and to her exclusive
attention and affection toward him. The Violence Against Women Survey found that
one in five battered women were abused during pregnancy, and in 40 percent of these
cases, the abuse began during pregnancy. Violence during pregnancy was four times
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more frequent among women who experienced the most severe forms of violence than
among those victimized less severely (33% vs. 8%; p < .001).

Table 4
Percentage of women who suffered serious and non-serious violence and

emotional abuse by a marital partner

Type of emotional abuse Current partner

He is jealous and doesn’t want her to 33 12
talk to other men.

He tries to limit her contact with fam- 27 10
ily or friends.

He insists on knowing who she is 34 22
with and where she is at all times.

He calls her names to put her down 37 21
or make her feel bad.

He prevents her from knowing about 13 4
or having access to the family in
come, even if she asks.

4 4 24

Any emotional abuse     59        39

Previous partner

72 48

65 39

70 44

81 49

95 79

Source: Violence Against Women Survey, Statistics Canada, 1993

Level and Frequencv of Violence

This survey offers empirical evidence of patterns of escalation in wife assault
that could point to signs that a woman’s life could be in danger. As Table 3 indicated,
very few threats of violence did not escalate into actual violence, and very few cases
of throwing something that could hurt her did not turn into something more serious.
Looking higher up the scale, 92 percent of women who had been hit with something
that could hurt them said something worse had happened to them (they had been
beaten up, choked, had a gun or knife used against them, or sexually assaulted), as
did 80 percent of those who had been beaten up.

Fearing for her life, either as a result of direct threats from the abuser, or
because of an escalation in the severity of the violence, should be taken seriously by
the woman and by those attempting to help her. This survey found that in a very high
proportion of cases of abuse (34%), the abuse or the threat of abuse was so great as
to cause the woman to fear for her life. Again, the percentage was about three times
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higher for former spouses (45%) than for current spouses (13%). There is a marked
difference between the lower and upper ends of the severity scale in the percentage
of women who feared for their lives: over half (56%) of women seriously victimized
reported fearing for their lives compared to 9 percent of those less seriously victimized
(p<.001).

An additional measure of the seriousness of the abuse is a question that addres-
ses whether the woman ever had to take time off from her everyday activities as a
result of her partner’s violence. Overall, 31 percent of abused women took time off
from everyday activities (something that is almost impossible for a woman with family
responsibilities to do, and is thus likely an undercount). The tendency for women to
take time off increased with the severity of the violence, ranging from 13 percent of
those with less serious abuse to 47 percent of those with serious abuse (p < .001).

Involvement with the criminal justice system has been cited as an indicator of
the level of violence a woman has had inflicted on her by her partner. This survey
confirms that, although reporting rates are low (26% overall), the likelihood that an
incident of violence would be reported to the police increases almost five-fold from 9
percent of cases of less severe violence to 42 percent of severe forms of violence
(p<.001).

In the majority of cases, violence by a man against his wife is not an isolated
incident. This survey estimates that in almost two-thirds of cases, the violence occur-
red on more than one occasion. Repeated or continuing abuse was more often
reported in relationships that had ended, and in relationships with more serious
violence. As shown in Figure 4, women with severe forms of violence by a previous
partner were much more likely than women with less severe violence to report multiple
episodes (p<.001). As these are previous partners, in some cases, the violence may
have stopped only when the women left the marriage. This tendency for more serious
violence to occur with greater frequency may be a consequence of very serious acts
preceding ongoing threats or forms of lesser violent acts as the level of violence
increases.

Summary

Over one-half of ail women abused by a marital partner have been abused in
ways that are potentially life threatening. This analysis outlines the power of a
number of factors in predicting serious non-lethal violence against women by marital
partners. Using bivariate analysis, most of the factors tested are highly significant,
with the largest effects (as indicated by chi-square values) shown for fearing for her
life, frequency of occurrence, calling the police, having to take time off from everyday
activities, and various forms of controlling and emotionally abusive behaviour. When
using logistic regression in a predictive model, these factors, in addition to alcohol
abuse, also stand out as the most important in assessing the potential for severe
abuse (Table 5).
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severity will want to consider the woman at risk of potentially life threatening
violence. They may also want to consider treatment programs that recognize the
important role played by alcohol, whether as a disinhibitor to violence or as a rationale.

Table 5
Logistic Regression Analysis for Severe Violence

Independent variable Level of significance

Fearing for her life  * * *

Frequency  * * *

Reporting to police  * *

Time off from activities  * * *

Occurred during pregnancy  **

Jealousy  **

Calls her names  * * *

Alcohol abuse  * * *

***significant at the .01 level
** significant at the .05 Ievel
Source: Violence Against Women Survey, Statistics Canada, 1993

A woman who fears for her life should be taken seriously as, in a significant
number of cases, she correctly assesses the potential for life threatening violence by
her spouse. In addition, police who are called to intervene in assaults by a man
against his wife should treat these cases seriously, as few women ask for police
protection until the situation becomes potentially life-threatening.

Other factors, such as the youth of both the woman and the man, poverty and
male unemployment, have been demonstrated to increase a woman’s risk of assault
by her partner, if not life-threatening violence. Attention to these factors is important
in preventing a possible elevation in severity if other factors are added to the situation.
Recognition of those factors predictive of serious violence, and early intervention by
helping professionals, may help to reduce the risk of many women to severe, possibly
life-threatening violence.
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Uxoricide1

MARGO WILSON
MARTIN DALY
Department of Psychology
McMaster University

The use of violence by men against wives is ubiquitous, but the contexts in
which such violence occurs are evidently few. Men assault their wives and sometimes
kill them in response to suspected or actual sexual infidelity, in response to the
women’s efforts (and/or to cues of intent) to leave, in order to “discipline” an “overly
independent” wife, and in response to other factors (perhaps his own infidelity or
paranoid delusions) that activate male sexual jealousy mechanisms (e.g. Campbell,
1992; Counts, 1990; Counts, et al., 1992; Daly & Wilson, 1988b; Daly, Wilson &
Weghorst, 1982; Dobash & Dobash, 1979; Polk & Ranson, 1991; Wilson & Daly,
1992a, 1992b; 1993a, 1993b). These motives are not mirrored in cases where wives
killed husbands: Women who kill their husbands usually do so in self-defense (whether
or not the circumstances and prior history of victim and killer match the legal self-
defense criteria) and in defense of children (Bacon & Lansdowne, 1982; Bowker,
1983; Browne, 1987; Campbell, 1992; Dobash, Dobash, Wilson & Daly, 1992b).

As in homicide, so too in wife-beating -- the predominant issues appear to be
adultery, jealousy, desertion and male control (eg., Counts, 1990; Counts, et al.,
1992; Dobash & Dobash, 1984; Hilberman & Munson, 1978; Rounsaville, 1978).
This suggests that uxoricide may provide a marital conflict “assay” representing the
relatively unequivocal “tip of the iceberg” of less reliably reported nonlethal violence.
Men who actually kill their wives, even where such is their “legal” right, may have
overstepped the bounds of utility, but the nonlethal use of coercive violence in similar
contexts can serve husbands’ interests, by deterring wives’ autonomy.

We have argued that the particular cues and circumstances that inspire men to
use violence against their partners reflect a domain-specific masculine sexually proprie-
tary psychology, which evolved in a social milieu in which assaults and threats of
violence functioned to deter wives from pursuing alternative reproductive opportunities
(Daly & Wilson, 1988b; Wilson, 1989; Wilson & Daly, 1992a, 1993a,b; Wilson, Daly
& Scheib, 1995). Although there is much cross-cultural and historical variation in the
institutional and structural manifestations of masculine proprietary psychologies,
including such cultural practices as infibulation, foot-binding and prohibition of widow
remarriage, and although women are variably effective in resisting male control, fatal
and nonfatal violence are cross-culturally ubiquitous outcomes of marital conflict over
female autonomy.

1The authors wish to acknowledge the financial support of the Social Sciences and Humanities
Research Council of Canada, McMaster University Arts Research Board, the Harry Frank Guggenheim
Foundation, the Rockefeller Foundation, the North Atlantic Treaty Organization, and the Natural Sciences
and Engineering Research Council of Canada. In addition, we thank several people for facilitating the
development of the homicide data files, including J. Batt of the British Home Office, O. Fedorowycz of
Statistics Canada, as well as the Chicago Police Department and C. R. Block and R. Block.
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Moreover, if men killed women who were merely conveniently near at hand,
danger would decline upon separation. Alas, it does not. Wilson and Daly (1993a)
predicted and confirmed that the risk of uxoricide would actually be exacerbated in the
aftermath of separation (Figure 2). Our rationale for this prediction derived from our
hypothesis that coercive use of violence is one means by which uxorial proprietary
claims are maintained by husbands (Wilson & Daly, 1992a,b). If violence and threats
of violence by husbands indeed function to limit female autonomy, then men may be
“motivated” to act in these ways in response to desertion or other probabilistic cues
of their wives’ likelihood or intention of desertion. It follows that resolving to leave
one’s husband may be associated with elevated risk of violence, including risk of being
killed. Because the decision to leave is covert, it is difficult to compare the risks
incurred by women who intend to leave with the risks incurred by other coresiding
women. However, one can assess the risk incurred by those who have actually
separated, and it is substantially elevated, despite the separated woman’s lesser
availability to her assailant.

Figure 2
Uxoricide rates in New South Wales, Australia (1968-1986), Canada (1974-1990),

and Chicago (1965-1990) for registered marriages.
Open bars represent homicides per million coresiding wives per annum. Filled bars represent

homicides per million separated wives per annum. (Data from Wilson & Daly, 1993a. )
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The fact that separation is temporally associated with increased lethal risk does
not necessarily mean that the link between the two is directly causal. If women were
to leave assaultive husbands when the frequency and severity of assaults became
intolerably dangerous, then the immediate post-separation period might be a time of
elevated uxoricide risk regardless of whether men respond violently to separation per
se. Moreover, the simple fact that separated couples constitute a subset of marriages
with a history of discord might in principle explain their higher homicide rates.
However, the case descriptions often make it clear that the link between separation
and murder is more than incidental. Homicidal husbands are often noted to have
threatened to do exactly what they did, should their wives ever leave them, and they
often explain their homicides as responses to the intolerable stimulus of the wife’s
departure (e.g., Allen, 1990; Campbell, 1992; Crawford & Gartner, 1992; Mahoney,
1991; Wallace, 1986; Wilson & Daly, 1993a). Still, the wife’s desertion and the
husband’s assault may sometimes coincide not because one caused the other, but
because both were precipitated by the same episode of marital conflict. Although
direct evidence of the risks to wives who did or did not leave as a function of
equivalent conflicts is not available, some evidence suggests that separation per se
is associated with incurring more severe violence (e.g., Ellis, 1987).

When a wife is pursued and killed by a husband she has left, the killer’s motive
is not merely to be rid of her. Yet if keeping her is his aim, killing is even more clearly
counterproductive. We propose that such homicides are the dysfunctionally extreme
products of violent inclinations whose lesser manifestations are effective in coercion,
for although uxoricide may seldom serve the interests of the killer, it is far from clear
that the same can be said of nonlethal wife abuse. A credible threat of violent death
can very effectively control people, and the evidence in Figure 2 suggests that such
threats by husbands are often sincere. Unlike assaults or threats directed at strangers,
the coercive use of violence in marital relations has had a legitimacy that has
undoubtedly served to enhance the coercive power of the threats. Until recently,
husbands were legally entitled under Anglo-American law to confine wives against
their will (e.g., Dobash & Dobash, 1979; 1984; Edwards, 1985; Wilson & Daly,
1992b). Persons who gave sanctuary to a fleeing wife, including even her relatives,
were legally obliged to give her up or be liable for the tort of “harboring”, and
Englishmen remained entitled to restrain wives intent on leaving them until a 1973
ruling made such acts kidnappings (Atkins & Hoggett, 1984).

There are a variety of cues that husbands might use to assess the probability of
losing a wife either temporarily or permanently, including the rates at which husbands
encounter potential male rivals (that is, cues of bachelor pressure); cues of the status,
attractiveness and resources (hence, mate value) of rivals relative to the husband, and
of rivals’ social groups (lineages, castes, etc.) relative to the husband’s own social
group or category; and cues of local marital (instability (Wilson & Daly, 1994b). Local
cues of life trajectory and life expectancy are also predicted to be relevant to the
likelihood that potentially dangerous coercive and violent motives, emotions and
actions will come to the fore (Daly & Wilson, 1990; Wilson & Daly, 1985). A man’s
rivals are likely to be relatively undeterred by the dangers associated with adulterous
overtures, for example, when their own life prospects are poor. Being part of a
relatively large age cohort should also be expected to intensify male-male competition,
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especially where same-age women are unavailable; thus cohort size effects on
intrasexual rivalry and hence on the coercive constraint of women may be especially
evident where age disparities at marriage are large. Considerations such as these
suggest a number of hypotheses about the relative risk of violence by husbands
against wives in different communities or populations (Wilson & Daly, 1994b).

Men’s proprietary jealousy is also expected to be variably aroused at least partly
in relation to variable attributes of women. A man is vulnerable to cuckoldry as a result
of his wife’s infidelity, for example, only when she is fertile; while he may be con-
cerned to protect a pregnant wife from various sorts of harms, he need not protect her
from insemination by rivals. In a rare investigation of human mate-guarding, Flinn
(1988) found that men indeed appear to be sensitive to correlates of their wives’
current capacity to conceive, and hence of cuckoldry risk.

Another attribute of wives that may be expected to be associated with the risk
of coercive masculine sexual proprietariness is the woman’s youth, but here the issue
is not solely or even principally that of her current age-specific fertility. It is not simply
cuckoldry that men’s sexual proprietary motives have defended them against but also
desertion by their wives. Since men lay Iongterm claim to their wives, men value
them at least in part in relation to what biologists (Fisher, 1930/1958) call “reproduc-
tive value:” the statistically expected summed future reproduction of an individual,
given her age, condition and circumstances. The reproductive value of women is
maximal soon after puberty, and begins to decline steeply in the thirty’s. As one
would then expect, youth is a major determinant of women’s sexual and marital
attractiveness (e.g., Borgerhoff Mulder, 1988; Buss, 1994; Buss & Barnes, 1986;
Glick & Lin, 1987; Johnson, et al., 1994; Kenrick & Keefe, 1992; Symons, 1979).
These age-related “opportunity” and “motivational” considerations, as well as other
factors including childlessness, suggest that young wives may be more likely than
older wives to terminate an unsatisfactory marriage, more likely to be approached by
sexual rivals of the husband, and more likely to form new sexual relationships. Hence,
we have hypothesized that men may be especially jealous, proprietary and coercive
toward younger wives (Daly & Wilson, 1988a,b; Wilson, 1989; Wilson & Daly, 1992b,
1994a).

Uxoricide risk is indeed maximal for the youngest wives in the modern west
(Figure 3; see also Daly & Wilson, 1988a,b; Mercy & Saltzman, 1989; Wilson, 1989;
Wilson, Daly & Wright, 1993). This may strike the reader as inconsistent with the
proposition that men “value” young wives maximally. Why would one be especially
likely to destroy that which one especially values? But the apparent inconsistency
disappears when one views uxoricides as the dysfunctional extremes of “normal”
coercive violence (Wilson, Daly & Scheib, 1995).

The direct relevance of wives’ youth to husbands’ violence remains questionable,
however, Many other variables are correlated with wife’s age, including parity and
childlessness, duration of the union, economic circumstance and the man’s own age.
The information that would be needed to sort out the separate impacts and priorities
of these factors is as yet unavailable for any sample of uxoricide cases, but something
can be said about the relevance of the husband’s age. Since young men are the most
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Figure 3
Age-Specific Uxoricide Rates

by age of wife victims (on the left) and by age of their husband killers (on the right)
for England and Wales (1977-1990) in the upper panel, for Canada (1974-1992) in the
middle panel, and for Chicago (1965-1989) in the lower panel.
Uxoricide rate is the number of homicides per million spouses per annum in each age category.
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violent age-sex class generally (e.g., Daly & Wilson, 1990; Wilson & Daly, 1985,
1994b), an obvious hypothesis is that the reason why young wives are relatively often
slain is simply that they are usually married to young men. This seems to be the case
- at least in Chicago and in England and Wales, but not in Canada (Figure 3). However,
the husband’s age is apparently not the whole story: young wives married to older
husbands actually incur greater risk than those married to young husbands (Wilson,
Daly & Wright, 1993). In general, age disparity between husband and wife is a major
risk factor for uxoricide (Daly & Wilson, 1988a,b; Mercy & Saltzman, 1989; Wilson
& Daly, 1994a; Wilson, Daly & Wright, 1993).

Uxoricide rates vary considerably across times and places (e.g., Figures 2 and 3).
Nevertheless, patterns of risk associated with co-residency status and with age and
age disparity have proven remarkably robust, at least among contemporary industrial
societies with very different gross rates of uxoricide and of homicide generally. We
discovered these patterns of risk by considering the cues and circumstances that the
evolved psychology of male sexual proprietariness might be expected to track. We
would thus expect that similar patterns of variable risk characterize nonlethal violence
against wives, too (Johnson, 1995; Wilson, Johnson & Daly, 1995), and that the rele-
vance of these risk factors will have greater cross-cultural generality than has yet been
demonstrated. This prediction does not imply that cultural variation will prove to be
nonexistent or unimportant. Indeed, we have derived from our evolutionary psycholog-
ical perspective a set of specific predictions about the correlates of cross-cultural
variations, as briefly noted above; for fuller discussion, see Wilson and Daly (1993b).

Men’s sexually proprietary and coercive psychologies conflict with women’s
evolved psychologies of mate choice and personal autonomy. However, the costs
incurred by the parties to this conflict and its asymmetries of outcome are variable,
depending on differential power and leverage bestowed by such factors as one’s
access to social (including familial and political) and ecological resources.
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BRIEF COMMENT ON OUR ABILITY TO COMPARE LETHAL
AND NON-LETHAL VIOLENCE IN THE DOMESTIC CONTEXT

LINDA E. SALTZMAN
Centers for Disease Control

Until recently, there has been no data source in the U. S. that enabled us to
compare lethal and non-lethal violence among intimates. The National Crime Victim-
ization Survey provides some information about nonfatal intimate violence, but cannot
provide homicide information. The FBI’s Supplemental Homicide Reports Data have
provided information on homicides among spouses and boyfriends/girlfriends, but there
has been no comparable information for assaults or for other nonfatal crime occurring
between intimate partners. The new National Incident-Based Reporting System
(NIBRS) does offer future possibilities for comparing nonfatal incidents among
intimates to incidents resulting in death, but data are not yet available to do so at the
national level.

Until national-level data are available, special studies provide our best means of
making such lethal/non-lethal comparisons. CDC conducted such a study to examine
weapon involvement and injury outcomes in family an intimate assaults (Saltzman et
al., 1992). In that research, we compared the risk of death and the risk of nonfatal
injury during firearm associated family and intimate assaults (FIAs) with the risks
during non-firearm-associated FIAs. Using a stratified sample (n=142) of victims of
nonfatal FIAs, drawn from seven nonfatal crime categories, plus all fatal victims
(n=23) of FIAs, we conducted a record review of police incident reports of FIAs that
occurred in 1984 in Atlanta, Georgia, within Fulton County. Only incidents involving
single perpetrators were examined. We determined the risk of victim outcomes of
death, nonfatal injury and non-injury, by type of weapon involved in the incident.

We found that firearm-associated FIAs were 3.0 times (95% confidence interval,
0.9 to 10.0) more likely to result in death than FIAs involving knives or other cutting
instruments and 23.4 times (95% confidence interval, 7.0 to 78.6) more likely to
result in death than FIAs involving other weapons or bodily force. Overall, firearm-
associated FIAs were 12.0 times (95% confidence interval, 4.6 to 31.5) more likely
to result in death than non-firearm-associated FIAs.

Although intervening to reduce fatal injuries is highly desirable, expanded
emphasis should also be placed on preventing FIAs from occurring in the first place.
In addition to injuries, nonfatal FIAs have other serious consequences. In addition,
effective primary prevention strategies will reduce not only nonfatal injuries, but also
fatal injuries. Such strategies may need to emphasize attitude and behavior change
by potential assailants, rather than relying on environmental modifications, since FIAs
frequently involve the use of readily available household objects and bodily force. In
addition to establishing primary prevention of violence among intimates, strategies for
limiting the number of deaths and injuries resulting from FIAs include reducing the
access of potential FIA assailants to firearms and modifying firearm lethality through
redesign.
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VIOLENCE AS A CONSEQUENCE OF PARENTING

ANN GOETTING
Department of Sociology and Anthropology
Western Kentucky University

INTRODUCTION

This presentation summarizes briefly from the research literature what we think
we know about violence as a consequence of parenting. The most salient pattern to
surface is that, all-in-all, when considering the different research methods and
populations employed, interaction indicators tend to be more strongly associated with
child conduct problems including violence than do structural indicators. Other secon-
dary findings are reviewed, some relating parenting to child violence, some relating
parenting to adult violence, and some relating child maltreatment to violence.

There are many factors, we think, that interact with one another to produce
violence, and among them is a cluster of family-related antecedents (Dryfoos, 1990:
38-39). Evidence that parenting factors may play a critical role in determining whether
or not people are violent as children and even later as adults is one of the most
replicated findings in the deviance literature. Most of this research focuses on
parenting factors as a cause of delinquency, and a good part of that relates specifically
to the child maltreatment-delinquency connection, Despite this sizable and well-
replicated body of research extending across various academic disciplines, the
empirical causal connections between parenting and violent behavior remain
ambiguous and equivocal.

The sources of ambiguity lie with several considerations. One relates to the
complex and multidimensional nature of both violent behavior and also of parenting.
There are many different kinds of violent behavior and many dimensions of parenting.
The concern here is that some particular measures of violent behavior may relate to
some particular measures of parenthood, but not to others. Different studies use
different measures of violent behavior and of parenting.

Comparing data from different sources is also problematic because the different
sources vary in the types of bias that they impose on the research results. Studies
of adult violence can use either arrest or conviction records, and delinquency studies
can use official records or self-reported information. Information on some dimensions
of parenting can come from official records (child maltreatment data are often based
on court records), but most is self-reported by the parents or children. It has been
documented that official records of delinquency underestimate minor and infrequent
offenders and that self-reported delinquency underestimates serious and chronic
offenders (Hindelang, Hirschi & Weis, 1979). Edward L. Wells and Joseph H. Rankin
(1988) conclude that for the purpose of studying family variables, it is advantageous
to employ self-reports rather than officially-recorded delinquency.

A third difficulty in attempting to know and explain the relationship between
parenting and violent behavior is the fact that the diverse measures of parenting
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demonstrate empirical relationships of different types (i.e., direct versus indirect, linear
versus nonlinear, one-way versus reciprocal), as well as to different degrees, with the
diverse measures of violent behavior. All of this complexity detracts from a clear
understanding of the causal connections involved.

My intention today is to summarize briefly from the research literature what we
think we know about the connection between parenting and violent behavior. I will
report and comment on what I see to be a smattering of not-so-well-connected
insights gleaned from a not-so-well-integrated body of knowledge. Still, these insights
provide some understanding about the ways in which parenting may contribute to
violent behavior in our children.

PARENTING AND YOUTH VIOLENCE

I gained important assistance with the task at hand from a comprehensive meta-
analysis (120 pages; 290 references) published in 1986 by Rolf Loeber and Magda
Stoutbamer-Loeber (1986), entitled “Family Factors as Correlates and Predictors of
Juvenile Conduct Problems and Delinquency.” It covers relevant material through
1985. My own literature search picked up in 1985, where the meta-analysis leaves
off.

Perhaps the most salient pattern derived from the extensive data linking
delinquency, including youth violence, to parenting relates to the relative influence of
structural- versus interaction-related parenting variables on violent delinquency. The
pattern persists, though with significant exceptions, across research methodologies
and populations and through time. It speaks to the question of which imposes greater
risk for violent delinquency in children: the structural environment in which we place
them or the way we interact with them. The data indicate that, all-in-all, when
considering the different research methods and populations employed, interaction
indicators (parent-child involvement, supervision, parental rejection) tend to be more
strongly associated with child conduct problems and delinquency than do structural
indicators (parental absence, parental health). In the conclusion of the report derived
from her study on the comparative impact of family structure (single- versus
two-parent) and family quality (abuse of children, affection, conflict, supervision), Pat
Van Voorhis and associates (1988:258) said it this way: “’Bad homes’ not ‘broken
homes,’ it seems, place youth at risk [for delinquency, including violent delinquency].”
What the data are actually suggesting is that family-structure-related variables do
influence child outcome in terms of delinquency, including youth violence, but that
interaction-related variables have a stronger effect.

In addition to this primary finding are some secondary findings - not so well
replicated but interesting nonetheless, and suggestive of the ways that we as parents
may affect the lives of our children.

Perhaps the most interesting finding repotted by Loeber and Stoutbamer-Loeber
relates to what they refer to as possible “sleeper effects.” They discovered a tendency
for parent-child interactive variables to have stronger relationships with child conduct
problems and delinquency over time than concurrently. This applies especially to lack

184



of parental supervision and parental rejection. These are startling results, because
longitudinal studies normally show decrements over time in the magnitude of relations
between independent and dependent variables. Here exactly the opposite was
evident. And this finding is even more striking in light of the fact that it does not
apply to structural indicators such as broken homes, marital conflict and parental
criminality. While this “sleeper effect” may be an artifact of the use of different
independent and dependent measures in the different studies, it alerts us to the
possibility that certain parenting behaviors may have stronger long-term than
short-term effects (1986:123-124).

Another interesting finding comes from Allen E. Liska and Mark D. Reed (1985).
They extend the notion of the importance of interaction-related parental behavior by
introducing and testing the notion that such behavior may be reciprocal in nature as
opposed to a one-way process from parent to child. Their analyses are based on the
Youth in Transition panel self-report data on high school boys. Essentially, the study
tests the reciprocity of the relationship between parental “attachment” (what has been
referred to in this essay as interaction-related parental behavior: parent-adolescent
communication and affectivity) and delinquency, and suggests that “attachment”
retards delinquency, which, in turn, promotes school attachment, which, in turn,
promotes stronger family ties. The causal structure appears to be not contingent on
class and pattern of delinquency (measured in terms of interpersonal violence or
theft/vandalism), but may be contingent on race.

Another set of recent findings worthy of inclusion here comes from the work of
Edward L. Wells and Joseph H. Rankin (1988), who also utilized the Youth in Transi-
tion panel data in their attempt to measure the effects of what they refer to as direct
parental control in delinquency outcome. Direct parental control over the child was
measured in terms of the following:
(1) regulation/restriction (a summary index of five items indicating the degree to

which the boys perceived that their parents decided their friends);
(2) strictness (a two-item index of how strict respondents rated their parents to be);
(3) punishment/contingency (a one-item measure of how frequently parents ignored

rather than punished wrongdoing); and
(4) punitiveness (a summary index of four items rating how vigorously and

frequently parents punished their sons, evidently not necessarily related to
wrongdoing, with punishments ranging from yelling to hitting).

Six measures of self-report delinquency were also used.

All four direct parental controls were found to be significantly associated with
delinquency, including youth violence. For strictness, the associations with delin-
quency measures clearly were not linear. That is, medium levels of perceived parental
strictness showed the lowest levels of delinquency, but low and high strictness
resulted in higher delinquency. The relationship with delinquency was generally linear
for the other three types of direct parental controls. For regulation/restriction, the
associations were negative. Boys with the highest levels of perceived parental control
over their friendships showed the lowest levels of delinquency. For punishment/
contingency, associations were also negative. Boys who perceived frequent punish-
ment for wrongdoing were the least delinquent. For punitiveness, associations were
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positive. Boys who perceived that they were the most vigorously and frequently
punished were the most likely to be delinquent. Perhaps the apparent inconsistency
in these last two findings can be attributed to the child’s sense of justice. Maybe
frequent punishment for wrongdoing seems fair to a child and is therefore not dis-
turbing to him or her, as is vigorous and frequent punishment that is not necessarily
related to misconduct. What is suggested here by the work of Wells and Rankin is
that parental control over children may be important and in some ways constructive,
and that the child’s sense of fairness should be considered.

PARENTING AND ADULT VIOLENCE

Some, though scant, research relates to the possible effects of parenting
(excluding maltreatment) factors on adult criminality. An extension of Loeber and
Stoutbamer-Loeber’s concept of “sleeper effects,” described earlier, suggests that
parental effects may not subside over time, and in fact may intensify. Joan McCord
(1979, 1991) has addressed this question in her followup work of the 1939-1945
Cambridge-Somerville delinquency prevention project, which involved boys from
two-parent homes residing in deteriorated urban neighborhoods. Subsequent
criminality was determined 30 years later through examination of official records of
conviction. McCord (1979) found that six of the seven variables describing home
atmosphere (mother’s affection, supervision, parental conflict, parental aggression,
mother’s self confidence, father’s deviance, and paternal absence) were reliably
related to criminal behavior. Only father’s absence failed to distinguish criminals from
noncriminals. After controlling for social class, these six parental traits and child
rearing variables accounted for nearly a third of convictions for both property and
personal crimes. She concluded that predictions of adult criminality based on
knowledge of these parenting factors were not only markedly more accurate than
chance, they were also more accurate than predictions based on the individuals’
juvenile delinquency records.

In another study based on the same data set but including some additional
parenting variables, McCord (1991) compared the effects of parenthood on boys’
delinquency and subsequent adult crime. She concluded that while father’s interaction
with the family during childhood increased in importance over time, mother’s
competence decreased in importance. Only childrearing variables relating to father’s
interactions made a significant contribution to variance in adult criminality once
juvenile delinquency had been taken into account. McCord’s findings give us reason
for pause to weigh the long-term effects of defective parenting, especially fathering,
during childhood.

CHILD MALTREATMENT AND VIOLENCE

It has been established with some certainty at this point that parental detach-
ment, inequity and harshness in their many manifested forms can contribute to
delinquency and subsequent crime, including that of a violent nature. Now our
attention to parenting shifts from the general to the specific, as we consider the
effects of child maltreatment. Research in this area includes more attention to adult
crime as an outcome.
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There is a body of literature, though limited, that addresses specifically the con-
nection between abuse and neglect on the one hand and violent behavior on the other.
The evidence on this connection is contradictory and therefore inconclusive. Cathy
Spatz Widom’s (1989) literature review describes 12 studies. She reports that young
murderers, the more violent delinquents, and violent and assaultive psychiatric patients
reported higher incidence of childhood beating than did their controls. In addition,
forms of family violence predicted violent delinquency. However, other studies found
no difference between abused and nonabused delinquents in the extent of violent
crime; and one study found that abused when compared with non-abused delinquents
were less likely to engage in aggressive crimes. In her own study, Widom tested the
“cycle of violence” hypothesis and found that it applied to females only: the
physically abused (but not sexually abused or neglected) females, but not males, had
higher rates of arrest for juvenile violence than did the matched controls. This remains
a fertile area for research.

IN CLOSING

The connection between parenting and violent behavior carries a critical mes-
sage: parenting is important. The way we treat our children can have devastating
repercussions for them, for us, and for society at large. Violence is an expensive
enterprise that erodes the very foundation of society. Part of that expense lies in the
fact that children who become violent are prone toward poor health, drug abuse,
marital instability and severe employment problems (Dryfoos, 1990:32). Violence
does not result from parents failing to teach children the important lessons of life, but
instead from how such lessons are taught or not taught. Robert M. Regoli and John
D. Hewitt (1994) portray children as an oppressed minority. Oppression is the unjust
use of authority, and childhood oppression and abuse are rooted in the childhood
experiences of adults. It all goes back to tradition, to the Bible, to the way things
always have been - and therefore are “supposed to be.” We think that because
children are little that they have little pain. But, in fact, the pain from their oppression,
humiliation and abuse, sometimes ever so subtle, translates into fear, anger and even
rage so intense that they must deaden their own pain to survive. And when they
deaden their own pain, they cannot feel the hurt that they inflict on others - hence,
violence, sometimes deadly in character. In the words of Philip Greven (1990:18):

Fear stifles love and constricts our ability to put ourselves in the place of
others, to have empathy, to feel compassion, to know pity, and to extend
ourselves openly and freely toward other lives and other people.

It should be noted that focusing on violent behavior exclusively as a conse-
quence of defective parenting is shortsighted, indeed, in that it ignores other damaging
outcomes that are more difficult to measure, but nonetheless serious and in some
cases life-threatening. In his thorough analysis of the consequences of physical
punishment on children, Greven (1990) includes the following:

(1) anxiety and fear;
(2) anger and hate;
(3) apathy and the stifling of empathy;
(4) melancholy and depression;
(5) obsessiveness and rigidity;

187



(6) ambivalence - protect and destroy;
(7) dissociation (including multiple personalities);
(8) paranoia;
(9) sadomasochism;

(10) domestic violence;
(11) aggression and delinquency;
(12) authoritarianism; and
(13) the apocalyptic impulse.

These factors are analyzed in the context of a plea to promote the well-being and
even survival of humanity in this nuclear age. The child maltreatment literature is
replete with well-documented destructive outcomes (Clark & Clark, 1989: xxvii- xxviii;
Starr, Maclean & Keating, 1991). In this context, the critical nature of parenting is
brought into bold relief. Violence represents but one of many costs to humanity and
threats imposed upon its structural integrity resulting from the improper treatment of
children by their parents.

It is important to recognize that modern parents are operating in a social order
that is in many ways hostile to family cohesion and viability and to effective parenting,
It is one conducive to stressful relationships and inadvertent child neglect (Hamburg,
1990). Parents need all of the help that they can get to produce socially and
economically productive offspring.

During the past two decades there has been an upsurge in innovation focusing
on community-based interventions designed to enhance parental competence. These
interventions include parent education, home visitors, links to community resources,
and social support networks for parents under stress. Most of these intervention
programs have focused exclusively on service and have incorporated little or no
evaluative research. But the limited evidence available suggests that they work, that
they beneficially affect a range of relevant outcomes including the personal
development of parents, their ability to use available community resources, their
attitudes and behavior toward their children and the healthy development of children.
While the effects appear to be not massive, they are constructive and fairly consistent
(Curtis, 1992; Hamburg, 1987, 1990, 1991). The existence of these initiatives offers
hope that parenting patterns can improve, that the legacy of destructive parenting in
this nation can be neutralized, if not reversed, and that, as a result, healthy active and
productive young citizens will emerge to lead us into the twenty-first century.
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THE MENENDEZ MURDERS: PARRICIDE IN PERSPECTIVE

KATHLEEN M. HEIDE, Ph. D.
University of South Florida

TYPES OF CHILDREN WHO KILL THEIR PARENTS

Three types of individuals kill their parents: the severely abused child, the
severely mentally ill child and the dangerously antisocial child. The severely abused
child is the most frequently encountered type among adolescent parricide offenders
and is the focus of my book, Why Kids Kill Parents: Child Abuse and Adolescent
Homicide (1992, 1995).

In-depth portraits of youths who have slain parents have frequently suggested
that these youths were severely abused and killed their parents because they could
no longer tolerate conditions in the home environment. These children, typically
adolescents, were psychologically abused by one or both parents and often witnessed
and/or suffered physical, sexual and verbal abuse. They did not typically have
histories of severe mental illness or of serious and extensive delinquent behavior. For
them, the killings represented an act of desperation - the only way out of familial
situations that they could no longer endure.

In some of these cases, the legal elements of self defense were clearly present:
the youths had reason to believe that their parents were threatening them with
imminent death or serious injury and that deadly physical force was necessary to
prevent the infliction of such harm. In many other cases, the physical danger from the
parents did not appear to be immediate. Believing that they were unable to engage
in physical battle as equals with the abusive parents, the youths aggressed against
their tormentors when they perceived that they had an advantage over their abusive
parents and could prevail. In some cases, youths whose physical survival was not
threatened felt that their psychological survival compelled them to kill their abusive
parents.

On occasion, adolescents who kill parents are recognized as severely mentally
disturbed or psychotic. Psychotic individuals have lost contact with reality. Their
personalities are typically severely disorganized, their perceptions are distorted, and
their communications are often disjointed. Their behavior may be inappropriate to the
setting and characterized by repetitive actions that appear without purpose. Although
they may show excessive levels of motor activity, they also may be markedly inactive.
They may experience hallucinations (seeing or hearing things that are not actually
occurring) and bizarre delusions (beliefs that have no basis in reality and that would
appear totally implausible to other people in their environment, e.g., belief that one’s
thoughts are being broadcast through the transmitters implanted in one’s teeth).
Individuals with psychotic disorders often do not understand that they are mentally ill
and frequently require hospitalization, at least until their mental disorder has been
stabilized.
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been emotionally neglected by both parents. Testimony further suggested that they
had been physically neglected by their mother, who allegedly failed to protect them
from their father’s alleged sexual abuse and rape.

However, even if these statements were in fact true, the verification of child
maltreatment does not necessarily uncover the underlying motivation for the double
homicides. The Menendez brothers could have been both “battered children” and
“sociopathic.” The two categories are not, as the opposing lawyers in the Menendez
case seemed to argue, mutually exclusive. Some children raised in abusive homes
become “conduct disordered.” In fact, the development of “antisocial personality
disorder” is typically rooted in early and pervasive childhood maltreatment. Put
another way, the Menendez brothers could have been abused and still have killed their
parents for the money.

The critical question in the Menendez case is, as in any parricide, what propelled
the homicides? Individuals who are severely abused often have mixed feelings about
their abusive parents. These feelings may include fear, anger, hatred, hurt, and a
desire for revenge, as well as love. If Lyle and Eric Menendez killed Jose and Kitty
Menendez out of hatred and rage stemming from years of severe abuse, that
motivation is clinically significant, but it is not self defense.

It is interesting to note that the behavior of Lyle and Eric after the homicide was
markedly different from the behavior typically shown by severely abused adolescents
who kill their parents. The Menendez brothers concocted an elaborate alibi and
maintained their innocence for several years. They acknowledged their involvement
in the homicides only after it was determined that statements that they had made to
their psychologist about their role in the killings would be admissible. Shortly before
the trial it was publicly disclosed that the Menendez brothers had been abused -
information that neither had at any time ever disclosed to their therapist. The psycho-
logist testified that, when Lyle and Eric were discussing the killings with him, they did
not indicate that they had been abused and feared for their lives. In contrast,
adolescents who kill their parents typically are apprehended immediately after the
killing and state that they killed the parent to end the abuse.

Severely abused children who kill their parents have a number of characteristics
that the Menendez brothers do not appear to share. For example, prior to the killing,
these youths typically have attempted to get help from others and have tried to
escape the family situation. Severely abused children who kill parents do not report
seeing psychotherapists on a regular basis, from whom they withhold information
about the abuse that they have endured for years. Severely abused youths who report
feeling trapped and perceive no other way out of the family situation do not have in
their histories, as Lyle Menendez did in his, that they had attended a major university
3,000 miles away from their parents’ home.

These discrepancies and others that appear in the case do not rule out that Lyle
and Eric Menendez were severely abused children who killed because they believed
they were about to be killed by their parents. However, they raise questions that need
to be asked to understand the motivation that propelled the killings of Jose and Kitty
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PREDICTING REARREST FOR VIOLENCE1

PAMELA K. LATTIMORE
CHRISTY A. VISHER
RICHARD L. LINSTER
National Institute of Justice

ABSTRACT

This paper presents the results of an analysis of the risk of arrest for a violent
crime for a cohort of youthful parolees. The sample consists of 1949 individuals
paroled by the California Youth Authority between July 1, 1981 and June 30, 1982.
Results of a multivariate competing hazards analysis suggest that prior criminal history
and socioeconomic variables are powerful predictors of both the timing and the charge
of first arrest following parole.

INTRODUCTION

In most urban areas, the problem of youth violence has increased dramatically
since the mid-1980s. The latest statistics from the FBI’s Uniform Crime Reports
indicate that arrests for violent index crime by youth under age 18 increased 47
percent between 1988 and 1992 (FBI, 1993: 223, Table 34). The largest increases
during this period were for murder and non-negligent manslaughter (up 51%), robbery
(up 50%) and aggravated assault (up 49%). Further, arrests for weapons carrying and
possession among juveniles increased 66 percent in this five-year period. Adult
arrests for violent crimes and weapons offenses also increased between 1988 and
1992, but the rate of increase was less than half of that for juveniles. Persons under
25 years of age accounted for almost 50 percent of arrests for violent index crimes
in 1992 (FBI, 1993: 227-8, Table 38).

Previous research suggests that youthful violent offending occurs as part of a
repertoire of offending that includes property offenses, drug deals and other
miscellaneous crime. Violent offending, however, becomes more Iikely as arrests
accumulate (see review in Weiner, 1989). The challenge, then, is to identify those
serious youthful offenders who are most likely to commit violent offenses. Research
by the California Youth Authority (CYA) on violent offending patterns among serious
youthful offenders (Haapanen, 1991) concluded that it was exceedingly difficult to
identify those youthful offenders whose violent careers do not persist into adulthood.
As youth violence continues to escalate, however, it becomes increasingly important
to develop information that will assist the juvenile and criminal justice systems in
controlling the youthful violent offender.

The current study uses a multivariate, failure-time model to examine the
probability and timing of rearrests for violent crimes. Only one previous study (Weiner,
1990) has used hazard or survival models for tracking the timing and probability of

1 Points of view are those of the authors and do not necessarily represent  the official policy

of the National Institute of Justice, US Department of Justice.
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arrests for violent crimes. The present research examines official record information
and personal history data to identify those factors that are correlated with a first
rearrest for violence among a group of offenders paroled by the CYA. This study
includes a range of risk variables that earlier research indicates are likely related to
violent offending.

DATA

The subjects of this analysis are a random sample of 1,998 male youth paroled
by the California Youth Authority between July 1, 1981, and June 30, 1982. A full
description of subject characteristics is available in Visher, et al., (1991; also see
Linster, et al., 1990). Information on one or more variable was missing for 49 subjects.
Thus, the following discussion focuses on the 1,949 subjects whose data were used
in the analyses.

As a group, these individuals began crime at an early age (14.2 years at first
arrest) and have been fairly active since (an average of 10.9 arrests prior to the instant
incarceration). As we are interested in the extent to which we can predict violent
criminal behavior, controlling for other types of criminality (as measured by arrest
charge), we established five hierarchical failure modes for most serious charge at first
rearrest. These modes are a charge for Violence, Robbery, Burglary, Other Property,
and minor/miscellaneous charges designated as Delinquency.2

Eighty-eight percent (1,710 of 1,949) of the subjects “failed” during the three-
year followup period. Twenty-one percent (415) of the subjects were charged with a
violent crime at their first rearrest following release. An additional eight percent (161)
of the subjects were charged with robbery. Arrest charges for the remainder of the
subjects were distributed as follows: Burglary, 16.5 percent (321); Other Property, 17
percent (336); and Delinquency, 24 percent (477). Note that a charge for violence
was second only to the relatively minor Delinquency charge in terms of reason for
failure.

Criminal history scores reflecting prior charges for the offenses represented in
the failure modes are among the explanatory variables included in the model. The five
equations used to calculate criminal history scores are:

2Violent  offenses included homicide, assault, rape, weapons and kidnapping. Robbery and burg-
lary included these offenses as well as attempts. Other property offenses included grand theft, auto
theft, possession and sale of drugs, and arson. Possession and sale of drugs were included in the Other
Property category because of the relatively low incidence of these offenses in our sample; the time
period of our study generally was prior to the escalation of use and sale of crack cocaine. Other offen-
ses, which were classified as Delinquency, included miscellaneous assault (e.g., child endangering, riot,
false imprisonment), petty theft, receiving stolen property, statutory rape, contributing to the delin-
quency of a minor, under the influence of drugs or alcohol, escape, miscellaneous felonies or misde-
meanors, and welfare and institutional offenses.
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j = Violence, Robbery, Burglary, Other Property, and Delinquency;
N jk = number of charges of type j at arrest k; and
w k is a weighing factor that is equal to 730/Days(k), where

Days(k) equals either the number of days between arrest k and instant
CYA commitment or 730 if Days(k) < 730.

The factors wk give equal weight to all arrest charges brought during the two
years prior to the current CYA commitment; charges brought in arrests experienced
in the more distant past are hypothesized to have decreasing power as predictors of
post-release behavior.

The correlations between these criminal history score variables and the most
serious charge at first rearrest are shown in Table 1. Note that these correlations pro-
vide some evidence in support of specialization -- i.e., prior charges of a particular type
are significantly and positively correlated with the type of the most serious first
rearrest charge. These correlations also indicate some distinction between burglars
and violent offenders as evidenced by the significant and negative correlations be-
tween (1) violent criminal history score and followup charge of burglary (r = -0.0798)
and (2) robbery criminal history score and followup charge of burglary (r = -0.0641).
Similarly, those with large numbers of prior charges for burglary were less likely to
experience a violence charge at first rearrest (r = -0.0540).

METHODOLOGY

We estimate a competing risks model for first rearrest following parole (e.g., see
Kalbfleisch & Prentice, 1980). A competing risks model extends the failure (or
survival) analysis that has become increasingly useful in criminal justice applications
(e. g., see Schmidt & Witte, 1988; Chung, et al., 1991). With a competing risks
model, both the time until an event occurs -- the focus of simple failure models -- and
also the nature of the event are modeled. The competing risks model developed here
categorizes failure by the most serious charge at first rearrest following parole. We
assume that there are five types or modes of arrest (as defined above) and that these
five events are mutually exclusive. Additionally, as with simple models, for some
observations, no event is observed; these observations are censored.

Let hj(t, Zi)dt denote the instantaneous conditional probability that subject I (I =
1, 2, . . . . N) will be rearrested in the time interval (t, t + dt) with the most serious
charge being of type j (j = 1, 2, . . ., 5) given that/has not yet been rearrested by time
t. Further, let Zi be the vector of explanatory variables for subject I. The hazard
function for rearrest on any charge can then be written

(1)
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Table 1
CORRELATIONS BETWEEN PRIOR RECORD AND FOLLOWUP CHARGE

CRIMINAL MOST SERIOUS REARREST CHARGE
HISTORY
SCORES Violence Robbery Burglary Other Delinquency

Property

Violence 0.0736** 0.0178 -0.0798** -0.0290 0.0387

Robbery 0.0076 0.1463** -0.0641 ** 0.0071 -0.0377

Burglary -0.0540* -0.0385 0.1794** 0.0011 -0.0082

Other Property -0.0274 0.0153 0.0375 0.1295** -0.0250

Delinquency 0.0159 -0.0433 0.0626** 0.0044 0.1067**

Note: N = 1,949; * prob(r) < 0.05;  ** prob(r) <0.01.

The probability of survival without rearrest to time t is

Maximum-likelihood methods can be used to estimate coefficients for the
covariate vector Z. The log of the likelihood function is:

where     equals 1 if subject I’s first observed failure is by mode j = 1, 2, . . . . 5 and
  equals 0 otherwise. Each of the hazard functions h depends on a set of
coefficients whose values are determined in the usual way by maximizing In L. In this
paper, we assume five hazard functions that are log linear in the explanatory variables
Z i and choose a flexible hazard model that combines aspects of a variety of standard
hazard functions. The basic form of the jth hazard function is:

where a, b, and c are the coefficient vectors to be estimated.

Previous applications of this model are described in Visher and Linster (1990),
Linster, et al. (1990) and Visher, et al. (1991). This model allows both the level of
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risk and its variability in time to depend on subject covariates. For example, recidivism
risk over time may be relatively low in the period immediately following release,
increase as a positive power of time since release, and then, for those who remain
arrest-free for a long time, decrease exponentially with time.

Equation (4) shows the basic form of the hazard model. Despite its flexibility,
this function could not adequately capture the high peak in failure rates observed
around months 3 and 4. Rather, it underestimated somewhat the number of early
failures and, consequently, overestimated failure rates among the relatively long-term
survivors. Therefore, it was decided to model the hazard in two epochs (see Visher,
et al., 1991; Linster, et al., 1990). The point of division was chosen as 36 weeks
(0.6904 years) somewhat arbitrarily on the basis that about half the subjects failed
within the first 36 weeks. Thus, the final form of the log of the hazard function is:

In interpreting this two-epoch model’s output, it must be kept in mind that the
parameters for the second epoch are based on observations of failure among a
population from which most of the initially high-risk subjects have already been
dropped.3

Substitution of these hazard functions into the log-likelihood function generates
an uncoupled system of maximizing equations that separately involve parameters of
the models for the five failure modes and the early and later periods.4  For the early
period, the likelihood function includes observations on all subjects, with those
surviving at least 36 weeks at risk treated as censored at t = 0.6904 years. For the
later period, the likelihood function includes only the subjects observed to survive at
least 36 weeks and the time t is either the observed failure time or the time of
censoring. Five failure modes for most serious charge at first rearrest were identified.
As noted earlier, these failure modes are a charge for Violence, Robbery, Burglary,
Other Property, and minor/miscellaneous charges designated as Delinquency.

In the next section, we present our results.

3The form for the later epoch was chosen so as to exclude the point of singularity of the log
term from the range of definition. Although the hazard function of Eq. (5) will in general have a
discontinuity at 36 weeks, the survival function and all probabilities calculated over finite time intervals
are continuous for all positive t.

4To achieve some measure of parsimony, the database was randomly split into two approxi-
mately equal halves. Models were estimated on each and cross-validated. In an iterative process,
parameters were deleted when the results indicated inconsistency in relation to failure between the two
subsets of data. See Linster et al. (1990) and Visher et al. (1991) for additional description of this
technique.
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RESULTS

Tables 2 and 3 present the maximum-likelihood parameter estimates.5 Like-
lihood-ratio tests suggest that the models provide considerable explanatory power over
that offered by naive models. For the early period (Table 2), the likelihood ratio test
yields a chi-square statistic of 141.83 that, with 31 degrees of freedom, has a p-value
of less than 10-15; for the later period (Table 3), this statistic is 99.43, which with 24
degrees of freedom has a p-value of less than 10-8. To further explore the fit of the
model, we examined the observed and predicted failures by four-week intervals among
subjects still at risk at the beginning of the interval. Although there is interval-to-
interval fluctuation, a chi-square test gives no support for statistical rejection of the
null hypothesis that the observed failures come from the model’s theoretical
distribution. (A chi-square value of 29.192 was obtained that, with 31 degrees of
freedom, has a p-value of 0.559.) As the model appears to provide a reasonable fit
to the data, we turn now to a discussion of the parameter estimates.

Eight variables were dropped from the model during the construction phase as
not contributing in a statistically significant manner to the explanation of the observed
outcomes. These variables, which are not included in Tables 2 and 3, are time spent
in the CYA institution (current offense), robbery criminal history score, evidence of
alcohol abuse, evidence of prior gang involvement, evidence of parental alcohol
problems, family size, the regional indicator for southern California/not LA, and the
property crime clearance rate, Note that deletion of these variables from the final form
of our model does not mean that these variables are not related to violent criminality.
For example, many of the variables, such as the family pathology variables, are
correlated among themselves and, thus, may introduce relatively large uncertainties
in parameter values when used together. Secondly, the population under study is not
representative of all young males or even of all youthful male offenders. Hence, some
of the variables traditionally found to be good delinquency predictors might be
expected to have reduced discriminating power among this relatively homogeneous,
seriously delinquent sample.

In general, the criminal history variables and the variables describing the current
commitment have a larger impact on the hazard function than other groups of
variables. Nevertheless, after controlling for the criminal history factors, many of the
variables describing the youth’s substance abuse, school problems, and family
background were significantly related to risk of violent recidivism. Additionally, five
of the seven variables describing the county-level property and violent crime and crime
clearance rates and county of commitment also were related to recidivism risk in the
followup period.

Most of the variables predicting risk of rearrest for a violent offense were related
in complex ways to the hazard function. That is, some variables influenced risk in the
early period after release, while others only affected risk after some time has elapsed

6Not all coefficients achieve traditional levels of significance as measured by the t-statistic.
However, by the likelihood ratio test used to construct the model, these "nonsignificant" terms retained
in the model contribute “significantly” to the fit of the overall model.
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Table 2
FIRST PERIOD COMPETING HAZARDS MODEL FOR VIOLENCE FAILURE MODE

since release. Some variables were positively related to risk immediately after release and
negatively related to risk subsequently. While intuitively these types of time-dependent
effects seem plausible, even probable, the extant research and theory on recidivism has not
yet confronted these sorts of issues. A few variables were time-invariate, providing a con-
stant increasing (e.g., CYA vioience indicator) or decreasing (e.g., indicator of sibling crim-
inality) risk of rearrest during the followup period. Since the variables are not standardized,
the magnitudes of the coefficients in Table 2 cannot be compared directly.
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Table 3
SECOND PERIOD COMPETING HAZARDS MODEL FOR VIOLENCE FAILURE MODE

Note: Blank cells indicate parameters dropped from model. Values in parentheses are t-statistics.

In the discussion that follows, we focus on the partial hazard function with
respect to specific variables and for the violence failure mode, i.e. h j(t, zik) where j =
violence and k indicates a single covariate. The total hazard function for violence is
simply the product of each of these k = 1, 2, . . . , K contributions. If, at any time t,
the partial hazard’s value is less than one, the effect of the variable is to diminish the
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total hazard. If the partial hazard’s value is greater than one, the effect of the variable
is to increase the hazard.

In the period immediately following release, variables related to reported behavior
during the current commitment were strong predictors of rearrest for violence. Speci-
fically, a first rearrest for violence was significantly more likely for parolees with a
record of acts of aggression or threats of violence during their period of incarceration.
The effect is particularly strong in the first modeling period (8 or 9 months from time
of release); but at a somewhat reduced level the discriminating Power of a record of
institutional violence persists even among subjects who survived arrest-free into the
model’s second period.

Rearrest for violence was also estimated to be more likely for releasees who had
accumulated a record of rule infractions during their time of incarceration. However,
according to the model the predictive power of this variable is limited to the period
immediately after release. Given arrest-free survival to about the third month, subjects
with high rule infraction rates are virtually indistinguishable in terms of risk of future
violence from otherwise similar, low infraction rate subjects.

All other things being equal, parolees incarcerated for more serious offenses (i.e.
felonies) were less likely to be arrested for violence in the immediate and long-term
periods after release, although they were at slightly higher risk during a short
intermediate period. Younger parolees were at substantially higher risk of rearrest for
violence in the first few months immediately following release and again in the period
after about two years of arrest-free survival. In the interim, the relative risk is higher
for older subjects, peaking at about 9 months post-release.

Among criminal history variables, violence risk over the first 8 or 9 months
increased both with the number of prior arrests and with the number of prior CYA
commitments. Neither of these variables showed significant predictive power among
survivors into the second epoch. A record of previous parole violations was also
associated with a risk of rearrest for violence that increases gradually over the first
few months of post-release time at risk and then remains constant among longer term
survivors.

The number and type of charges brought in previous arrests modifies somewhat
the influence of the number of prior arrests. In general, during the first few months
after release higher “other property” history scores tended to decrease the violence
risk level associated with a prior arrest record. For longer term survivors, these
weighted-charge histories apparently replace the number of prior arrests as violence
predictors. In particular among survivors into the model’s second epoch, higher
violence history scores are associated with a violent recidivism risk that decreases
steadily in time. Indeed, according to the model, parolees with higher violence history
scores who have survived arrest-free for about a year and a half tend increasingly to
become low risk subjects for violent rearrest. Again in the second epoch, higher
burglary and delinquency history scores are initially associated with lower violence
risk. However, the discriminating power of both scores erodes over time so that
neither has significant predictive power among three-year survivors.
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CONCLUSIONS

In this paper, we have presented the results of one of a set of competing
hazards models that were estimated for a cohort of parolees from the California Youth
Authority. Specifically, we looked at the ability of a multivariate competing hazards
model to predict the timing of first arrest for a violent offense following parole. The
estimated model provided a reasonable fit to our data. Further, we were able to begin
to explore the relationships between a set of variables previously linked to delinquency
and violence and the time to failure by a violent crime. Our analyses revealed that the
risk of rearrest for violence among a group of serious youthful offenders can be
assessed with reasonable accuracy if a variety of individual risk factors are included
in the model. It appears that five categories of risk factors influence risk of rearrest
following incarceration: criminal history, institutional behavior, personal characteristics,
family background and environmental indicators.
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HOMICIDE IN CONVENIENCE STORES

ROSEMARY J. ERICKSON, Ph.D.
President, Athena Research Corporation
Seattle, WA

INTRODUCTION

Violent crime is a national obsession, with current polls showing it as the number
one concern among citizens. Although the violent crime rate was virtually the same
in 1992 as in 1991, the 1991 rate was 41 percent above the 1983 violent crime rate;
therefore, the perception of crime as increasing over time is accurate. In 1992, all
locations where robberies occurred showed decreases from 1991, except banks, with
convenience stores showing the largest decrease at eleven percent. From 1988 to
1992, all locations showed increases, except convenience stores. According to FBI
statistics (FBI, 1993), from 1988 to 1992:

bank robberies were up 44 percent;
street robberies were up 9 percent;
commercial house robberies were up 27 percent;
residence robberies were up 15 percent;
gas station robberies were up 7 percent; and
convenience store robberies were down 2 percent.

The FBI’s Uniform Crime Reports do not provide information on homicides in con-
venience stores, but the National Institute of Occupational Safety and Health (NIOSH)
collects information on workplace homicides, as does the Department of Labor (DOL).
DOL concluded that only automobile accidents account for more deaths in the
workplace than homicide (BLS, 1993). A recent NIOSH study reported that murder
was the leading cause of death in the workplace in five states and the District of
Columbia (NIOSH, 1993a). Of the approximately 760 homicides in the workplace per
year, NIOSH (1993b) estimates 80 homicides per year in grocery stores, which include
convenience stores. At that rate, less than ten percent of homicides in the workplace
in a year occur in convenience stores. Schreiber (1991) estimates that there is one
homicide for approximately every 800 convenience stores per year. According to
NIOSH (1993b), grocery stores have a rate of 3.2 deaths per 100,000 workers per
year, while taxicabs have a much higher rate of 26.9 per 100,000 workers per year.

It is difficult to operate a retail business in a violent society. Some problems that
affect businesses can be addressed only at the state and national levels. For example:

Crimes are committed with guns, but there are few restrictions on them.

Crimes are committed unevenly by certain segments of the population,
but root causes of crime are often ignored.

Criminals recidivate and commit more crimes, but they are released from
prison early anyway, because of prison overcrowding.
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knowing the characteristics of the convenience store workforce during particular
shifts, however, conclusions cannot be drawn about the relative vulnerability based
on age, race or sex.

Table 1
Motives in Convenience Store Homicides

N = 7 9

Perpetrator Characte ristics

All of the murderers were male, with more than one perpetrator in 46 percent
of the cases. There were two perpetrators in 34 percent of the cases, three in three
cases, four in two cases, six in one case and 13 in another. Their average age was
25, compared with the victim’s older age of 39 years -- almost 15 years difference.
This fits with Zahn and Sagi’s (1987) research, which found that in stranger felony
cases, the average age of the victim was 40 and the offender was 26 -- 14 years
difference. The range was from 14 to 45 years of age. Nearly half (48%) were black;
one-third (38%) were white and the remainder were Hispanic (13%) or Asian (1%).
Of all homicide arrests in 1990, 55 percent were black, and 44 percent were white --
not considerably different (FBI, 1993).

Compariso n with Convenience Store Rape

Comparing some of the findings about rape in convenience stores nationwide
with homicide, analysis by Erickson (1991) revealed that there was someone else
present less often - in 14 percent (11) of the cases -- which does not include multiple
perpetrators. There were multiple perpetrators in five of the 72 rape cases. Other
findings for rape include these:

One-third of the rapes were robbery-related.
Almost half of the time, less than $50 was stolen.
The perpetrators almost always operated alone (92%).
Eighty-nine percent of the rapes occurred at night.
Weapons were not always produced, but if a weapon was produced,
handguns were most common (41%) and then knives (31%).

213





Federal Bureau of Investigation (FBI) (1993). Crime in the United States: Uniform
Crime Reports. Washington, D. C.: United States Department of Justice.

Figlio, R. and S. Aurand (1991). An assessment of robbery deterrence methods.
Convenience Store Security. Vol 3. Alexandria, VA: National Association of
Convenience Stores.

National Institute for Occupational Safety and Health (NIOSH) (1993a). Fatal Injuries
to Workers in the United States, 1980-1989: A Decade of Surveillance.
Washington, D. C.: United States Department of Health and Human Services,
Public Health Service, Centers for Disease Control and Prevention.

National Institute for Occupational Safety and Health (NIOSH) (1993b). CDC ALERT.
Washington, D. C.: United States Department of Health and Human Services,
Public Health Service, Centers for Disease Control and Prevention,

Schreiber, B. (1991). Survey of convenience store crime and security. Convenience
Store Security. Vol. 1. Alexandria, VA: National Association of Convenience
Stores.

Virginia, State of (1993). Violent Crimes in Convenience Stores: Analysis of Crimes,
Criminals and Costs. Richmond, VA.: Department of Criminal Justice Services.

Zahn, M. A. and P. C. Sagi (1987). Stranger homicides in nine American cities. The
Journal of Criminal Law & Criminology 78 (2): 377-397.

215

Zimring, F. E. and J. Zuehl (1986), Victim injury and death in urban robbery: A
Chicago study. The Journal of Legal Studies 2986 (XV, 1): 1-39.



2 1 6



STATUS OF NIOSH RESEARCH
ON PREVENTION OF ROBBERY-RELATED INTENTIONAL INJURIES

TO CONVENIENCE STORE WORKERS

HARLAN E. AMANDUS
National Institute for Occupational Safety and Health
Centers for Disease Control

INTRODUCTION

Castillo et al., (1994) reported that the average annual work-related homicide
rate per 100,000 workers during the years 1980 through 1989 was 27 for the taxicab
service industry, eight for liquor stores, six for gasoline stations, five for detective and
security services, three for justice/public safety and three for grocery stores.

Data from Schreiber (1991) indicated that approximately 100 homicides occurred
in United States convenience stores (C-stores) during 1990. Based on Schreiber’s
data and assuming that approximately 500,000 C-store workers were employed in the
U.S. during 1990, the 1990 homicide rate in the C-store industry is estimated to be
20 per 100,000 workers. Thus, the C-store industry is among the highest risk indus-
tries for work-related homicide.

Because homicide is the third leading cause of work-related death (Castillo &
Jenkins, 1994), and because of the high number of homicides and the high homicide
rate in convenience stores, the National Institute for Occupational Safety and Health
(NIOSH) initiated efforts to develop recommendations for the prevention of intentional
injuries among C-store workers. The focus of crime prevention in convenience stores
has been to prevent intentional injury in a robbery situation by training in passive
behavior, and has been to prevent robbery by environmental design (ED). Data from
Erickson (1991) indicated that approximately two-thirds of convenience-store-related
homicides occur in a robbery situation. Thus, robbery prevention would appear to
prevent robbery-related injuries, although this has not yet been proven.

The purpose of this paper is two-fold. First, conclusions from the published
literature on the effectiveness of ED to deter robbery in convenience stores are briefly
reviewed. Second, the status of NIOSH research projects in this area is summarized.

PUBLISHED STUDIES ON THE EFFECTIVENESS OF EDS TO DETER ROBBERY

While several studies have been conducted in which robbers were interviewed
to determine which store features would deter robbery, the 14 convenience store
studies in Table 1 (Crow & Bull, l975; Duffala, 1976; Crow & Erickson, 1984, Roesch,
1986; Clifton & Callahan, 1987, Swanson, 1987; White, 1987; Jeffery, et al., 1987;
Crow, et al., 1987; Hunter, 1988, 1990; D’Alessio & Stolzenberg, 1990; Figlio &
Aurand, 1991; Calder & Bauer, 1992) have estimated the association between EDs
and robbery rates. These studies considered EDs such as cash handling procedures,
security systems, store layout, visibility, access/escape routes, traffic patterns,
locational variables and staff characteristics.
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In reviewing the published evidence on the effectiveness of EDs to deter rob-
bery, the following rules for evidence of a causal association were applied to the
literature:

1) consistency among studies;
significance of the association;

3) statistical power to detect the effectiveness of EDs;
4) the temporal relationship between exposure (ED) and outcome (robbery);
5) bias due to confounding or whether other factors that correlate with

robbery risk were considered; and
6) bias due to misclassification of EDs.

With regard to consistency among studies, Table 2 shows the distribution of
studies in which EDs were found to be significantly related to the robbery rate. The
conclusion from these studies is that robbery does not appear to be a random event;
it was correlated with environmental factors in all 14 C-store studies. However, a lack
of consistency is evident in results from studies on specific designs.

Visibility within the store, into the store or out of the store, cash handling
policies (which serve as the basis for industry prevention strategies) and employment
of multiple clerks were significantly related to robbery rate in most studies, but
agreement was not complete on the effectiveness of these designs even among the
better studies. Because of shortcomings in the study design, the effectiveness of
even the more well-accepted design features has not been substantiated.

Problems in consistency (Table 1) may be explained in part by small numbers and
low power, possible confounding from neighborhood crime factors or other EDs, and
misclassification of EDs. In a recent reanalysis (Amandus, et al., 1994) of data
reported by Hunter (1988) in a study of Florida convenience stores, severe confound-
ing bias in the estimated association between EDs and robbery risk was found to have
occurred from neighborhood crime factors and other EDs.

This review indicates that further research is needed to estimate the effective-
ness of specific designs to reduce robbery risk after adjusting for possible confounding
factors such as neighborhood crime factors, employee use of a weapon, and employee
demographics. Further research is needed as to whether EDs that reduce robbery will
also reduce robbery in which injuries occur.

NIOSH CASE-CONTROL STUDIES

NIOSH has proposed two case-control studies that attempt to improve on some
of the shortcomings of previous studies. The NIOSH studies will address two issues:

(1) the effectiveness of EDs in reducing the robbery rate in Virginia conven-
ience stores, and

(2) the effectiveness of EDs in reducing robbery-related injuries in stores in
major metropolitan areas in nine states.
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Table 2**
DISTRIBUTION OF  STUDI ES     BY SIGNIFICANCE OF THE

ASSOCIATION BETWEEN EDs AND ROBBERY RATE

ENVIRONMENTAL
DESIGN

1. Cash Limit/Drop Safe

2. Security Systems

3. Register Location

4. Visibility of Cashier

5. Access/Escape

6. Traffic Potential

7. Store Location

8. Multiple Clerks

Significant

YES

CR S HH E

R J S

R HH

S HH CR J W

S HH H

J D S HH DA

R HH D S C

G S W HH C F

Association 

NO

H G

C CE HH H

DA C H*

H G C

J C

S H HH C

J H  HH C

H

*Location of counter on side of store was significant in a logistic model of robbery risk (see
Amandus, et al., 1994: Table 6), but not in a multiple regression model of number of robberies.

   (P-Value < .05)
  See Table 1 for study codes.

**Copied from Amandus, et al. (1994).

In both studies, EDs to be considered will include the following:

1. Cash handling procedures such as cash limit, drop safe, and posted sign
on the cash handling policy;

2. Security systems such as video systems, camera, alarms, shielding, and
mirrors;

3. Store layout such as counter location, blind aisles, shelving height, and
counter height;

4. Visibility such as clear windows, lighting levels, view of property from
register, and view of register and dumpster from points of passive
surveillance;

5. Concealed access/escape;
6. Locational/traffic potential (gas pumps, pay phone, parking lot size,

adjacent land use, urban/rural, location, shopping complex, road type,
and proximity to major artery); and

7. Staffing characteristics (number of clerks).

The associations between EDs and robbery and between EDs and intentional
injury will be estimated after adjusting for crime risk factors such as local census tract
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crime rate; proximity to high crime focal points such as public housing projects, gang
activity, drug activity and areas of prostitution; training of clerks by the company in
passive response to robbery; clerk use of a weapon; and clerk demographics (age,
race and sex).

In both studies, as robberies or robbery-related injuries of a C-store employee
occur in the target study areas, case-incident reports will be obtained from local police
departments. Three control stores (which were not victimized on the day of the case
store) will be selected randomly from the population of all stores within two miles of
the case store.

Case and control stores will be visited, and EDs will be evaluated by observation.
Crime risk factor information will be collected by clerk interviews, from state and local
records, and from interview of police officers.

For the robbery case-control study, the target population will include 14 counties
in and around Norfolk, Arlington and Richmond, Virginia. A protocol for the Virginia
robbery study has been drafted and the study is planned to begin in the fall of 1994.

For the robbery-related injury study, the target population may include high
robbery risk areas around the major metropolitan areas in nine states (Florida, Georgia,
Illinois, Massachusetts, Maryland, Michigan, Pennsylvania, South Carolina and
Virginia). Protocol development for the multistate study is underway. Each of the
nine state Statistical Analysis Centers is tabulating the number of robberies and
robbery-related injuries within areas of high robbery risk. A report on this tabulation
will be prepared and should be available by January, 1995.

Results from these studies will lead to recommendations concerning the
effectiveness of EDs to prevent robbery-related injury to convenience store workers.
Results from this research may also have application to other retail trade and service
industries.
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MAGNITUDE O F THE PROBLEM

Recent data allow an estimation of the magnitude of nonfatal assaults in
United States workplaces and give preliminary data on circumstances. Starting at
the lower end of the estimates, the Bureau of Labor Statistics estimates 22,400
assaults resulting in at least one or more days away from work in 1992 (Bureau of
Labor Statistics, 1994). This estimate is derived from a survey of 250,000 private
industry establishments. In interpreting this estimate, it is important to note that
only the most serious injuries, those with some disability measured by days away
from work, are counted. Additionally, the survey does not include the self-
employed, small farmers, private households, or government employees, including
law enforcement. Health care and community workers, who recognize their risk
for violence, also would not be included if employed by a governmental agency.
The exclusion of self-employed is relevant because while representing only 9
percent of employed, the self-employed account for nearly one-quarter of work-
related homicides (Windau & Toscano, 1994). Assaults accounted for only 1
percent of occupational injuries and illnesses involving days away from work, being
dwarfed by injuries associated with causes such as overexertion and contact with
objects or equipment. Fourteen thousand assaults were in the Services sector and
5,000 in Retail Trades. The median days away from work associated with these
assaults was five.

The National Crime Victimization Survey (NCVS) is a second source of esti-
mates on the incidence of nonfatal workplace violence. The NCVS is a continuing
survey of occupants of a representative sample of housing units in the United
States (BJS, 1991-1994; BJS, 1994:79). About 110,000 people age 12 or older
are interviewed each year. The survey focuses on the following offenses: rape,
robbery, assault, larceny and motor vehicle theft. One of the questions asked of
people reporting crimes is the respondent’s activity at the time of the incident. It
is estimated that in 1992, 667,978 persons were victims of violent crimes while
working or on duty. This estimate can be further stratified by type of crime:
425,004 simple assaults; 183,334 aggravated assaults; 53,438 robberies; and
7,891 rapes, though the rape estimate is unstable because it is based on ten or
fewer sample cases. The proportion of nonfatal violence in the United States that
occurs to persons at work or on duty has been reported in the annual NCVS report
since 1989. There has not been a clear trend in the incidence or rates of nonfatal
workplace violence from 1989 through 1992 based on these data (Table 1).

The third estimate is from a survey of 600 full-time workers by Northwestern
National Life (Northwestern National Life, 1993). Results from this survey need to
be interpreted with caution because of the small sample size, exclusion of the self-
employed, potential recall bias associated with recall of events over a lifetime, and
an apparent overrepresentation of managers and professionals and under-
representation of service employees. While 39 percent of the survey respondents
were managers and professionals, only 27 percent of the employed in the United
States were in these occupations. Seven percent of the survey respondents were
in service occupations compared to 14 percent of the employed population (Bureau
of Labor Statistics, 1993). The Northwestern survey estimated 2.2 million physical
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attacks of employees between July, 1992 and July, 1993. However, this was
based on three percent of the survey respondents -- approximately 18 sample
cases.

Table 1
Estimated Incidence and Rates of Nonfatal Violence against Persons at Work or

on Duty in the United States, 1989 through 1992

Despite the limitations of the Northwestern National Life survey, it does give us
preliminary data on the offender in nonfatal assaults. In addition to querying respon-
dents about assaults between July, 1992 and July, 1993, the survey inquired about
work-related assaults during their lifetime. Of the 89 sample cases who had been
physically attacked on the job at some time during their lifetime, 44 percent reported
being attacked by customers or clients, 30 percent by coworkers or former employees,
24 percent by strangers and three percent by someone else. Again, these results
must be interpreted with caution. However, they do suggest that the circumstances
of nonfatal workplace assaults may be very different from fatal assaults. Eighty-two
percent of workplace homicides are associated with robberies or miscellaneous crimes,
9 percent with business disputes (4% coworker or former coworker, 3% customer and
client, 2% other), 6 percent involved police killed in the line of duty, and 4 percent
were personal disputes (Windau & Toscano, 1994).

PREVIOUS RESEARCH

In the mid-1980s, Block, et al. (1985) used the National Crime Survey (later
renamed the NCVS) to calculate rates of crime victimization by occupation. Data were
pooled for nine years, 1973 through 1981, encompassing 2 million interviews and
108,000 incidents among the employed. Even with these large numbers, race-, sex-
and age-specific rates could not be calculated, and 180 occupations had to be

1 Estimated from Table 66, “Percent distribution of incidents by victim’s activity at time of
incident and type of crime,” in annual National Crime Victimization Survey Reports, 1989-1992 (Bureau
of Justice Statistics, 1991-1994).

2Employment data used in calculation of rates is based on the Current Population Survey (Bureau
of Labor Statistics, 1993).

3Average annual rate.
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Occupations and industries with sufficient numbers to calculate stable rates
within these state-level studies reflect groups identified as being at high risk for
homicide: law enforcement, and employees of gas stations, hotels and motels, food
stores, and restaurants and bars. The study of all claims for work-related violence in
Ohio found the highest rate among workers between 20 and 34 years of age, which
differs from homicide data, where the oldest workers have the highest rates (Jenkins,
et al., 1992; Bell, 1991; Liss & Craig, 1990; Davis, 1987; Davis, et al., 1987). The
studies of sexual assaults found that most women were working alone (Alexander,
et al., 1994), the majority of rapes were by strangers (Alexander, et al., 1994;
Seligman, et al., 1987) and concurrent robbery was uncommon (Alexander, et al.,
1994; Seligman, et al., 1987), as was the use of weapons (Alexander, et al., 1994).

There have also been industry and occupation specific studies of nonfatal
workplace violence. Studies have examined the frequency and circumstances of
assaults in health care settings (Bensley, et al., 1993; Lipscomb & Love, 1992; Lusk,
1992; Mahoney, 1991), social service agencies (Civil Service Employees Association,
1993; Bowie, 1989; Rowett, 1986), convenience stores (Schreiber, 1991; Erickson,
1991), and among law enforcement officers (Federal Bureau of Investigation, 1992;
Uchida, et al., 1987). These studies were prompted by a recognized risk for violence,
and are very important in identifying workplace-specific strategies to reduce the
incidence of assaults.

The California Occupational Safety and Health Administration recently released
guidelines for security and safety of health care and community service workers based
on such research (State of California, 1993). Examples of specific recommendations
cited in these guidelines include engineering controls such as design of facilities to
provide rooms for privacy and protection without isolation, administrative controls
such as adequate staffing, and work practices such as the escorting of psychiatric
clients or patients to and from waiting rooms and not permitting unsupervised
movement in clinic areas. While the risk for violence has been recognized in these
settings, it is not clear how the risk compares to other industries such as transporta-
tion and education.

DIRECTIONS FOR FUTURE RESEARCH

There are important gaps in information that need to be addressed to advance
the prevention of work-related violence. Data on groups at high risk for nonfatal
violence are needed to set a national research, and possibly regulatory, agenda.
Groups at high risk for homicide cannot be assumed to be representative of the much
larger group at risk for nonfatal assaults. There are groups that recognize their risk for
violence, but are not identified in homicide statistics; and Preliminary data suggest the
dynamics of nonfatal assaults may be very different from fatal assaults.

Differences between fatal and nonfatal workplace assaults may arise from
different distributions of instrumental and expressive violence. It may be that
instrumental violence in the workplace (robbery) is more likely to result in a fatal
outcome than expressive violence (anger displayed by frustrated customers or clients,
or coworkers). The premeditated use of a firearm to facilitate robbery may contribute
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to more fatal outcomes. With regard to expressive violence in the workplace, which
may arise in many cases without premeditation, lack of ready access to a lethal
weapon in a work setting, as well as a lack of determination to kill, may result in
fewer fatal outcomes.

Additionally, although the identification of characteristics of workplaces asso-
ciated with victimization, such as contact with the public and handling money, are
important for understanding job characteristics that need to be addressed in preventing
assaults, these characteristics cannot be used simply as a taxonomy to identify high
risk groups, because they do not take into account variability in work practices across
industries. An example from the homicide data illustrates this principle. Banks share
many characteristics in common with industries at high risk for work-related homicide,
such as accessibility by the public, high levels of face-to-face contact with the public,
and the handling of money. However, banks have low rates of work-related homicide,
most likely related to high levels of staffing, limited hours of operation, standard
policies on nonresistance in the event of a robbery, and security procedures such as
alarms, security cameras and sometimes guards (Castillo & Jenkins, 1994).

Definitive data on the circumstances of assaults, including information on the
offender, precipitating circumstances and prevention practices, are needed to identify
promising prevention strategies. And finally, as with work-related homicides, rigorous
evaluations of prevention measures are needed. As Lynch (1987) suggested seven
years ago in the Journal of Quantitative Criminology,

additional studies of victimization at work should be conducted that
incorporate variables excluded from the model presented above. Specifi-
cally, self-protective practices, such as receptionists, alarms and guards,
should be included in the foregoing models of risk at work. These prac-
tices may explain the relationship between activity variables and victimiza-
tion at work. Even if they do not explain the effects of activity, they can
suggest to employers or unions the kinds of protective measures that are
or are not associated with lower victimization when work activity is held
constant.

POTENTIAL SOURCES OF DATA TO FILL GAPS IN INFORMATION

The NCVS is a potential source of data to fill some of the gaps in information on
nonfatal work-related violence. The NCVS collects information on the offender such
as number, gender, age, and suspected influence of drugs or alcohol, Some
information on victim-offender relationship is available, but it is not very specific. For
instance, there is a category of “someone at work, customer.” It is assumed that this
category would also include coworkers and patients. Other potentially useful informa-
tion collected in the NCVS includes information on the assault, including use of
weapons by the offender and self-protective measures taken by the victim, injuries to
the victim, time lost from work, and reporting to police. While information on industry
and occupation of the victim has been consistently collected in the NCVS, it has not
been coded since about 1984. Recent modifications to the survey, which were
completely phased-in last summer, will categorize victims into occupations suspected
to be at high risk of violence, such as health professions, retail trade, transportation
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and law enforcement. Because of the relatively low frequency of work-related
assaults within any specific occupation that can be expected from a sample, it may
be years before the NCVS has sufficient numbers of assaults by specific occupations
to support calculation of rates. A special study is a possibility, though the sample size
needed for such a survey may be cost-prohibitive.

The National Electronic Injury Surveillance System (NEISS), a nationally repre-
sentative sample of 91 hospital emergency departments operated by the Consumer
Product Safety Commission (CPSC), is another potential source of information to
identify high risk groups and provide data on circumstances. In a cooperative
agreement between NIOSH and CPSC, NEISS has been collecting data on work-related
injuries to the youngest and oldest workers since 1992, and work-related assaults are
identifiable for these two age groups. The data collection effort is restricted to these
two age groups because of resource limitations. The National Center for Injury
Prevention and Control is currently utilizing NEISS for the identification of firearm-
related injuries, and this subset of work-related assaults is identifiable from NEISS.
Additionally, work-related assaults are identifiable from the Bureau of Justice Statistics
(BJS) surveillance of violence-related injuries in a sample of NEISS hospitals. Thus,
while data on work-related assaults are currently available from NEISS, the data
represent subgroups of work-related assaults and are not comprehensive. NEISS is
a particularly attractive surveillance system, because it offers the potential to conduct
follow-back interviews with victims and obtain detailed information on precipitating
circumstances and prevention measures used or in place. However, there is
substantial expense associated with expanding NEISS to collect all work-related
assaults, whether it be through expansion to collect work-related injuries for all age
groups, or expansion of the BJS surveillance effort to all NEISS hospitals. Addition-
ally, problems in differentiating intentional from nonintentional violence based on
emergency department records will need to be addressed.

Police and court records are another potential source of data identifying fre-
quency, type of offender, and circumstances of both fatal and nonfatal assaults. At
the current time, however, it is not possible to identify work-related assaults from
computerized records. As states and the Federal Bureau of Investigation (FBI) move
toward incident-based reporting systems, NIOSH has requested that both consider
minor modifications to their systems that would support identification of work-related
assaults. We reviewed current data collection guidelines for the National lncident-
Based Reporting System (Federal Bureau of Investigation, 1988), and identified minor
modifications to current variables that would allow the identification of work-related
assaults and specific work-related relationships of the victim to the offender. In
addition, it would be useful to add two variables that would contain narrative entries
for industry and occupation of the victim (Table 2). NIOSH is currently working on
artificial intelligence-based software, which will be able to assign standard industry
and occupation codes to narrative data.

Letters requesting these modifications were sent to the FBI and State Statistical
Analysis Centers (SACS), By approaching the SACS, we hoped to garner support for
national collection of these data, as well as encourage state-specific analyses. The
FBI has elected not to incorporate our suggested revisions at this time, because they
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have promised the states that changes to current data collection guidelines will not be
made at this time. However, we have received encouraging news from two states,
Pennsylvania and Colorado. Pennsylvania is including our modifications in specifica-
tions to a software company that is modifying the public-use software PC Layman
(used by some police departments to computerize police records) to meet NIBRS
guidelines. Colorado is including work-related elements in their data collection from
court records.

Table 2
Minor Modifications to National Incident-Based Reporting System that would

Facilitate Workplace Violence Analyses

To identify work-related assaults:

(1) Addition of a suffix (W) to data element 9, Location Type, to
indicate that the victim was injured while performing work-
related duties. The addition of this suffix is consistent with the
format of including a suffix on the variable, Type Weapon/Force
Involved, to indicate automatic weapons, or

(2) Addition of a series of codes (perhaps in the 40 range as 01,
10, 20, and 30 have been used) to data element 31, Aggravate
Assault/Homicide Circumstances. This series would denote that
the incident occurred while the victim was engaged in work-
related duties. Since two codes may be entered for this ele-
ment, two codes could be required if the first code falls into the
40 (work related) series.

To identify specific work-related relationships of victim to offender:

Addition of two codes to data element 35, Relationship of Victim to
Offender, to denote victim was a coworker (CW) and victim was a
worker delivering/performing a service to a customer or client (WR).

To identify occupation and workplace of victim:

Addition of two variables with narrative entries.

CONCLUSION

While workplace violence may be quite amenable to prevention efforts, critical
gaps in our knowledge of this phenomenon restrict our ability to implement effective
prevention programs. While considerable progress has been made in addressing fatal
assaults, very little is known about nonfatal assaults. Collaboration between public
health and criminal justice is crucial to provide data needed to set a national research
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agenda. Labor and management will be important collaborators in identifying pro-
mising prevention strategies, rigorously evaluating efficacy, and implementing
preventive measures.
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EVALUATING CRIMINAL JUSTICE SANCTIONS
FOR DOMESTIC VIOLENCE

RUSSELL P. DOBASH
REBECCA EMERSON DOBASH
Violence Research Unit, University of Wales Cardiff

In the past two decades, domestic violence has been the focus of a number of
criminal justice innovations. In this paper we describe the methods employed in a
unique British evaluation of two innovative programmed and locate the research in the
context of previous evaluations of the criminal justice response to domestic violence.
We analyse the problems confronting attempts to evaluate criminal justice interven-
tions in this area and describe how the research design adopted in this study was
intended to extend and improve upon existing approaches. The design and content
of the current evaluation are considered in detail and the completed research is
described.

The research described in this paper involved a comparative evaluation of two
Scottish programmes for men who had been convicted of a violent offence against
their female partner. CHANGE and the Lothian Domestic Violence Probation Project
(LDVPP) are modelled on American programmed for violent men, particularly the
Domestic Abuse Intervention Project (DAIP) created in Duluth Minnesota in 1980
(Pence & Paymar, 1993), CHANGE, the first criminal justice community-based pro-
gramme for abusers, was established in Stirling in 1989. It is an independent project
that operates an intensive six-month group programme for men who are placed on pro-
bation by the Scottish courts. The LDVPP, established in Edinburgh in 1990, is located
within a statutory, local authority social work department that carries out work with
all offenders placed on probation. Unlike CHANGE, the LDVPP does not carry out com-
munity wide programmed of education and training; the commitment is to an intensive
group programme. Both projects describe themselves as broadly “profeminist,” con-
ceptualising the violence of men as methods of power and control. Psycho-dynamic
work is rejected; cognitive-behavioural methods, re-education and a focus on the
offending behaviour are stressed in group work.

BACKGROUND TO THE PRESENT EVALUATION

Criminal justice innovations in Great Britain have included enhanced police
awareness of domestic violence through improved training; strengthening of civil
injunctions (interdicts in Scotland) through the addition of the powers of exclusion and
arrest; improved support for the victims of violence in the home, sometimes through
the creation of specialised Domestic Violence or Women and Children units in the
police; and in a few locations an increasing emphasis on arrest and a greater
commitment to prosecution (Dobash & Dobash, 1992). Developments of this nature
have occurred elsewhere, particularly in Canada, the United States, Australia and New
Zealand, where there has been a growing awareness of the need to improve criminal
justice response by supporting the victim and arresting the offender. In some juris-
dictions in the United States a strong pro- or mandatory-arrest policy has been intro-
duced, whereby the police are required to arrest under the presumption of “probable
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from these research reports that injunctions are often ineffective; only a small minority
of women judged them as useful. Research and experience in the United States
indicates that under certain conditions injunctions can be useful (Finn & Colson,
1990). In jurisdictions where the judiciary provide clear and explicit admonitions
regarding the violence and harassment and other justice personnel are prepared to
enforce these messages, injunctions can be effective. Willingness to apply sanctions
when violent men breach the civil order is also important. While British investigations
of the use and effectiveness of injunctions provide important evidence, these studies
could have been strengthened if comparison groups had been included in the research
design. As the evidence suggests, most women do not find injunctions very useful,
but it is important to know how they compare with doing nothing or arresting the
man. Comparisons such as these would have enhanced the validity of these
investigations.

Research Evaluations of Programmes for Violent Men

To date no substantial research has been conducted on programmes for violent
men operating in Britain. By contrast, research has been carried out in the United
States and Canada on similar interventions. Investigations into men’s programmed
have not, somewhat surprisingly, been extensive and many suffer from serious
limitations in design and implementation. In some cases, evaluations have been con-
ducted by programme staff or through anecdotal assessments, such as phoning
directors of programmed who provide estimates of rates of success (Pirog-Good &
Stets, 1986). More commonly, investigations of the impact of programmed for violent
men involve direct attempts to determine changes in men’s reported behaviors and
attitudes as a result of programme participation. Evaluations are frequently based on
officially-recorded arrests during a followup period after completion of a men’s pro-
gramme. Measures of success are also obtained by asking men about their violent
behaviour through telephone interviews, paper-pencil questionnaires and occasionally
face-to-face interviews. Evaluation research of this nature indicates high rates of
success for those men who complete programmed: using arrest records and men’s
reports, researchers and professionals claim that while participating in treatment
programmed most men do not use violence and after programme completion 50 to 80
percent of these men remain violence free (Dutton, 1986; Saunders & Hanusa, 1986;
Gondolf, 1987; Bersani, et al., 1988; Edelson & Grusznski, 1988; Chen, 1989;
Eisikovits & Edelson, 1989; Burns, Meredith & Paquette, 1991; Harem & Kite, 1991).
These are impressive results. However, it is important to treat such claims with
caution; there are serious limitations in many of these studies.

The most important limitations of extant research evaluations of programmed for
violent men are small sample sizes, the lack of comparison groups and inadequate
methods of measuring outcome. Samples as small as nine have been used as
supposedly valid bases of generalisation with the largest samples being around 150.
A recent review of these studies estimated the average sample size as 57 (Harem &
Kite, 1991). The results of studies based on such generally small samples, while pos-
sibly providing useful indicative results, do not constitute an adequate basis for
generalization. Studies indicating impressive levels of success that lack comparison
groups are suspect, because similar rates may have been achieved through other

242



criminal justice interventions or as a result of doing nothing. Without comparison
groups, the achieved results lack validity because other methods may have been just
as successful or men may have improved without intervention as a result of other
experiences. The classic solution to this problem (as employed in the arrest studies)
is to compare a number of interventions to which subjects are randomly assigned and
assessed over a comparable period of time using valid, standardized measurements.
To date, none of the evaluation studies of programmed for violent men has been
designed to assess these innovations relative to other types of criminal justice
sanctions. Relying on police or participant’s reports of subsequent violence is now
seen as a notoriously unreliable method of assessing outcomes, because many
incidents of domestic violence go unreported and men persistently under-estimate their
use of violence. Police records usually under-represent the incidence of violence and
introduce reporting biases that reflect police reactions rather than the “true” incidence
of violence. This in turn can raise the apparent success rate of programme partici-
pants. Increasingly, evaluators are proposing the use of the accounts of victims to
corroborate police reports and the reports of men. Unfortunately existing evaluations
of men’s programmed do not routinely include the reports of the women who have
been victimised by violent men.

Other design and implementation problems are apparent. Existing evaluations
generally fail to use adequate baseline measures of relevant behaviors and beliefs,
and very abbreviated and inadequate assessments are made at the first and subse-
quent stages of research. Often a limited and narrow range of violent acts is assessed
and other forms of coercive and abusive behaviour and attendant orientations are not
investigated. The most widely used measurement instrument in these evaluations is
the consistently criticized Conflict Tactics Scale, which severely limits the range and
type of abusive behaviors assessed (see Dobash, et al., 1992; Dobash & Dobash,
1992; Yllo, 1993). Employing inadequate, unidimensional measures means that investi-
gations fail to attend to the complexities of the offending behaviour, and subsequent
followup assessments will incorporate these limitations. Valid investigations will
employ a multi-baseline approach including at least violent, coercive and intimidating
acts, thus constituting a meaningful starting point for assessing change over time.

Meaningful assessments should also employ standardized measurements and
reasonably lengthy periods of followup. While qualitative materials are certainly useful
and valid, indeed, essential in certain types of evaluations, assessment over several
time periods requires standardized, controlled forms of measurement. Periods of
followup should also be as long as practicable and standardized within and across
treatments. A considerable proportion of extant studies employed no followup period,
and many assessed men only a few months after programme completion. An often-
noted additional problem is variation in the period of time that subjects are at risk of
failure; within a single study some men are interviewed after a few months, others
after several months. A reasonable standardized period of followup is necessary for
valid assessment; a few commentators indicate three years, and most indicate nine
months to a year as a valid period of time. A recent meta-analysis of existing
evaluations of programmed for violent men indicates that followup periods of more
than a year may not be necessary, since results show that when men fail, abuse
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usually occurs reasonably soon after programme completion and generally does not
increase thereafter (Burns, Meredith & Paquette, 1991).

A problem that plagues all longitudinal evaluation studies - particularly those with
long periods of followup - is the loss of subjects over time. Longitudinal evaluation
studies must retain a reasonable proportion of those who have completed treatment
in the periods of followup in order to count as valid comparisons. In this research
arena high rates of attrition are not unusual, even in short periods of followup. High
rates of attrition may introduce systematic biases in results if, for example, it is only
the most cooperative and successful who participate in the followup. Exclusion of
those who are least cooperative and possibly less successful in reducing their violence
introduces serious distortions in the completed evaluation.

Where randomized designs are not employed, it is important to be alert to the
possibility of selection bias in the choice of programme participants. Programmes
based on voluntary or socially mandated participation accept only those men who are
highly motivated to programme completion and change (even if only temporarily).
Selection bias is also a potential problem in criminal justice evaluations and can occur
at several points in the criminal justice process. In programmed based on diversion
from criminal justice, prosecutors may divert to men’s programmed only those cases
they consider to have a high probability of success. When sentencing, judges, mag-
istrates and sheriffs may refer only men judged less violent and more amenable to
change. Similar bias may be introduced if programme participation is based on the pre-
sentence recommendations of probation officers. Comparative designs must be
attuned to the threats to validity these procedures introduce and attempt to overcome
them by using post hoc matching procedures, where potentially relevant variables -
e.g., background characteristics, histories of domestic violence, arrest and prosecution
- are explored for all participants and attempts are made to discover and deal with the
potential selection biases. Ideally, the men in all comparison groups should be broadly
similar.

Most evaluation studies in this arena fail to include men who do not complete
programmes in their assessments. Including only those men who complete introduces
another source of bias, because non-completers may include a high proportion of
failures. Another source of bias is a failure to consider the impact of divorce and
separation on rates of violence. If a man separates or is divorced from the woman to
whom he has been violent, the risk of subsequent violence may be reduced. Exiting
evaluations frequently fail to account for separation and may therefore count as
successes cases that should more properly be excluded from the analysis. It should
not be assumed, however, that separation or divorce means lack of contact and the
cessation of violence; research indicates that the risk of assault and homicide is often
elevated for women who are in the process of separating or divorcing and that this
risk continues after divorce or separation (Daly & Wilson, 1988; Fagan & Browne,
1994). Evaluation researchers should thus be attuned to the residential circumstances
of the men being evaluated, not assume that separation or divorce necessarily means
there is no subsequent contact and an absence of the risk of violence, and assess the
amount of contact during the periods of followup.
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Creating adequate and practical evaluation designs is only one of the significant
problems facing researchers. Other problems are associated with the implementation
and operation of the programmes being investigated. Monitoring programme integrity
and evolution must be an integral aspect of all evaluations. Energetic dedicated staff,
efficient referral procedures, apparently useful programmes and ambitious treatment
targets may come to nothing. Well designed programmes may fail not because of
internal problems associated with the projects but because the programme does not
fit its external environment and, for example, does not appear to meet the needs of
those who might use it. If the programme does not receive clients or if it exists in a
malevolent or indifferent environment, this will have a significant pernicious effect on
its operation. Evaluators should be alert to this possibility because it may have an
important impact on programme delivery. Evaluation researchers should initially
assess and continuously monitor the precise nature of the programme being
scrutinized. In this way it is possible to provide at least a characterization of the
nature of treatment on offer and to carry out a more precise investigation of the
elements of the programme that produce an effect. Internal change within the project
and programme such as high staff turnover and radical shifts in philosophy may
seriously affect the nature of the “treatment” on offer. If, for example, a programme
starts its life with staff dedicated to a certain form of intervention - psycho-educational
- and half way through changes in staff and philosophy bring about a shift to a more
cognitive-behavioural approach, this will mean that the research is evaluating two
different and distinct programmes or that the supposed comparison between distinct
types of treatments has not occurred. Continuous contact and monitoring of the
programmed under investigation should form an integral aspect of all evaluations.

After considering this litany of problems associated with conducting valid evalua-
tion studies in this area, it might be assumed that it is impossible to carry out
meaningful research. The lessons to be drawn from the above review are: indeed, it
is impossible to conduct the perfect evaluation study, but careful attention to the
following problems will increase the validity of research in this area:

significant changes in the programme during the time of evaluation;
failures to fully implement the programme being investigated;
lack of randomized or comparative designs;
small sample sizes;
the use of faulty or weak measures of outcome (e.g., self reports or records of
arrest);
the use of unidimensional, abbreviated assessments of violence;
short, non-standardized periods of followup;
lack of comparison groups of men who have not experienced intervention or
who were involved in other, more orthodox, forms of intervention;
failure to include the reports of women who were the victims of the offender’s
violence;
biases in selection of programme participants;
failure to include/evaluate programme participants who fail to complete; and
failure to attend to separation effects.
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RESEARCH EVALUATION OF BRITISH PROGRAMMED FOR VIOLENT MEN

The evaluation study of the two British programmes for violent men has been
designed to limit, avoid and overcome the problems outlined above. In designing the
study we sought to compare the effects of the two innovative programmed to the
impact of other criminal justice sanctions. The principal research question was: are
the experimental men’s programmes more likely to inhibit and eliminate violence and
enhance the well-being of the women who have been victimised than other criminal
justice sanctions? As well as attempting to assess possible differential outcomes, the
research was designed to explore why men changed. By considering men and
women’s interpretations of the specific and general impact of programme participation,
we sought to unravel the pathways and mechanisms associated with change. Straight-
forwardly: we sought to uncover the specifics of change and to explore what it was
about programme participation that generated change, when and if it was apparent.
In its broadest sense, the study was designed to assess the impact of a range of
criminal justice sanctions on subsequent violent behaviour. The comparative study
was designed to last three years, as this would make it possible to accumulate a
reasonable number of cases in the recently created programme groups and to assure
meaningful periods of followup.

Sample populations were drawn from the cases of all men who were sanctioned
for an offence involving violence against their partner in Edinburgh and Central Region
Scotland (the police jurisdictions for the projects) during the course of the fieldwork.
In the initial design, four criminal justice comparison groups were identified: 1)
CHANGE; 2) LDVPP; 3) Other Court (fines, admonished) and 4) Probation. Based on
the assumption that a woman’s stay in a refuge may have important consequences
for subsequent violence and her well being, a fifth comparison group comprised of
women who spent time in a refuge was included in the initial design. A sixth com-
parison group comprised of men who were imprisoned for assaulting their partners
was subsequently added in the field when it was recognized that it was, indeed,
possible to obtain a small sample of men experiencing this sanction.

Assessments of a number of important indicators were to be conducted at three
points in time: immediately following the criminal justice sanction (visit to a refuge)
and at the beginning of programme participation, three months after the initial contact
and nine months after the initial contact. At time one, men and women were to be
involved in separate face-to-face interviews regarding, among other things, a range of
issues focusing on the violence and criminal justice sanctions (see below). In this
way, the researchers sought to establish a multi-dimensional baseline for assessing
change over time. At the second time period - after three months - men and women
were to be sent a postal questionnaire that included questions aimed at assessing
changes in the criterion behaviors and orientations assessed in the first stage. Nine
months after the interview, at time three, men and women were to be sent a second
postal questionnaire aimed at assessing changes in the baseline measures over this
extended period of time. Face-to-face interviews at times two and three would have
been the preferred method, but this was deemed to be too costly and time consuming.
Telephone interviews at times two and three - an often employed method in North
America - were ruled out, because we rightly assumed that many of the couples would
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not have telephones. In this quasi-experimental study, the proposed method of asses-
sing outcomes was to be interviews and questionnaires with men and women at three
points in time. An additional and orthodox method was also envisaged, the use of
arrest records subsequent to the initial sanction and adjudication. The research design
is set out in Table 1.

EVALUATING

INTERVENTION

Men’s Programmes

Table 1
PROGRAMMES FOR VIOLENT MEN:

TIME 1 TIME 2
INTERVIEW PQ-3Mos.

M W M W

Other Court (fines, etc.)

Prisons

Probation

Refuges (for women)

TOTAL

INITIAL DESIGN

TIME 3
PQ-9Mos.
M W

 

North American researchers are suspicious of quasi-experimental studies and
urge the use of randomized designs as the only means of conducting valid evaluations
(Sherman, 1992). In this study a randomized design was rejected, because such
procedures were considered unethical and impractical. Assigning cases of domestic
violence to selected criminal justice sanctions as a result of random procedures, in
contrast to basing outcome on the considered judgement of the sentencer, eliminates
the judgement of sentencers and potentially denies women important benefits.
Furthermore, it is doubtful that the Scottish judiciary would have endorsed and
consented to the use of such procedures in their courts. It is, important, however, to
consider the potential biases introduced in the sample through judicial processes. It
may be that Scottish Sheriffs (Magistrates) sentence to CHANGE and the LDVPP only
those men who have committed minor offences and who have histories of perpetrating
minimal violence, or that the projects only accept men with such histories.

The approach used here was to obtain a reasonably robust sample of men who
were arrested, prosecuted and sentenced for an offence involving a violent act against
their intimate marital partner. Establishing a comparative baseline on a range of
relevant issues was to be achieved by asking a series of questions in the initial
interviews (e.g., history of violence and criminal offences), which facilitated a com-
parison of the samples on a number of potentially significant variables and in order to
measure change over time. The significant threat to the validity of the comparison is
that men sentenced to one of the innovative programmed would be vastly different
than men in the other sample groups. Post-hoc matching was proposed as the
method to overcome potential biases introduced through sentencing practices. If men
in the various sample groups could be shown to be relatively similar on a range of
significant variables, the comparison of outcomes at times two and three could be
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deemed to be more valid, because potential selection bias had been dealt with.
Basically this means that it is possible to be reasonably confident that the men
sentenced to and selected for the innovative programmes are no different than men
sentenced to other sanctions.

A number of strategies were employed to monitor and assess programme integ-
rity over time. Significantly, two of the researchers had considerable contact with both
innovative projects while they were being established, and this provided important
background knowledge about the structure, content and early operation of the two
projects. Throughout the duration of the evaluation research, the researchers main-
tained near continuous contact with the two projects, enabling them to monitor their
evolution during this period. Four formal group interviews were conducted with
project staff during the course of the evaluation, in which philosophy, aims and
programme content were explored. Methods such as these have provided a wealth of
information, and although they chart changes in programme content, staffing and
procedures, they show that throughout the conduct of the research the programmes
maintained their original goals and content.

Obtaining samples of men and women for the distinct categories of offenders
usually involved time-consuming and lengthy negotiations with several agencies and
the creation of complicated procedures for contacting potential participants. Samples
of men sentenced to probation, other court sanctions or prison were obtained through
systematic monthly scrutiny of pending criminal cases in the Sheriff’s courts (equi-
valent of magistrates courts in England and Wales) of Central Region and Edinburgh
during the course of the evaluation. As there is no offence category “domestic
assault, ” all pending criminal cases had to be examined and cases involving violence
in marital and marital-like relationships identified from information such as name,
address, charges and details of the offence. Charges in these cases ranged from
assault with severe injury to breach of the peace. Using these procedures, approxi-
mately 938 cases were identified as involving some form of domestic violence during
the course of the fieldwork, from October 1991 to June 1994. The aim of the
researchers was not to obtain a sample of comparable proportions of men from each
of these categories. Given the focus of the research, the main aim was to obtain as
many programme men as possible in order to accumulate a reasonable and representa-
tive number of cases in this group.

For a variety of reasons, a number of cases were eliminated from this initially-
identified group of 932: no address was recorded for the couple or one of the part-
ners; the researchers were unable to trace the man or woman; the man was consid-
ered too dangerous (only one man was so defined); and the death of the man (two
men). This resulted in a sampling universe of 313 cases from which to draw the four
criminal justice groups - programme, other court, probation and prison. Table 2
provides a summary of the numbers of initially-identified cases and the sampling
universes for each of the four criminal justice groups. The results show that a
considerable number of cases (932) involving violence against women are being
processed through these two jurisdictions. As column two of Table 2 reveals, 75 per-
cent of men involved in offences of violence against their partners are fined, admon-
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ished or given some other non-restrictive type of sanction. Only in 10 percent of
these cases were men sentenced to one of the innovative re-education programmed.

Table 2
IDENTIFIED CASES AND SAMPLING UNIVERSES OF CASES

NUMBER OF CASES
lNlTIALLY- PERCENT OF VALID CASES

IDENTIFIED CASES ALL ID CASES
GROUPS

Programme

Other court

97

700

10

75

84

138

Probation 84 9 57

Prison 51 6 34

TOTAL 932 100 313

During the course of the fieldwork, the researchers drew a sample of valid cases
within each of the target groups to be interviewed and then set about achieving the
cooperation of these men and their partners. Men who had been fined or otherwise
given a non-restrictive sentence were contacted directly. Obtaining cases in the
probation, prison and programme groups required, at least in the first instance,
protracted procedures for obtaining access.

TIME ONE: DEPTH INTERVIEWS

The depth interviews conducted at time one of the study included a range of
issues that would enable the researchers to assess, among other things, the back-
grounds of men and women, levels of violence and other aggressive and controlling
forms of behaviour, and broader aspects of the relationships such as quality of
interaction. Given the focus of the evaluation, obtaining valid estimates of levels of
violence at time one and in the subsequent followups was crucial. Past research by
Dobash and Dobash (1979; 1983; 1984) employed a combination of qualitative and
quantitative methods to explore violence with women who had been the victims of
assaults from their male partners. Focusing on specific violent events - the first, the
worst and last before a woman went to a refuge - a contextual form of event analysis
yielded a wealth of quantitative and qualitative data. Systematic, open-ended, depth
forms of interviewing proved particularly useful and sensitive in obtaining fulsome
accounts of violence. Experience has shown that this is the most valid method for
obtaining information about violent incidents. The present study required a method
that would yield comprehensive accounts and valid and comparable data from both
men and women over three periods of time.
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An obvious option would have been to employ one of the widely used measures
for assessing domestic violence. The most widely used scale, the Conflict Tactics
Scale (CTS), while readily available, has been criticized because, among other things,
it attempts to measure a narrow range of violence, fails to assess injuries and ignores
the context of violence, and thus produces unreliable results when used to measure
violence between men and women in the family (see Pagelow, 1985; Dobash, et al.,
1992; Yllo, 1993). We opted for the use of event analysis involving systematic ques-
tioning and open-ended answers in combination with more standardized, quantitative
forms of data collection. In the initial depth interview, through systematic questioning
women and men were asked to discuss the first violent event and the one that
resulted in criminal justice intervention. The series of questions pertaining to any parti-
cular violent event began with a question such as, “Can you tell me what happened
during the incident which led to the court case?” When interviewing women, a ques-
tion such as this would usually, though not always, illicit a wealth of information
regarding the nature of the argument preceding the violence, the violence itself, the
injuries sustained, the responses of the man and woman, and subsequent patterns of
help-seeking behaviour. They were also asked to describe the nature, prevalence and
severity of the violence occurring throughout the relationship.

In designing this study, we opted for an approach incorporating the strengths of
qualitative and quantitative methods. The chosen method for interview was to ask a
series of systematic questions about the first and last violent event and violence ever
experienced, as a means of obtaining general descriptions and interpretations. In order
to assure the collection of systematic data and to facilitate the disclosures of men,
men and women were also asked to respond to pre-prepared indices of violent acts
and injuries developed for this research.

The Violence Assessment Index (VAI) included acts ranging from aggressive
threats and acts of restraint to punching and kicking and the use of a weapon. The
VAI included 26 separate and distinct acts. In contrast to most existing approaches,
we attempted to “connect” specific violent acts to the objects or parts of the body to
which they were directed, reasoning that a punch in the face (item C) would be
experienced rather differently than a punch to the body (item H). Men and women
were asked to indicate how often during a specific attack they had used or
experienced any particular act. Figure 1 shows the range of behaviours included.

A significant problem with many existing scales, particularly the CTS, is a failure
to assess adequately the consequences of violent acts. Injuries and the responses of
victims are rarely assessed in most studies of violence against women in the home.
We were particularly keen to rectify this omission by assessing injuries in a direct way.
The Injury Assessment Index (Figure 2), like the VAI, attempts to deal with injuries
and consequences in a specific way. For example, cuts to the face (item A) are likely
to be experienced and perceived as more serious than are cuts on the body or limbs
(items F and K); of course this depends on the perceived severity of such injuries.
Using the Injury Assessment Index (lAl), men and women were asked to provide
information about the nature and extent of any specific injuries sustained by the
woman during the life of the relationship and as a consequence of the first and last
violent event. Figure 2 shows the 21 separate injuries that might be sustained as a
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result of a violent attack. These injuries ranged from bruising of the body to lost hair,
fractures, cuts and internal injuries.

Figure 1
VIOLENCE ASSESSMENT INDEX

RESTRAINED HER FROM MOVING OR LEAVING THE ROOM
CHOKED HER OR HELD YOUR HAND OVER HER MOUTH
PUNCHED HER IN THE FACE
FORCED HER TO DO SOMETHING AGAINST HER WILL
SLAPPED HER ON THE FACE, BODY, ARMS OR LEGS
PUSHED, GRABBED OR SHOVED HER
THREATENED TO KILL YOURSELF
PUNCHED HER ON THE BODY, ARMS OR LEGS
USED AN OBJECT TO HURT HER
KICKED OR PUNCHED HER IN STOMACH WHEN PREGNANT
THREW THINGS AT HER OR ABOUT THE ROOM
DEMANDED SEX WHEN SHE DIDN’T WANT IT
PUNCHED OR KICKED THE WALLS OR FURNITURE
THREATENED TO HIT THE KIDS
SHOUTED AT OR THREATENED THE KIDS
FORCED HER TO HAVE SEX OR SOME KIND OF SEXUAL ACTIVITY
TRIED TO STRANGLE, BURN SMOTHER OR DROWN HER
KICKED HER ON THE BODY, ARMS OR LEGS
SHOUTED AND SCREAMED AT HER
THREATENED HER WITH AN OBJECT OR WEAPON
KICKED HER IN THE FACE
SWORE AT HER OR CALLED HER NAMES
THREATENED TO KILL HER
TWISTED HER ARM
DRAGGED HER OR PULLED HER BY HER HAIR
THREATENED HER WITH YOUR FIST, HAND OR FOOT

At interview, the Injury Assessment Index (lAl) and the Violence Assessment
Index (VAI) were used after men and women were asked specific open-ended ques-
tions about the violence and its consequences. In this way, women and men were
able to tell their story in their own way before providing specific and comparable
details. The IAI and the VAI were used in a systematic manner during the course of
the interviews. Rather than directly asking men if they had, for example, punched
their partner in the face, item C on the IAI, they were given a card detailing specific
acts and the interviewers read out the letter corresponding to a particular violent act
and asked the respondent if he had committed that act. In this way, respondents and
the interviewers avoided having to use the words associated with a particular type of
violence. The results of the interviews showed that such a method enabled men to
admit to certain acts that were not recounted in their general description, exactly what
we expected. More surprising was the way this method jogged the memories of
women, who would usually recount more violence through the use of this method.
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In particular, women were likely to spontaneously describe the “more severe” types
of violence; the VAI jogged their memories in terms of, for example, threats of
violence. In contrast, men more often spontaneously described the “less severe”
types of violence; the VAI enabled them to admit to, for example, punching and
kicking their partner. The use of the “cue” cards turned out to be an excellent way
of enhancing disclosure and jogging memories. The VAI and the IAI enabled us to
gather comparable data about violence and injuries from men and women in all sample
groups across three periods of time.

Figure 2
INJURY ASSESSMENT INDEX

CUT/S ON HER FACE
BRUISE/S ON HER BODY
BURN/S ANYWHERE
LOST HAIR
BROKEN ARM OR LEG
CUT/S ON HER ARMS OR LEGS
BRUISE/S ON HER FACE
MISCARRIAGE
BLACKOUT OR UNCONSCIOUSNESS
BRUISE/S ON HER ARMS OR LEGS
CUT/S ANYWHERE ON HER BODY
BLACK EYE/S
INTERNAL INJURY
LOST OR BROKEN TEETH
SICKNESS OR VOMITING
BLEEDING ON ANY PART OF FACE
BROKEN RIBS
BLEEDING ON BODY, ARMS OR LEGS
SPLIT LIP
SPRAINED WRIST OR ANKLE
BROKEN NOSE, JAW OR CHEEKBONE

Men who perpetrate violence against their female partners usually engage in a
range of other aggressive, controlling and coercive acts, and the two innovative pro-
grammes aim to reduce these behaviors and address the values and beliefs that
generate and rationalize violence. In order to assess these acts, the researchers
developed the Controlling Behaviors Index (CBI). The CBI includes: acts involving
direct forms of physical aggression such as “making to hit;” verbal forms of intimi-
dation and coercion such as “swear at you” and “question you about your activities;”
and more subtle, though meaningful, acts such as having “a certain look/mood,” an
often noted form of intimidating behaviour. Figure 3 reproduces the 22 distinct forms
of behaviour included in the CBI. Women and men were asked about these behaviours
within the context of potential and actual violence. Women were asked, “Does he
ever do any of the following in a way which you knew meant you had to be careful?”
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Figure 3
CONTROLLING BEHAVIORS INDEX: QUESTIONS FOR MEN

Can you tell me how often you do any of the following things to your partner which
means she has to be careful?

Threaten Her
Shout At Her
Swear At Her
Shout At the Children
Threaten To Hurt the Children
Call Her Names
Question Her About Her Activities
Check Her Movements
Have A Certain Look/Mood
Try To Provoke An Argument
Criticize Her
Criticize Her Family/Friends
Put Her Down In Front of Friends/Family
Deliberately Keep Her Short of Money
Make Her Feel Sexually Inadequate
Point At Her
Make To Hit Without Doing So
Restrict Her Social Life
Use Kids in Argument Against Her
Threaten To Hurt the Pet
Nag Her

The Violence Assessment Index, Injury Assessment Index and Controlling
Behaviors Index provided the primary baselines for assessing changes across the
three periods of time. The researchers also explored other behaviours and orientations
that were intended to constitute additional baseline measurements. Men who are vio-
lent usually lack empathy toward others and insight into their concerns. It is argued
that their relationships with and attitudes toward women, particularly the women they
abuse, are often negative. They are particularly prone to denying the abuse, mini-
mizing its impact and deflecting responsibility for the violence onto others.
Researchers and commentators have also noted that these men are often isolated,
except from other men who hold similarly aggressive and antagonistic views of
women. Women who experience prolonged systematic abuse are also described as
isolated. Networks of relations and friends that might offer alternative attitudes,
challenge violent men and support them in altering their violence are weak or
non-existent. Weak networks and attitudes supporting violence make it unlikely that
men will engage in help-seeking behaviour to find informal or professional support for
changing their behaviours and attitudes. Men who are violent toward their female
partners generally reject the intrusion of others in what they see as a “private matter”
between themselves and their partner. Yet all of the men in this study have exper-
ienced at least one such intrusion; they have all been arrested and convicted of an
offence involving a violent incident. The research question is: what is their orientation
to this intervention and has it prompted a new attitude toward the violence; has the
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intervention increased the potential for change? These areas, like violent and con-
trolling acts, were also considered significant to this study and were used as baseline
measures at time one.

At interview, men and women provided details of a range of other pertinent
information: biographical information, including violence in the family of origin; history
of alcohol/drug dependency and abuse; family activities and routines; nature and levels
of conflict; reactions to conflict and violence; attributions of responsibility associated
with conflict and violence in the relationship; women’s efforts to avoid or reduce the
violence and men’s prior attempts to stop; women’s physical reactions to the violence
of men; history of the man’s violence toward others; criminal and penal history of the
men; previous criminal justice interventions regarding violence against the woman; the
sequence of events leading to criminal justice intervention; patterns and reactions
associated with the legal intervention; behaviour of men toward partners during the
court process; immediate impact of intervention; the use and perceived impact of civil
restraints; men and women’s assessment of the impact of specific sanctions. All
interviews were tape-recorded and a representative sample of approximately 40
percent were either fully or partially transcribed.

The men and woman interviewed at time one were initially contacted by post
and asked if they would be willing to participate in the study, If they responded and
agreed to participate, an appointment was made for an interview. Relatively few
responded immediately, however, and evolved procedures involved one of the
researchers visiting each person at their home after the initial letter. Many who had
not responded to the letter agreed to participate in the research after this more
personal, face-to-face contact with a member of the research team. At initial contact,
some were very receptive, interested and keen to be interviewed; others were not so
sure or so keen but were willing to be persuaded; some were definitely not interested
and not open to persuasion (“it’s private,” “not interested in talking,” “too traumatic,
upsetting to talk about”); and a few (particularly men) were angry, even aggressive
at being approached. In order to enhance the likelihood of participation, men and
women were paid a nominal fee of £5.00 (approximately $7.50) at this and sub-
sequent stages of the research.

There appeared to be a strong gender difference in the motivations to participate
in the research. Women were often keen to tell their stories and to discuss the vio-
lence they experienced from their partner. They spoke openly and spontaneously
about the positive aspects of being able to tell their “story” in their own way to a
non-judgmental outsider. We learned that it was particularly important not to be
judgmental about male partners, lest it jeopardize rapport with women. Men agreed
to participate in the study for a variety of reasons: they wanted to tell their side of the
story, many feeling that they had been dealt with unjustly by the courts; some wanted
to “set the record straight;” some appeared to need to “confess;” and others wanted
to castigate those involved in their court case, e.g., social workers, probation officers,
police, women and judges. Still others wanted to use the interview as a vehicle for
denial, minimization and deflection of responsibility. Men often demonstrated consider-
able skill when proffering such positions, the language of denial and minimization was
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often sophisticated and, at times, convincing. Interviews with women provided
powerful antidotes to these accounts.

Interviews were usually lengthy, typically lasting one to one and a-half hours for
men and two to three hours for women. Interviews with women would sometimes
extend over two days, lasting upwards of seven hours. All interviews were conducted
individually by a member of the research team, and all but a handful were carried out
in the homes of the participants. When arranging interviews, we always sought to
interview men and women separately when partners were not at home. Occasionally
this proved impossible and a few interviews were held when partners were present in
the residence. In all situations, we sought to be sensitive to a woman’s sense of
safety and security, and if she felt uneasy about the time and location of the interview
it was rearranged. If a woman indicated that she felt an interview would threaten her
security, we withdrew. Fortunately, women did not usually feel threatened by the
prospect of an interview. When asked, we offered counsel and advice within the
limits of our expertise.

Sensitive approaches, persuasion and persistence have paid off; 279 interviews
were conducted at time one and as Table 3 shows, robust numbers of men and
women have been achieved in the distinct comparison groups. The achieved sample
includes 122 men convicted of and 142 women who had been the victims in an
incident involving domestic violence. Of these 122 men and 142 women, there were
approximately 100 couples. The Programme group includes 51 men and 47 women
and the Other CJ group is comprised of 71 men and 97 women. Unfortunately, the
numbers of women and particularly men in the Refuge group were so small that
meaningful comparisons were impossible; therefore, this group was dropped from
subsequent analysis. Importantly, the numbers of men and women involved in this
study surpass those included in most research evaluations conducted in North
America.

TIME TWO AND THREE: POSTAL QUESTIONNAIRES

The two postal questionnaires were intended to assess changes in the behaviour
and orientations of men and the predicament of women at two periods of time. A
fundamental issue was the extent and nature of contact with the violent man. Women
were asked to provide details of their living arrangements, and if they were separated
from the man who had assaulted them, to indicate whether there had been any
contact during the two followup periods. Collection of this sort of information was
crucial in establishing whether a particular woman had actually been at risk of violence
from the man who had assaulted her during the period of followup. Importantly, as
indicated above, it could not be assumed that separation or divorce meant no
subsequent contact.

Once it was established that a woman was living with or had contact with her
partner, it was then important to assess the current levels of violence, injury and
intimidation. Women and men were asked how many incidents of violence had
occurred in the period under scrutiny and to provide details of the violence and
coercive behaviours they had experienced by completing the three indices used at time
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regarding how their quality of life had changed since the initial interview. Figures 4
and 5 detail the distinct and identical items used in the Quality of Life Index (QLI) for
men and women. Specific questions aimed to assess changes in the respondent’s
sense of well-being, “I am happy;” the perceived well-being of their partner, “My
partner is happy; “ improvements in the quality of their relationship, “I like spending
time with my partner;” changes in their partner’s awareness of their needs, “My
partner is able to see things from my point of view;” and changes in their partner’s
ability to control his violence and associated behaviours, “My partner wants to stop
his violence” and “My partner controls his temper.” By asking whether these behav-
iours had increased, remained the same or diminished during the period of followup,
it was possible to make direct assessments of changes during the twelve-month
period. The Quality of Life Index proved an especially useful way of assessing
women’s sense of well being and their views of the quality of the relationship at the
end of the period of evaluation.

The final section of the postal questionnaires dealt with the intervention of the
police and criminal justice system in the violent incidents reported at times two and
three. We were interested in collecting information from men and women on police
action - was the man arrested, charged and detained - and any subsequent court
disposition. Respondents were also asked to indicate how these interventions
affected them, the violence and their relationship.

In the initial research design, the researchers intended to send followup postal
questionnaires three and nine months after interview. In the actual research, it was
possible to extend the third time period and, in the main, respondents completed
postal questionnaires three months after the initial interview, as initially proposed, and
twelve months after the initial interview. This was a fortuitous development, as it
extended the period of time of assessment, thus providing a longer period to test the
impact of the programmed and other CJ sanctions.

A well-developed and thoroughly tested method for administering postal ques-
tionnaires was used at times two and three. At time two, men and women were sent
a letter reminding them of the research and the initial interview and were asked to
return the questionnaire in the pre-paid envelope. The letter also indicated that, as
with the interviews, they would receive £5 for their time upon receipt of the
completed questionnaire. If the questionnaire had not been returned after a fortnight,
they were sent a reminder urging them to complete and return the questionnaire.
After an additional fortnight, a second questionnaire was sent repeating the earlier
requests. In our correspondence, we sought to be sensitive to the difficulties our
request might pose for women.

It was usually possible to trace respondents at times two and three, although a
few could not be found because they had moved or otherwise could not be contacted.
At time two, 5 percent of Programme men and 2 percent of Programme women
interviewed at time one could not be traced. Ten percent of Other CJ men and 8
percent of Other CJ women could not be found at time two. Considering only those
individuals who were sent a questionnaire at time three - some were excluded because
it became clear at time two that they could not be traced - 14 percent of Programme
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men and 3 percent of Programme women could not be traced. Of the Other CJ group,
21 percent of men and 15 percent of women could not be located at time three. In
comparison to other longitudinal evaluation studies in this area, this study did not
encounter profound problems in tracing respondents, although there was a diminution
in the number of study participants, particularly at time three for the men in both
groups and for the women in the Other CJ group.

Figure 4
QUALITY OF LIFE INDEX - MEN

Listed below are a number of things about you and your partner which might
have changed since I interviewed you about a vear ago, Please read them and tick
one box for each statement.

More
I am happy
I do housework
I am aware of my partner’s feelings
I understand my partner
I am relaxed
I feel angry with my partner
My partner understands me
I enjoy the company of my children
I am possessive/jealous of my partner
I understand myself

I discuss things with my partner
I am interested in my partner’s life
I am able to see things from my partner’s point of view
My partner is frightened of me
I restrict my partner’s life
My partner and I can laugh together

My partner is happy
I look after the children
I like spending time with my partner
My partner feels able to argue with me

I get on with other people
I take responsibility for my violence towards my partner   
I am selfish
I control my temper
I see violence as a solution to problems with my partner  
I control my drinking
I respect myself
I think about my violent and abusive behaviour
I want to stop my violence
I threaten my partner
I use physical violence against my partner
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one and possibly the small financial inducements offered at each stage of the
research.

Table 4
RETURN OF POSTAL QUESTIONNAIRES AT TIMES TWO AND THREE

FOLLOWUP PERIODS
TIME 2 TIME 3

GROUPS Number Percent Number Percent
of Time 1 of Time 1

PROGRAMME
Men 38 75% 25 50%
Women 38 81% 27 58%

OTHER CJ
Men 51 72% 35 50%
Women 67 71% 51 54%

SUMMARY

Using both extensive and intensive methods, a comparative, quasi-experimental
evaluation of programmes for violent men has been completed. Interviews conducted
with men and women at time one immediately following the imposition of a court
sanction were extensive and intensive allowing for the collection of a multiplicity of
data that can be used to establish baselines for assessing change over time. Stan-
dardized followups were conducted at similar periods of time - three and twelve
months after initial interview - across all comparison groups. Followup questionnaires
enabled us to assess levels of failure in both groups at two periods of time and to
determine the nature and extent of positive changes over time. Questionnaires used
at the followup periods, while not as intensive as the depth interviews, were extensive
enough to provide equivalent data on the significant baseline measurements. As with
all longitudinal studies, there was some attrition of participants at followup, but the
rates encountered in this study are well within acceptable levels. Throughout the
period of research, the two innovative programmes for violent men have successfully
operated within their respective locations and, while changes have occurred in
programmes and staff, in the main, their philosophies, orientations and techniques
have remained stable.

The results of the research show important effects. While some selection bias
was apparent, a comparative analysis of the backgrounds, criminal histories and
patterns of violence of the men in the two groups - Programme and Other CJ - reveals
considerable symmetry. On the basis of the data gathered at interview and court
records, it appears that there has been little systematic selection bias skewing
membership in the two groups. Comparisons made at times two and three demon-
strate important differences in the two groups. In the first instance, there is an effect
for both groups: arrest, prosecution and the imposition of a sanction appears to reduce
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the prevalence of subsequent offending for both groups. Using the reports of
women, the findings further indicate that the men who have been through one of the
innovative programmes, either CHANGE or the Lothian Domestic Violence Probation
Project, are less likely to have committed a subsequent violent act and if they have
perpetrated violence, their partners report fewer incidents during the period of
followup. Furthermore, women whose partners have been on one of the innovative
programmes report a reduction in the prevalence and incidence of a range of
controlling behaviours and are more likely to indicate that their quality of life and the
relationship with their partner has improved. By contrast, women whose partners
have not been on one of the innovative programmes report about the same level of
controlling behaviours and are likely to indicate that their quality of life and the
relationship has either remained the same or actually worsened.
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GUN-RELATED VIOLENCE1

STEVEN F. ROTH
New York State Division of Criminal Justice Services

NATURE OF THE PROBLEM

Firearms greatly contribute to the harm resulting from violent crime. The
effective control of firearms requires federal action. In absence of federal action, the
State must do what it can to reduce the misuse of firearms within its boundaries.

Violent crime often involves the use of firearms. Firearms, almost always hand-
guns, were present in more than 63,000 violent crimes - 29 percent of all violent
crimes - reported to the police in New York State in 1992 (Figure 1). A particularly
high proportion of homicides involve firearms -- during 1992, 73 percent statewide
and 77 percent in New York City (Figure 2). Nationally, handguns were used in an
estimated 917,500 non-fatal victimizations in 1992, almost 50 percent more than the
average for the previous five years (U. S. Department of Justice, 1994). The handgun
victims were disproportionately young, nonwhite males.

The portion of all homicides that involve firearms remained stable throughout the
first half of the 1980s and climbed dramatically thereafter. Between 1986 and 1992,
that portion grew from 54 to 73 percent (Figure 3). The actual number of homicides
also increased during the latter half of the 1980s. Together, these two increases
resulted in almost 100 percent growth in firearm-related homicides in New York State.

The danger of firearms is compounded by the heavy involvement of youth in
firearm-related crime. Arrest rates for dangerous weapons offenses among youths 13
to 18 years old increased 170 percent between 1978 and 1992.

Firearms cause many unintentional injuries and deaths and are frequently instru-
ments of suicide. Nationally, the number of such incidents exceeds the number of
intentional killings. In 1991, 18,526 people committed suicide with some type of
firearm and 1,441 were victims of accidental deaths involving guns. During that same
year, 17,986 individuals were victims of homicides involving firearms.

New York is an exception to the national pattern. According to vital statistics
compiled by the New York State Health Department, firearms accounted for 2,422
deaths in New York during 1991. There were 1,820 homicide victims, 572 suicide
victims and 30 accidental shooting deaths (Figure 4).

1This presentation largely appears as a chapter in New York State's Agenda to Reduce and
Prevent Violence (May, 1994), which may be obtained by contacting the New York State Division of
Criminal Justice Services, Executive Park Tower, Stuyvesant Plaza, Albany, New York 12203. Editorial
revisions were made to reflect statutory changes created by enactment of the Federal Violent Crime
Control and Law Enforcement Act of 1994 (the federal crime law).
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Figure 1
Offenses Involving Firearms: Crimes Reported and Felony Arrests

New York State, 1985-1992

Figure 2
Violent Crimes Involving Firearms New York State, by Region 1992





Services (DCJS) indicates that assault weapons, including semi-automatic pistols that
hold ten or more bullets, were used in between 16 and 25 percent of the gun-related
homicides in New York City during 1993.

Figure 4
Deaths Due to Firearms; 1991 U. S. and New York State

Sources: National Center for Health Statistics and NYS Department of Health

The misuse of firearms cannot be controlled through the regulation of sales
alone. Less than one in five guns used in crimes is purchased directly from a gun
dealer (Wright & Rossi, 1986). The remainder are stolen, borrowed or purchased on
the unregulated gun market. (Wright & Rossi, 1986). In 1991, approximately 163,000
guns were reported as stolen, of which less than 5 percent were recovered.2

Nationally, 64 percent of thefts of firearms occurred during household burglaries and
32 percent occurred through larceny (U. S. Department of Justice, 1994).

The illicit gun market is characterized by small-time dealers who gain possession
of the weapons through theft, illegal sales and regulated but legal sales (Moore,
1982). Most illegal firearms traffickers in New York State obtain their weapons out-
side of the state and return with fewer than 20 weapons to sell. In 1993, 98 percent

2Data provided by the National Crime Information Center.
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O t h e

Figure 6
Sources of Illegal Firearms New York State; 1st Quarter 1993

r States 60%

Several agencies are involved in implementing the plan. They include the New
York State Division of Criminal Justice Services (DCJS), Division of State Police,
Department of Education, Department of Social Services, Department of Health and
the Martin Luther King, Jr. Commission and Institute for Nonviolence.

Since the release of the plan, the following efforts have been made toward
implementing the law enforcement initiatives:

Cooperative multi-state agreements were established by New York with
Virginia and Florida -- major source states for firearms illegally trafficked
to New York. Designated State Police firearms tracing units were
created in New York and Virginia to share intelligence information,
participate in joint investigations and interdict illegal gun shipments.
Similar agreements are under discussion with Texas, Georgia, Ohio and
other sources states.3

3The percentage of firearms recovered by the New York City Police Department that have been
traced to original purchase in Virginia has decreased significantly since 1991. However, some of this
decrease occurred prior to the execution of the interstate agreement between New York and Virginia
in January, 1993. It is too soon to tell whether this compact, the recent one handgun-per-month
purchase restriction in Virginia, or the effect of federal, state and local law enforcement practices had
an impact on the decreased percentages for the first quarter of 1993.
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New York State entered into a compact with 13 other states, the District
of Columbia and the U. S. Bureau of Alcohol, Tobacco and Firearms
(ATF) to stop illicit interstate transport of firearms. Participating states
have joined with ATF and the Bureau of Justice Assistance (BJA) to
coordinate financial and technical assistance that will be provided to
compact member states. Grant monies will be made available by BJA to
support these efforts.

State Police Community Narcotics Enforcement Teams (CNET) have
engaged in undercover activities to buy illegal firearms and develop cases
against firearms offenders.

DCJS has developed a systematic effort to inform police, district
attorneys and criminal court judges if a person under arrest is a known
firearms violator, in order to enhance investigation and prosecution.

DCJS has sponsored presentations addressing the success of gun
amnesty buy-back programs, in its Executive Development Program for
police chiefs and sheriffs throughout the State.

A statewide gun tip hot-line was created.

A new felony crime was created to enhance punishment for the illegal
sale of a handgun to a minor.

Intervene in Illegal Gun Sales: The Gun Retrieval and Interdiction Program

Illegal firearms trafficking in New York State is a lucrative business. To deter the
spread of gun trafficking and punish those involved in the criminal enterprise, the Gun
Retrieval and Interdiction Program (G.R.I.P.) was established. Under this program,
district attorneys in New York City and other areas of the State would receive funds
to develop strike force teams focused solely on capturing, prosecuting and convicting
firearms traffickers.

The teams of prosecutors and investigators would identify and prosecute gun
traffickers, share intelligence with state and federal law enforcement, and coordinate
with federal law enforcement to ensure that the most severe penalties in federal and
state law are utilized. Assistant district attorneys would be cross-designated as federal
prosecutors, thereby subjecting more firearms offenders to the harsher federal senten-
cing laws. Specialized training would be provided to patrol officers to improve their
identification of concealed weapons and apprehension of weapons violators. In addi-
tion, the jurisdiction of the New York City Special Narcotics Prosecutor would be
widened to promote the efficient prosecution of GRIP cases across borough
boundaries.
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Restrict  Possession    of Assault Weapons

Large-capacity, semiautomatic long guns and handguns possessed by criminals
continue to threaten law enforcement officers and innocent bystanders. Assault
weapons are often carried by drug traffickers and violent criminals because of their
superior firepower. Standard law enforcement equipment leaves police officers at a
severe disadvantage, and bullet-proof vests often provide inadequate protection.
While all firearms are potentially lethal, the availability of sophisticated, semi-automatic
weapons makes violent encounters much more deadly.

Firearms with extreme ammunition capacity or military characteristics have no
legitimate sporting purpose. These weapons are designed to kill the greatest number
of people in the shortest time. In addition to their prevalent use in crimes, each
incident can result in multiple deaths and injuries.

Legislation proposed by then Governor Cuomo and passed by the New York
State Assembly (Assembly Bill 40001) on January 17, 1994, defines an assault
weapon as the following:

any center fire, semiautomatic rifle, shotgun or pistol capable of having
loaded in its magazine and chamber more than six cartridges for a long gun
(rifle or shotgun) or ten cartridges for a pistol.

Specifically listed military-style weapons and their copies are also included in the bill
as assault weapons (e.g., UZIs, Tec-9s, MAC-10s, AK-47s), as well as those with
military characteristics, such as flash suppressor, grenade launcher, night sight, barrel
jacket or multi-burst trigger activator.

DCJS conducted a study in New York City during 1993 of shooting homicides
for which at least one firearm was recovered. The study found that assault weapons,
as defined by the Governor’s legislation, were involved in 16 percent of the homicides
where a discharged firearm was recovered, and 25 percent of the homicides where
a recovered firearm was positively linked with ballistic evidence from the crime. This
indicates a significant involvement of assault weapons in homicides.

The passage of the assault weapon ban in the federal crime law (Violent Crime
Control and Law Enforcement Act of 1994) was a major accomplishment, but it will
not reduce the need for enactment of a New York State law restricting assault
weapons.

Most arrests for illegal assault weapons will be made by local and state police,
yet state courts do not have jurisdiction to prosecute federal criminal offenses. As a
result, the State would have to rely upon federal law enforcement officials, pros-
ecutors and judges to enforce the federal ban.

Moreover, the existence of only the federal ban would unnecessarily complicate
prosecutions. Since State courts do not have jurisdiction to prosecute federal criminal
offenses, law enforcement officials, in many instances, would not have to bring
separate proceedings against a single defendant. In some instances, where a State
crime, such as robbery, is committed with an assault weapon, police would have to
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containers, or when a firearm is secured with a trigger lock. Licensed firearms dealers
would be required to make available for sale a trigger locking device capable of
preventing discharge and to post a notice stating the requirement to secure firearms
along with a warning about criminally negligent storage.

NEEDED FEDERAL ACTIONS

Despite New York’s stringent firearms laws, and legislative and programmatic
initiatives to make them more effective, these laws are circumvented when handguns
purchased in other states with less restrictive regulations are transported into New
York to be used in crimes. Meaningful federal action is needed to provide uniform
regulation of firearms nationwide.

Require Federal Firearms Dealers’ License Applicants to Comply with State and Local
Laws

New York State has long advocated that federal law should require that appli-
cants for federal dealers’ licenses obtain all necessary state and local licenses prior to
the issuance of the license. It was gratifying to see that this position was included
in the recently enacted federal crime law. Previously existing federal law made it a
violation of federal law for a federally licensed firearms dealer to conduct business that
violates state or local laws after receiving the license to deal, but many dealers
continue to do so because the law is difficult to enforce. There are only about 230
Bureau of Alcohol, Tobacco and Firearms (ATF) compliance agents to check for
violations of 263,000 federal firearms licensees nationwide.

The new federal law should identify and deter many federally licensed firearms
dealers who currently sell firearms illegally without complying with New York State
laws. Since March, 1993, ATF and the New York City Police Department (NYPD)
have been involved in a joint effort to investigate applicants for federal firearms
licenses through the Federal Firearms License Investigations (FFLI) program. Through
this program, teams of NYPD and ATF officers visit applicants and current holders of
FFLs in the city and advise them of their duty to comply with all local firearms laws
and regulations. it has been reported that after learning of the requirements to operate
as an FFL, 98 percent of recent license applicants have withdrawn their applications.

As another effort to reduce illegitimate federal firearms dealers, the Brady Law
recently increased the cost of a three-year dealer’s license from $30 to $200. The fee
should be further increased, as proposed by Treasury Secretary Bentsen, in order to
reduce the number of dealers who are not operating a legitimate business.

Strengthen the Bureau of Alcohol, Tobacco and Firearms

Federal legislation should be enacted to strengthen the authority of the ATF to
respond to the growing problem of stolen firearms and to conduct background checks
of gun applicants.
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Guns used in crimes often cannot be traced to the offender through existing
records. Proper records of purchases and sales of firearms by federally licensed
firearms dealers are necessary to trace ownership of guns involved in crimes.
Sanctions against federally licensed dealers who fail to maintain proper firearms
transaction records should be raised from misdemeanor-to-felony-level, in correspon-
dence with the serious nature of this offense. In addition, federal law should require
that all ATF background checks for federal firearms dealers’ licenses be fingerprint-
based, as was made a reality by the federal crime law.

Federal statute prohibits the federal government from maintaining centralized
records of handgun owners. This statute should be repealed. Automated records of
handgun owners and the handguns they are legally authorized to possess should be
kept for law enforcement purposes. In order to accomplish this, there should be
national registration of handguns, including records of private transfers of firearms, as
well as transactions involving federally-licensed firearms dealers.

The federal government should nationally license handgun owners through
fingerprint-based background checks. Licenses should be denied on the basis of
felony or violent criminal records, alien status, mental illness, failure of the licensing
test, or reasonableness of need. National registration of all handguns would include
records of private sales -- now completely undocumented. State and local laws that
are tougher than the national licensing scheme, such as those of New York State and
New York City, should not be preempted and would be made even more effective.

National handgun licensing would serve two purposes. It would reduce illegal
volume selling and help protect legitimate firearms dealers from unknowingly selling
guns to traffickers. It also would increase safety by individual gun owners, because
they would have to demonstrate understanding of firearms law, responsible ownership
and good safety measures before being issued a forgery-resistant license. Gun safety
education would become more broadly available and more consistently practiced.

The registration of firearms could take much of the profitability out of interstate
gun-running by traffickers, who depend on volume and absence of records for busi-
ness viability. This is because the registration of each handgun would show numbers
of sales to a single buyer. With a fingerprint-based photo ID card, traffickers would
have to work harder to build their networks of phony purchasers, than they currently
do with the easy sale and resale of large quantities of handguns. A dealer who sells
under the table to gun traffickers would be hard-pressed to produce either the
inventory or sales transaction records. Inventory control would be based on serial
numbers of individual weapons, and sales transactions would involve national license-
holders’ numbers.

The ability of law enforcement to trace firearms recovered from crimes would be
greatly augmented by national registration. Currently, an unidentified handgun must
be traced through records maintained by the manufacturer distributor and dealer. The
quality of these records varies, and the process is time consuming and bears varying
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results. Tracing individual guns promptly could solve more crimes, and tracing brand
names or types of guns or sources of retail sales could pinpoint places where better
enforcement or standards are needed.

Limit the Number of Handgun Purchases

Handgun purchases should be restricted to no more than one per month. Pre-
liminary indications are that gun trafficking from Virginia has decreased since that
state adopted the one-per-month limit a year ago. A purchasing limit of twelve
handguns per year would present a major obstacle to illegal gun runners. It would not
be profitable to buy, transport and illegally sell just one handgun per month; nor would
it be easy to create the networks of straw purchasers -- who appear to be buying for
themselves but are actually fronting for the traffickers who hire them -- required to
maintain profitable levels of trafficking. The one-gun-per-month restriction must be
done in conjunction with national licensing.

Establish a Federal Firearms Regulatory Agency

Using the model of the National Highway Traffic Safety Administration, a new
federal agency should be established to review national gun laws, help develop and
implement uniform state programs and create and maintain a comprehensive database
on gun violence. The agency should also research ways to make a handgun usable
only by the owner, develop gun safety and design improvements, regulate firearms
manufacturers, maintain a registry of those prohibited from possessing guns and
enhance firearms safety education programs and competency tests.

Product safety is a key concern. While some firearms manufacturers build solid
guns with reasonable safety mechanisms, others get away with building and selling
millions of cheap, unsafe firearms -- because guns are a glaring exception to regulation
by the Consumer Product Safety Commission.

Saturday Night Specials - cheap, low-quality, short-barreled handguns with no
sporting use - have been part of the handgun control discussion for decades. Many
of these Saturday Night Specials, their predecessor models, and some of the longer-
barreled handguns produced domestically have histories of backfire, jamming,
accidental discharge, and drop-test firing because of their faulty design, low-quality
materials and sloppy construction. Despite consumer complaints about the deaths and
injuries caused by these weapons, no federal agency has ever had the authority to
order the ban of these weapons or the recall of those that could be retrofitted with
devices to make them safer. Moreover, no federal agency has been granted the
authority to encourage gun product safety so that these deaths and injuries could be
prevented.

This combination of circumstances has produced unsafe, unregulated firearms
whose cheapness of manufacture permits low sale prices, which, in turn, have made
it possible for millions of illegal buyers to acquire these guns, chiefly through street
sales. Instituting regulation, therefore, would offer two benefits: it would increase
safety by requiring increased product quality -- and it would decrease the easy
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proliferation of these guns, because the higher-level quality of manufacture would
raise the price for the consumer.

Most statistical data on handguns in America are incomplete. Pieces of the
picture are drawn from a little manufacturing data (from one publicly-traded company
only), public opinion polls, certain weapons tracings, hospital admission data (no data
about victims treated and released), sales taxes paid, licensing files, marketing
surveys, specific research studies, crime reports and arrest records. However, there
is no comprehensive, statistically-based understanding of even legal handgun
ownership and use in the United States.
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EXAMINING THE DYNAMICS OF SERIOUS VIOLENT INCIDENTS
AMONG INNER-CITY, ADOLESCENT, PUBLIC SCHOOL STUDENTS IN

ATLANTA, GEORGIA

DANIEL LOCKWOOD
Department of Criminal Justice, Clark Atlanta University

INTRODUCTION

We are studying serious violent incidents among low-income, adolescent public
school students in Atlanta, Georgia. We have selected this group because their rates
of homicide and firearms-related victimization are several times higher than others.
We will use the information system about these violent incidents to make social
learning programs for violence prevention. Our findings will also make up an original
contribution to the field of criminology. Our specific tasks and activities include the
following:

conducting open-ended interviews with a sample of 200 violent
delinquents;
content-analyzing the interview transcripts;
surveying agency staff involved with the problem; and
conducting workshops with young people and agency staff to translate
findings into action.

Background of the Project

Our research team is based at an historically black, research-oriented university
in an inner-city area of Atlanta. Over the last year, we have made plans for a long-
range project for the study of adolescent violence and violence prevention in Atlanta.
This work has been partly supported by a seed grant from the Consortium on Multi-
Party Conflict Resolution, and is now being funded by the National Institute of
Justice. 1

The Extent of the Problem

Violence is a major social problem in Atlanta, which in 1994 had one of the
highest rates of recorded violence of any city in the United States. While no
systematic study of violence among adolescents in the city has ever been done, we
can assume from police reports that confrontations involving young people are a
significant contributor to this situation.

The National Crime Victimization Survey, in a special supplement during the first
half of 1989, estimated that about half a million public school students in the United
States were victims of violent crime during a six-month period (Bastian & Taylor,
1991). While the percent of violent victimization differed little by race in this study

1This research is supported under grant # 94-IJ-CX-0062 from the National Institute of Justice,
Office of Justice Programs, U.S. Department of Justice. Points of view in this document are those of
the author and do not necessarily represent the official position of the U.S. Department of Justice.
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(2% of both blacks and
make Up the bulk of

whites were victims), African-American young people (who
Atlanta Public School students) appear to be particularly

distressed by serious violent crime. For example, handgun crime victimization among
blacks aged 12 to 19 is about five times higher than similar victimization among
whites (Rand, 1994). To be young, poor and living in the central part of a large city
puts a person at the greatest risk of harm from violence. Our study particularly
focuses on this population.

Toch (1969) notes that people who have engaged in regular patterns of violence
for much of their lives contribute greatly to the rates of violent victimization in this
country. Many of them are active during their public school days. The importance of
this finding rests in the opportunity it provides for the study of serious violent
delinquents and the delivery of alternatives to violence programs for young people in
public schools. Such programs can go beyond traditional criminal justice approaches,
which often have a limited impact on people’s lives (Reiss & Roth, 1993).

Knowledge Utilization and Research Design

Our research emphasis is on the incident as the primary unit of analysis. We
have selected this approach because it provides data for the accurate construction of
reality-based violence prevention programs that are called such names as social skills
training, anger management, cognitive behavioral interventions, social learning, life
skills training, behavior-oriented counseling and conflict resolution. The importance
of this approach is indicated by the U. S. Public Health Service report, Healthy People
2000 (Office of Educational Research and Improvement, 1992), calling for the
“teaching of nonviolent conflict resolution skills in half the nation’s schools by the end
of this decade.”

We intend to work closely with public school curriculum development depart-
ments to translate our findings into actual school programs. Once these program are
put into effect, we then plan to develop additional research projects to evaluate the
effectiveness of the school programs, using the same research methods we will have
developed in carrying out our study of violent incidents. The intervention sites where
the results of our research will be deployed are primarily such places as middle and
high school health and social studies classes.

Our basic research is designed to be coordinated with one prevention strategy,
social learning programs. Teachers or specially prepared trainers can deliver such
programs in regular school classes or detention rooms. Such programs aim to alter
violent values and behaviors. These social learning and behavioral interventions stress
the value of non-violence and teach nonaggressive methods of responding, often
through structured human relations exercises. Thus, they aim to improve “social
skills.”

I should stress, however, that social learning should not be viewed as a panacea
for the problem of adolescent violence. To date, no properly designed evaluation has
conclusively proven its worth (Reiss & Roth, 1993; Office of Educational Research and
Improvement, 1992). The Boston Violence Prevention Curriculum, for example, has
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been one of the most popular of the social learning programs. However, evaluations
show a lack of success (Spiro & DeJong, 1991).

We are proposing to take the development of social learning programs a step
further by developing an information system that curriculum writers can use to create
better programs. If the evaluation we eventually hope to carry out shows that even
the best constructed social learning program fails to influence behavior in disputes,
then our efforts will contribute to the advance of violence prevention efforts by
showing the uselessness of one currently popular approach. Thus, our intention in this
project is inquiry, not program endorsement. Our involvement with actual program-
ming should be viewed, therefore, as purely experimental.

Review of the Literature

Recently, there have been three major reviews of the literature concerning
adolescent violence. In 1992, the Office of Educational Research and Improvement
(OERI) of the U.S. Department of Education carried out a review of research that
formed the basis for the 1993 OERI publication Reaching the Goals, Goal 6: Safe,
Disciplined, and Drug-Free Schools. In this unpublished work, principally written by
Diane Aleem and Oliver Moles, the literature on school violence and violence
prevention is critically examined. They note the inconclusive results of evaluations of
social learning programs, but consider the research findings to still uphold this inter-
vention as “promising.” In regard to the design of studies, they conclude (1992:50):

Case studies of promising programs and practices using detailed interviews
and observations of participants and observations of their interactions
would also help in understanding the processes underlying the effects or
lack of them. Little of the research cited in this report concerns such
qualitative studies which are particularly useful for developing insights into
the ways programs actually work.

In 1993, the Commission on Violence and Youth of the American Psychological
Association published its summary report. They concluded (American Psychological
Association, 1993:43):

Despite high levels of publicity commonly given to violence perpetrated by
strangers, interpersonal violence occurs most frequently, and typically in
its most violent forms, among people who are connected to each other in
some way. They may be in the same peer group or family, or they may
only know of each other through social relations by moving in the same or
overlapping social circles. Frequently their relationships can be described
as “ruptured personal relation” among neighbors, friends, relatives, and
intimate partners.

Because the relationship between perpetrator and victim is far more
complex than merely that of “actor” and “acted upon,” studies of this
relationship may yield information that will help build effective preventive
interventions.

A landmark review of the literature on violence and violence prevention that was
also published in 1993 is the report of the National Research Council, Panel on the
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Understanding and Control of Violent Behavior (Reiss & Roth, 1993), This report
states (1993:108),

One preventive approach [social learning] developed by the public health
community was motivated in part by findings that most violent events are
preceded by escalation from verbal conflict through insults and threats.

In applying this approach, the authors further note (1993:108) that,
In general, research suggests that preventive interventions are more likely
to be successful if they involve parents, peers, teachers, and significant
others in the community, and if the intervention is adapted to the cultural
norms of the target age, ethnic, and socioeconomic category.

Reiss and Roth also state (1993:17),
Among the characteristics of encounters that affect the probability of a
violent event are the nature of preexisting relationships among the
participants, the degree to which communications are impaired by alcohol
or other psychoactive drugs, and the proximity of an individual who could
intervene. The presence of firearms potentially modifies both the probabil-
ity and the severity of a violent event. . .Some violent events arise out of
behavioral interactions or exchanges: threats and counter threats, the
exercise of coercive authority, insults and counter threats, retorts,
weapons displays. . . The dynamics of these exchanges in high-risk
encounters are only partially documented, but they can be expected to
differ across ethnic and socioeconomic cultures and to depend on the
visibility of encounters to public view. Improved understanding of these
dynamics could lead to preventive interventions to modify high-risk
encounters.

This points out the importance of our study in providing interview-based information
about local violent interactions to local violence prevention programs.

There is a voluminous literature on violence among adolescents (see especially
the works cited above and also Strasburg, 1978). However, empirical work based on
open-ended interviews that takes an interactionist approach is quite limited. We know
something about the characteristics of adult violent interactions through the work of
Toch (1969), Luckenbill (1977), Lockwood (1980), Levi (1980), Felson (1982, 1983,
1984), and Savitz, Kumar & Zahn (1991). However, our logical framework holds that
we must have information about local, age-specific features of violent transactions
before going ahead with interventions.

METHODOLOGY

Project Tasks and Activities

1. We are conducting open-ended, “clinical” interviews with about 200 Atlanta
Public School students who have come into contact with the School Detectives
for a serious violent offense. These interviews explore incident dynamics from
the young persons’ perspective and are also concerned with emotions, values,
and attitudes at different steps of the violent encounter. The 200 interviews will
yield a much higher number of incidents, our unit of analysis. The interviews are
tape-recorded, transcribed and content-analyzed.
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2.

3.

We are also surveying criminal justice, juvenile justice, public school, social
service and public health responses; legal frameworks; data systems and staff
views of the problem. These interviews are designed to get information and also
to enlist cooperation and support for translating our basic research findings into
a social learning curriculum suitable for public school classes. We shall also in
these interviews discuss data access agreements for proposals to extend our
project. We take field notes of these conversations.

We will conduct workshops and other client-participation procedures to help
translate findings into sensible recommendations for action. The main arena for
these activities will be the curriculum development process of the Atlanta Public
Schools. Knowledge usually does not easily lead to action if researchers collect
information without practitioners having input into the framing of issues. This is
the case because people are most apt to use data they feel are required to solve
problems. Practitioner input enhances the quality of applied research, because
it strengthens the “reality base” of premises. A final advantage of collaborative
or “action research” (Lewin, 1948) is that it leads to an investigative “team
“approach, with partnerships between agency staff and researchers that are
more stable than host-guest relationships.

Samplinq

We have been given clearance to conduct tape-recorded interviews with violent
young people in four Atlanta Public Schools. We are using stratified sampling to
select sufficient numbers of gender and ethnic sub-groups from this population.

Interview Procedure

Our interviews are conducted in a private room at the school the student is
attending. The strictest contemporary standards for the protection of human subjects
are followed. Following procedures that have proven to be effective in my previous
research on disputes (Lockwood, 1980; 1983), we conduct a detailed, probing, open-
ended or “clinical” interview with each person in our random sample. Such an inter-
view is also described by Levi (1980) and Toch (1969). Interviews are tape-recorded
and transcribed.

In these sessions, we elicit a description of the behavioral moves and counter-
moves in the violent disputes. We also probe for the thoughts and emotions
experienced by the interview respondent at each step of the dispute interaction.

Interviewers are myself and research assistants I have trained. I have been using
this technique in criminological research since 1974 when I went to work for Hans
Toch. The publications produced by Toch and his students give a good picture of how
successful this method can be with populations such as those involved with our
project (Toch, 1969;1975; 1977; Johnson, 1976; Lockwood, 1980).
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Content Analysis of Interviews

We use formal methods of content analysis to reduce the interview transcriptions
to a quantitative database, with multiple coders for checks of inter-rater reliability.
Working with transcriptions of the interviews, the team constructs diagrams of the
moves in the dispute incidents. Each move is coded according to a classification
scheme that emerges from the collected data. Content analysis is also used to code
the expressed attitudes and values associated with these moves.

Interview excerpts illustrate themes that emerge from the quantitative analysis.
They are also a rich source of participant observations about other aspects of the
problem that fail to lend themselves to quantitative methodologies.

ANTICIPATED PRODUCTS

The Final Report will be written with a mixed audience in mind but with special
attention to criminal justice, juvenile justice, social service, public health, and public
school practitioners and managers. We shall also present the results of our findings
in non-technical language and make available our information in a form that lends itself
to easy adaptation into staff training manuals for violence prevention efforts. We are
also exploring ways to participate directly in the development of public school curricula
for violence prevention.
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VIOLENCE EXPOSURE, PSYCHOLOGICAL DISTRESS AND RISK
BEHAVIORS IN A SAMPLE OF INNER-CITY YOUTH1

ESTHER J. JENKINS, PH.D.
Chicago State University and
Community Mental Health Council
Chicago, Illinois

A small but growing body of research indicates that many inner-city children are
exposed to significant amounts of violence in their homes and communities (Bell &
Jenkins, 1993; Richters & Martinez, 1993; Osfosky et al., 1993; Gabarino et al.,
1992). While this finding is not unexpected, given the levels of increasing public
violence in these communities, one is nonetheless struck by the prevalence and
dynamics of the reported exposure. In one study, done in 1985 at the Community
Mental Health Council (CMHC), a mental health center on the south side of Chicago,
one in four (26%) of 500+ elementary school children indicated that they had seen
a shooting [Jenkins & Thompson, 1986). Surprisingly, the incidence of witnessing was
not related to age in this sample of seven- to-fifteen-year-old youth (though frequency
may have been). A subsequent screening of 1,000 high school students in 1987 and
1988, as part of violence awareness and prevention workshops conducted by CMHC’S
victims’ services program, found that almost 40 percent (39.4) of the students had
witnessed a shooting and 23 percent had seen someone killed (Shakoor & Chalmers,
1991; Uehara, Chalmers, Jenkins & Shakoor, in press; Bell & Jenkins, 1993).

Other research on the violence exposure of inner-city youth has found that
witnessing a shooting ranged from 31 percent in a sample of fifth and sixth graders
in Washington, D.C. (Richters & Martinez, 1993) to 26 percent among fifth graders
in New Orleans (Osofsky, et al., 1993). Fitzpatrick and Boldizar (1993) reported that
43 percent of their sample of seven to eighteen-year-old public housing residents had
witnessed at least one murder.

Furthermore, the evidence suggests that exposure to violence may have serious
behavioral and psychological consequences for these children. Work with children
who have been exposed to acute violence (i.e. sniper shootings, kidnappings) has
found that these children display many of the symptoms of Post Traumatic Stress
Disorder (PTSD) (Pynoos & Nader, 1986, 1988; Terr, 1991). Such symptoms include
re-experiencing the traumatic event in play, dreams or intrusive images or sounds;
psychic numbing characterized by subdued behavior and inactivity; avoidance
behaviors; startle reactions and sleep difficulties. Children exposed to chronic violence
may develop a sense of hopelessness regarding the future, and have difficulty forming
close personal relationships. The denial, dissociation, psychic numbing and rage in
response to the violence exposure can result in major personality change (Terr, 1991).

Specific manifestations of the trauma are a function of age and developmental
level of the child. While younger children may regress into earlier stages of develop-

1A version of this paper appears in Friedman (1994).
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ment, adolescents often experience a premature entrance into adulthood and may
engage in high-risk and self-destructive behaviors, i.e. drug use, delinquency and
violence (Pynoos & Eth, 1985; Pynoos & Nader, 1988).

Recent work with inner-city children, using self-report measures of PTSD symp-
tomatology, has also found significant relationships between violence exposure and
psychological distress (Richters & Martinez, 1993; Osofsky et al., 1993; Fitzpatrick
& Boldizar, 1993). The violence exposure investigated has included personal victimiza-
tion, witnessing of violent acts and hearing about the victimization of others. The
psychological distress has been [particularly] related to exposure to violence involving
known others, and witnessing of family violence (Richters & Martinez, 1993; Osofsky
et al., 1993).

The current study focuses on the violence experiences and reactions of a sample
of African-American adolescents in a high violence neighborhood. This group is of
particular concern as very little of the research in this area has investigated adolescent
reactions to chronic exposure to violence. In addition, the trauma reactions of this
group may involve participation in particularly high risk behaviors that have serious and
destructive consequences for both the youth and their community. The purpose of
this study was to explore the relationship between different types of violence
exposure and trauma reactions in a sample of inner-city adolescents. Of particular
interest is the relationship between exposure and psychological distress or PTSD-type
symptoms, in conjunction with acting out and high risk behaviors - behaviors often
considered normative for inner-city youth but which may, in fact, be symptomatic of
trauma experiences.

METHOD

Sample

The sample consisted of 203 African-American students at a medium size (enroll-
ment = 1,300) public high school in an inner-city Chicago community (80% of the
students qualified for some form of public assistance). Similar to their distribution in
the school, 55 percent of the sample were male. The majority of the sample (52%)
were in their freshman year, 6 percent were sophomores, 30 percent were juniors, and
12 percent were seniors. Students’ ages ranged from 13 to 18, with an average age
of 16.6. The police district in which the school is located consistently has one of the
highest homicide rates in the city; in 1992, the year that the study was done, the
district ranked third in homicides, and it was second the two years prior.

Procedure

Students completed the questionnaire anonymously during their fourth- or
seventh-hour classes. The questionnaire was read aloud to the entire class by either
a member of the school’s support staff or the research staff. The students read along
and entered their responses on their copies of the questionnaire.
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Measures

The questionnaire, which took approximately 30 minutes to complete, included
background questions, a measure of violence exposure, an index of psychological
distress symptoms, and a ten-item life events measure that asked about the
occurrence of other stressful events (e.g. pregnancy, family illness or death) in the last
year. The questionnaire also asked about the frequency, within the last six months,
of the following high risk behaviors: drinking, drug use, knife carrying, gun carrying,
offensive and defensive fighting.

Students were asked about four types of violence exposure: witnessing, personal
victimization, and victimization of friends and family members regardless of whether
they witnessed the event. Student witnessing of violence was measured with an
abbreviated version of the Survey of Exposure to Community Violence: Self-Report
Version (Richters & Martinez, 1993) adapted to focus specifically on exposure to
extremely violent acts of stabbings, shootings and killings. Students indicated if they
had ever seen any of these events and if so, for each act, how many times and the
identity of the victim. In addition, they were asked about the frequency of their own
victimization and that of close friends and family members. Specifically, they were
asked how often they or family members and friends had been shot, stabbed, raped,
robbed with a weapon, or severely beaten. They were also asked how often they had
been shot at and how many friends and family members had been killed. A final
question asked students how safe they felt in their home, neighborhood, school, on
the school ground and between home and school.

Psychological distress was measured with the Checklist of Child Distress Symp-
toms (Martinez & Richters, 1993), which asks about the frequency of 28 behaviors,
including many that are symptomatic of Post Traumatic Stress Syndrome. Specific
behaviors include intrusive thoughts, avoidance behaviors, startle responses, lack of
interest in activities, trouble paying attention, sleep problems, and worries about
safety. Students indicated how often these behaviors occurred in the last six months
on a four-point scale ranging from “never” to “a lot of the time.” In the current
sample, the items were highly correlated with an alpha of .84.

RESULTS

Violence Exposure

As shown in Table 1, these youth reported that they had experienced consider-
able violence. Almost two-thirds of the youth (60.6%) had seen a shooting, and 47
percent had seen a stabbing. Three in five of those witnessing a shooting or stabbing
(43% of the total sample) reported that the incident ended in a death. Boys and girls
did not differ significantly in their reports of witnessing a stabbing or killing, but boys
were more likely to report that they had seen a shooting [X2(1)= 3.89, p<.05].

Most of these students reported that they had witnessed multiple acts of
violence. Of the 123 youths reporting that they had witnessed a shooting, one-third
reported witnessing two shootings and 37 percent reported witnessing three or more.
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Of the 87 youth witnessing a killing, almost one-third (n=20) reported witnessing
three or more. Of those witnessing violence, approximately half (52%) reported that
their most recent exposure had occurred within the six months prior to the survey.

Table 1
Youth Exposure To Violence

Youth Witnessed Close Other
Youth Victimization Victimization Victimization

Type of (N=187) (N=203) (N=203)
Violence

Number Percent Number Percent Number Percent

Killing 87 (42.9) 120 (59.1)

Shooting 11 (5.9) 123 (60.6) 133 (65.5)

Stabbing 16 (8.6) 96 (47.3) 91 (44.8)

Rape 13 (7.0)  87 (42.9)

Robbery 22 ( 1 1 . 8 )  120 (59.1)

Assault 16 (8.6)  124 (61.1)

Shot at 89 (47.6)                 

The adolescents were often close to the individuals whose victimization they
witnessed. An index designed to capture the closest relationship of the student to the
victim of violence indicated that for 70 percent of those witnessing severe violence,
the victim was a friend or family member. Twenty-four youth (12% of the total
sample) reported that the victim was a sibling or parent.

Over one-quarter (27%) of these students reported that they had personally
experienced at least one of following incidents of severe violence: being shot,
stabbed, raped, severely beaten or robbed with a weapon (see Table 1). Almost half
of these students reported that they had been shot at. The great majority of the rape
victims were girls (11 of 13); whereas boys were more than twice as likely as girls to
have been shot at. In addition, boys were significantly more likely than girls to report
that they had been robbed [X2(1)=4.67, p<.01], shot [X2(1)=5.8, p<.011 or beaten
[X2(1)=10.21, p<.001]. Among youth who had been victimized, four out of five had
also witnessed violence.

Most of these students reported that friends and family members had also
experienced these acts of violence. Between 70 to 73 percent of the students
reported that a friend or family member had been victimized by at least one of the acts
of severe violence.
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Psychological Distress , High-Risk Behaviors

Boys and girls differed significantly in their reports of psychological distress,
with girls reporting higher levels [M=2.5 (SD=.45) VS . M=2.33 (SD=.48), t=5.52,
df=186, p<.01]. Without a comparison group it is difficult to determine if the
psychological distress reported by these students is high or low. However, it is
interesting to note that for each of the 27 symptoms a minimum of 30 percent of the
sample indicated that they had experienced the symptom at least once in a while
during the previous six months. On 12 of the 27 individual items, from 20 to 62
percent of the sample reported that they experienced the symptom the maximum of
“a lot of the time.” These items are shown, by gender, in Table 2.

Table 2
Distress Symptoms Experienced “A Lot of the Time”

In Six Months Prior to Survey by at Least 20% of Sample

Males Female Total
(N=113) (N=90) (N = 203)

Symptom No. (%) No. (%) No. (%)

Watch for harm

Worry about safety

Intrusive thoughts about upsetting events

Feel nervous, scared, upset

Try not to think about bad experience

Avoid reminders of bad events

Angered by small things

Jump when hearing loud noises

Don’t feel like doing fun things

Difficulty not feeling nervous, scared, upset

Afraid might not live long

68 (60.2)

47 (41.6)

39 (34.5)

27 (23.9)

23 (20.4)

22 (19.5)

17 (15.0)

22 (19.5)

21 (18.6)

17 (15.0)

24 (22.2)

58

49

37

40

27

24

30

32

20

27

20

(64.4)

(54.4)

(41.1)

(44.4)

(30.0)

(26.6)

(33.3)

(35.5)

(22.2)

(30.0)

(22.2)

126 (62.1)

96 (47.31)

76 (37.4)

67 (33.0)

50 (24.6)

46 (22.6)

47 (23.2)

54 (26.6)

41 (20.2)

44 (21.7)

44 (21.7)

Bothered by little things 18 (15.9) 22 (24.4) 40 (19.7)

As shown in Table 3, many of these students reported that they engaged in risk
behaviors within the six months prior to participating in the survey. Almost half of the
students (48.9%) reported that they had drank alcohol but few admitted to any (other)
drug use. Weapon carrying and fighting were fairly common. Almost half of these
youth, 59 percent of the boys and 44 percent of the girls, reported that they carried
a gun or knife within the last six months. Boys were almost equally likely to report
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carrying a gun as a knife, but were much more likely than girls to carry a gun; girls,
however, were three times more likely to report carrying a knife than a gun, Over half
of the boys and about a third of the girls reported that they had been in a “physical
fight” within the last six months.

Table 3
Risk Behaviors within Six Months Prior to Survey

Males Females Total
(N=102) (N=82) (N=184)

Risk Behaviors No. (%) No. (%) No. (%)

Drinking and/or Drugs 48 (47 .0) 42 (51 .2) 90 (48.9)

Alcohol 48 (47.0) 42 (51.2) 90 (48.9)

Drugs 7 (6.8) 6 (7.3) 13 (7.0)

Knife and/or Gun Carrying 60 (58.8) 36 (43.9) 96 (52.1)

Knife 40 (39.2) 35 (42.6) 51 (27.7)

Gun 42 (41.1) 11 (13.4) 77 (41.8)

Fighting 58 (56.8) 27 (32.9) 85 (46.1)

Other Initiated 36 (35.2) 18 (21.9) 51 (27.7)

Respondent Initiated 53 (51.9) 25 (30.4) 78 (42.3)

Correlates of Violence Exposure

Correlations were made between the distress symptom’s global score, frequency
of risk behaviors and four types of violence exposure (severity of violent acts witnes-
sed, occurrence of personal victimization, and number of types of victimization
experiences of friends and family). These results, shown separately for males and
females, are presented in Table 4.

Several interesting patterns of relationships emerge for the young women in the
sample. First, the measure of psychological distress is significantly related to each of
the four types of violence exposure, particularly to witnessing violence and victimiza-
tion of friends. Secondly, witnessing violence and the victimization of a friend are
more strongly related than are personal victimization and family victimization to the
distress and the risk behaviors. Friends’ victimization is a strong correlate of both
distress and risk behaviors.

For males, the pattern of relationships is quite different. Unlike girls, for boys
the strongest relationships exist between personal victimization and distress and risk
behaviors, particularly weapon carrying. In addition, there are significant relationships
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between family victimization and these variables. For girls, in general, the strongest
relationships occur between the exposure variables and psychological distress; for
boys, the strongest relationships are between the exposure variables and the risk
behaviors. For boys, personal victimization and victimization of family members are the
strongest exposure variables, whereas for girls it is witnessing and victimization of
friends.

Table 4
Correlation between Violence Exposure, Psychological

Distress, and Risk Behaviors for Males and Females

a) Females (N=76)
Violence Exposure

Witnessing a Personal b Friend c Familyc

Psychological Distress .33**

Risk Behaviors

Drugs and/or Alcohol .22*

Weapon Carrying . 3 4 * * *

Fighting .15

b) Males (N=72)

Witnessing a

Psychological Distress -.05

Risk Behaviors

Drugs and/or Alcohol .16

Weapon Carrying .30**

.22* . 3 2 * *

.08 .09

.01 .26**

.16 .27

Violence Exposure

Personal b Friend c

.25* .06

.29** .04

.43** .21*

.25*

.13

.18*

.17

Familyc

.27**

.21 *

.13

Fighting .30** .16 . 3 3 * * .33**

*** p<.001
** p<.01
* <.05

aBased on severity of violence witnessed, ranges from 0 to 3; shooting or stabbing “1”; shooting
and stabbing “2”; shooting or stabbing including killing “2”; shooting and stabbing including killing “3”.

bDummy coded: Victimization “1”; No Victimization “0”.
cNumber of types of violent acts. Ranges from 0 to 6.
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DISCUSSION

A disturbing number of youth in this sample of inner-city youth have been
exposed to serious violence. Furthermore, consistent with national trends in both the
occurrence and characteristics of those involved in violent crime (FBI, 1992, 1993),
the data indicate that the violence exposure of youth in these neighborhoods is
increasing. In a 1987-1988 survey of 1,000 Chicago middle and high school students
(Shakoor & Chalmers, 1991; Bell & Jenkins, 1993), 40 percent had witnessed a
shooting; in the current study conducted in 1992, almost two-thirds (61%) reported
that they had witnessed a shooting. “Reports of being shot at increased four-fold from
1987, when 11 percent of the youth reported that they had been shot at, compared
to 47 percent in the current sample.

The correlational analysis yielded interesting gender differences in the students
responses, and also highlighted the importance of family and friend victimization for
these African-American youth. The finding that girls in the sample have higher distress
scores than boys and that boys have higher “acting out” scores is, in general,
consistent with psychiatric findings that males have a higher prevalence of antisocial
behavior and girls have a higher prevalence of histrionic personality disorder (American
Psychiatric Association, 1987). While research found no gender differences in
responses to violence exposure among younger children (Martinez & Richters, 1993),
work with a larger range of ages, which found that girls exposed to violence displayed
more PTSD symptoms than boys, is consistent with the current results (Fitzpatrick &
Boldizar, 1993). Similarly, research on children exposed to family violence has found
gender differences in responses, with girls displaying more internalizing behaviors (i.e.
depression, anxiety) and boys displaying more externalizing behaviors (i.e. disruptive
behaviors) in addition to internalizing behaviors (Jaffee, et al., 1985).

The finding that personal victimization was not operating very strongly for girls
is surprising in light of other research, which has found that victimized girls are the
most likely to report PTSD symptoms (Fitzpatrick & Boldizar, 1993). In addition, there
is evidence that victims of rape, the type of victimization most frequently reported by
these girls, have higher rates of PTSD than individuals exposed to other types of
trauma (Norris, 1992). Perhaps, for girls in the current study, there are differences in
the circumstances of the rape or the amount of time that has elapsed since the
incident that could affect its impact. However, without additional data about the
incidents, such explanations are extremely speculative.

The gender differences in response to witnessing may be accounted for by the
students’ relationship to the person victimized. Two-thirds (64%) of the boys reporting
that they had witnessed a shooting, stabbing or killing indicated that the victim was
known to them as an friend or family member, compared to 80 percent of the girls
reporting such relationship. Previous research indicates that exposure to violence
perpetrated against close others has the greatest psychological impact (Martinez &
Richters, 1993; Pynoos, 1993).

The strength of the correlations of the distress and risk variables with friend’s
victimization for girls and family victimization for boys needs explication. An initial
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explanation for the finding regarding friends’ victimization and distress for girls specu-
lated that the victims may have been males with whom the girls were romantically
involved. However, a closer examination of the data found that girls reporting friends’
victimization by any of the violent acts, excluding armed robbery and including rape
(most probably experienced by female associates) were higher on distress than those
not reporting such.

The pattern of relationships between family victimization and the distress and
risk variables is consistent with research, which found that boys seem to be more
affected than girls by family violence (Jaffe, et al., 1985). Explanations for boys’
response to family violence and discord have focused on boys’ modeling of abusive
fathers’ anxiety, depression and aggressive behavior (Jaffee, et al., 1985). However,
for the young men in the current study, only 40 percent indicated that they were living
with a father or stepfather. Since it can not be determined if the violence was intra-
familial, their responses may well be a reaction to the victimization and/or inability to
protect family members, whether the violence was intrafamilial or not.

There are several limitations to this study, primary of which is that the data are
self-reported and difficult to verify. Research comparing students’ reports of violence
exposure and their parents’ reports of the students’ exposure indicates that indepen-
dent verification of these students’ experiences is problematic (Richters & Martinez,
1993). It can be noted, however, that these students’ reports of their exposure are
not out of line with the increasing levels of violence among adolescents in their
communities (Chicago Police Department, 1990, 1991). Similarly, these students’
reports of involvement in high risk behaviors are comparable to those reported by a
sample of Chicago public high school students who participated in the 1990-1991
CDC, Youth Risk Behaviors Surveillance (YRBS) project (CDC, 1991a, 1991b).

That witnessing violence and personal victimization is related to distress is not
surprising in light of other work on this topic (Martinez & Richters, 1993; Osofsky,
et al., 1993; Fitzpatrick & Boldizar, 1993; Pynoos, et al., 1987; Terr, 1991). How-
ever, the gender differences in the patterns of relationships is somewhat unexpected
and suggests the need for further research in this area, particularly among adolescents
for whom issues of identity and interpersonal relationships are very important. While
it is clear that there are developmental differences in response to trauma (Pynoos &
Eth, 1985; Pynoos & Nader, 1988), it appears that there are also gender effects in the
manifestations of the trauma responses, and also in the strength of the impact of
certain events. In addition, the results of the study highlight the importance, as
suggested by other research (Bell, et al., 1988; Richters & Martinez r 1993; Osofsky,
et al, 1993; Pynoos & Nader, 1986), of the experiences of close others in the
conceptualization of violence exposure.
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SUPPORTING ADOLESCENTS WITH GUIDANCE
AND EMPLOYMENT (SAGE): 1993 UPDATE

ROBERT L. FLEWELLING
MALLIE J. PASCHALL
CHRIS L. RINGWALT
Research Triangle Institute

OVERVIEW AND HIGHLIGHTS OF SECOND YEAR PROJECT ACTIVITIES

“Supporting Adolescents with Guidance and Employment” (SAGE) is a multi-
faceted, community-based intervention designed to prevent or reduce the incidence
of violence and other high-risk behaviors among 13- to 16-year-old black male
adolescents in Durham County, North Carolina. The intervention components include
(a) a Rites of Passage (ROP) and adult-mentoring program specifically designed for the
target population, (b) an entrepreneurial program, and (c) a job training and placement
program. The first of these is subsumed under the general category of “guidance,”
while the latter two represent the “employment” aspect of SAGE. Eligible participants
are randomly assigned to one of three conditions: guidance and employment, employ-
ment only, and a control group. Youth in the control group are eligible to participate
in a delayed program after a nine-month followup period.

Substantial progress has been made in the first nine months of the second year
of the project. We achieved our recruitment objective for the first cohort of 130 youth,
assigned these youth to the three experimental conditions, and have now successfully
implemented the ROP and adult-mentoring component. Additionally, we have conduc-
ted pre-employment skills training workshops, recruited summer employers, matched
youth with employers, and developed a summer jobs program specifically tailored for
adolescents too young for traditional employment (under 15 years old). The summer
employment component began during the last week of June, 1994.

Regarding evaluation activities, we developed and pretested a survey instrument
for the outcome evaluation and collected baseline data from all of the cohort 1 youth.
We are now completing the first followup survey for cohort 1. Process evaluation
data have also been collected throughout year 2 of the project, primarily through ROP
and other program activity attendance records, evaluation forms, focus group discus-
sions, personal interviews and mentor-youth activity logs.

During year 2, SAGE has received a great deal of support from the Durham com-
munity. Our Community Assistance Group (CAG) assisted with the identification and
recruitment of summer employers. Local radio and television stations and newspapers
have served to educate the Durham community about SAGE while praising the efforts
of the organizations implementing the project. Durham schools, government agencies
(e.g., Department of Parks and Recreation), North Carolina Central University (NCCU),
and VISTA volunteers working in low-income neighborhoods have contributed
significantly to SAGE youth recruitment efforts. Through our collaboration with the
evaluators of another health education intervention called “Reaching Adolescents,
Parents, and Peers” (Project RAPP) in the Durham middle schools, we anticipate the
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LEARNING TO USE INCIDENT-BASED CRIME DATA:
ONE AGENCY AT A TIME

ROLAND CHILTON1

University of Massachusetts at Amherst

To study violence on a university campus - especially violence against women
- Lisa Meidlinger and I will be- comparing data created by a NIBRS (National lncident-
Based Reporting System)-like, incident-based reporting program with data created by
a summary statistics program run by a women’s center on campus. The summary
statistics program concentrates on sexual assaults and other assaults against women
on campus. The incident-based program provides information on a large set of crimes
coming to the attention of the campus police - including assaults. We do not expect
to reconcile the figures produced by these overlapping programs, but expect a careful
analysis of each set of data to show how the two approaches can produce conflicting
and sometimes confusing results.

The substantive results of our analyses will be presented at the American
Society of Criminology meeting in November, 1994. In this presentation, I want to
emphasize three points.

First, incident-based data for a single police agency are useful and can have
substantive importance.
Second, incident-based data in NIBRS format are analyzable and their analysis
does not require the continuous development of ad hoc computer programs.
Eventually, standard NIBRS software will be developed that will eliminate the
awkward approaches now required to analyze NIBRS data. Until then, anyone
with a good word processor and a good statistical package will be able to
analyze incident-based data in NIBRS format.
The third point I want to make is that these data cannot be analyzed using
traditional approaches to what are usually called rectangular files - data sets
where each case has the same number of records and each record has the same
number of variables. Insisting that the UCR Section of the FBI produce rectangu-
lar files for data analysis would require either the loss of some information or the
creation of unnecessarily large files that contain vast quantities of fill.

In the first data set we examined, for example, there were about 1,400 inci-
dents. In these incidents, about 1,800 offenses were reported. Some incidents
involved only one offense; some involved as many as four. These 1,400 incidents pro-
duced information for about 1,600 victims and over 1,500 offenders. Although about
three-quarters of these incidents were single-offense incidents, some of the incidents
involved multiple victims of a single offender. About 20 percent of the incidents were
two-offense incidents and another 5 percent involved three or more offenses.

1I am indebted to Dan Bibel (Massachusetts State Police UCR Program) and Christopher LaFlamme
(University of Massachusetts Department of Public Safety) for the data, assistance and encouragement
essential to this discussion and to the larger, more detailed, analysis of assault on a university campus.
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What is different about these data sets is that there can be multiple records at
several levels. Each incident will have one - and only one - administrative (Level 1)
record. This record has a standard format and a standard length. Basically, it contains
only an incident number and the time and date of the incident.

An incident might involve two different offenses, and therefore have two offense
(Level 2) records. It is theoretically possible but very rare for an incident to have as
many as ten offense records. An incident might involve no property offenses, and
therefore have no property (Level 3) records. If an incident involved four victims and
two offenders, it would have four victim (Level 4) records and two offender (Level 5)
records. If it led to an arrest, there would be an arrestee (Level 6) record. Since there
may be no arrest, no information on offenders, and no property involved, the records
for a specific incident might consist only of a Level 1, a Level 2 and a Level 4 record.
In other incidents, there might be multiple records at each level -- and each of these
levels has a different format and length. This does not lend itself to standard SPSS
analysis.

The situation is complicated a little by the inclusion in the data files of a set of
Group B arrest (Level 7) records that cannot be tied to offense, property, victim or
offender records. These records can be analyzed separately and do provide informa-
tion on arrests for a diverse and sometimes troublesome set of offenses. Some of
these offenses are victimless - they do not usually have complaining witnesses (cur-
few, vagrancy, drunkenness and liquor law violations). One, runaway, applies only
to children. Most of the other Group B arrests do not involve property loss (peeping
tom, trespassing, driving under the influence and drunkenness) and one (bad checks)
was at one time considered a problem for tort action. I think the best strategy for
analyzing Level 7 records is to pull them from the combined files and analyze them
separately. Nothing is lost in this move, because they cannot be linked to any of the
other information in the larger set of records.

Actually, we found that sorting the records by level and creating seven separate
files was a good first step in analyzing the data. Since each level has a standard
format and length, any standard statistical package will tell you how many incidents
have one, two, three or four offenses, how many involve property loss, how many
have multiple offenders, and how many have multiple victims. With this information,
six separate files can be created, each with the same number of variables -- including
some variables containing only blank spaces. With each of the six sets read back into
six separate files, all of them having the same number of variables, these files can
then be appended to each other to create a new single file. Assuming that your
statistical package allows you to take a Level 2 variable such as “offense” and
distribute it across all other levels, you can then carry out standard cross tabulations
or other comparisons.

For those of us studying homicide and other violent acts, incident-based data will
provide answers to questions about the number of incidents coming to the attention
of the police that involve at least one violent offense. They will tell us the number of
murders, justifiable homicides and suicides that are reported to the police. They will
tell us about a number of other violent acts, such as forcible rape, sodomy, fondling
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which arrest data provide accurate indications of the characteristics of offenders.
Having both victim and offender information and information about the relationship of
offenders to victims, we will be able to go beyond statements about the number of
persons touched by crime. We will have indications of the relationships of victims
with the people who victimized them - for a much wider set of offenses than is
currently available. This will not overcome the limitations produced by the fact that
many incidents are not reported to the police. However, it will make comparisons of
victimization survey data and data produced by the police easier and more informative.

As more researchers work with the relatively limited sets of data now available,
there should be a natural progression toward the development of large-scale data
archives that will allow us to work with larger and more representative data sets. I
think the first step in this progression is for independent researchers to get sets of
NIBRS-like data and start analyzing them, for one police agency at a time if necessary.
Once we have a feel for the data, once we know something of the strengths and
limitations of smaller data sets, we can take on more ambitious projects. Until we
have such an understanding of the data, we will probably be unable to tell professional
programmers what we need in the way of new packages for data analysis. I believe
the least constructive course of action would be to continue to fund studies in which
a series of expensive but limited ad hoc computer programs are developed that have
no general application for other investigators. Basically, I think a constructive inter-
action between UCR, BJS and interested and knowledgeable independent researchers
will make the best use of this valuable new source of crime data.
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are updated when new information is acquired about the incident (e.g., an arrest is
made months after the incident occurred).

One strength of NIBRS is the detailed information collected on so many aspects
of the criminal event. For example, there are currently 58 offense codes, 21 weapons
codes and 26 victim-offender relationship codes. Another strength, although a major
impediment for the research community, is the sheer volume of the data. The 1991
data file capturing information from three States (Alabama, North Dakota and South
Carolina) contains over three million records, while the 1992 file with data from five
states (Colorado, Idaho, lowa, North Dakota and South Carolina) contains nearly five
million records.

JUVENILE CRIME AND VICTIMIZATION THROUGH THE EYES OF NIBRS

The following analyses are based on data reported to the FBI by law enforcement
agencies in South Carolina for incidents reported to local departments in 1991 and
1992. All of the 58,000 incidents selected for these analyses include an offense
within the Violent Crime Index group. These analyses were prepared to demonstrate
the juvenile justice capabilities of NIBRS.

Crime in the United States 1992 reports that juveniles were involved in 17.5
percent of all arrests for a violent crime; but of all violent crimes cleared, only 12.8
percent were cleared by juvenile arrest, The discrepancy between the two percent-
ages could be partially explained by the fact that juveniles tend to commit crimes in
groups. If true, one juvenile crime would, on average, lead to more arrests than one
adult crime. The South Carolina NIBRS data support this explanation. The NIBRS data
show that juvenile violent crimes were more likely to be committed by multiple
offenders (Table 1). Twelve percent of violent crimes committed by adults were
committed by more than one offender, compared to 19 percent of juvenile violent
crimes. The largest discrepancy between adults and juveniles is found in robberies,
where 22 percent of robberies by adults and 39 percent of robberies by juveniles were
committed by multiple offenders. Adults were more likely than juveniles to commit
robberies against multiple victims, with 20 percent of juvenile robberies and 35
percent of adult robberies involving more than one victim.

The NIBRS database enables the joint study of victim and offender characteris-
tics and the characteristics of their violent crimes. Except for older persons (those
above the age of 55), offenders were most likely to victimize those of similar ages
(Table 2). The vast majority of violent crimes committed by offenders below the age
of 12 were against similar age victims. Less than one of every five victims of the
violent crimes of older juveniles (those ages 12 through 17) were aged 30 or above.

Juvenile offenders are responsible for a very small proportion of adult violent vic-
timizations. Less than 6 percent of all violent crimes committed against persons ages
30 and above were committed by juvenile offenders (Table 3). In contrast, 61 percent
of the offenders who victimize young juveniles (persons below the age of 12) were
above the age of 17, with more than 30 percent being above the age of 29.
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Table 1
Juveniles are more likely than adults to commit violent crimes in groups.

Juvenile Violent Crimes

Murder 75 94 81

Violent Sex Offense 75 85 88

Robbery 47 61 80

Aggravated Assault 76 84 87

Adult Violent Crimes 76% 88% 83%

Murder 70 81 84

Violent Sex Offense 84 93 89

Robbery 50 78 65

Aggravated Assault 81 90 85

Table 2
Young offenders are most likely to commit violent crimes

against persons in their own age group.

Offender’s Age (Percent)

Victim’s Age < 12 12 to 17 18 to 29 30 to 55 > 55

< 12 71.8 14.7 3.8 4.3 6.7

12 to 17 11.1 42.9 9.6 7.4 7.2

18 to 29 7.3 23.9 56.2 30.2 22.0

30 to 55 9.4 16.3 27.5 53.8 46.5

> 55 0.4 2.1 2.9 4.3 17.5

Total 100.0 100.0 100.0 100.0 100.0
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Table 3
Three of every five persons who committed

violent crimes against children below the age of 12 are adults

Offender’s Age

Victim’s < 12 12 to 17 18 to 29 30 to 55 > 55 Total
Age

< 12 14.5% 24.8% 28.5 % 28.5% 3.6% 100.0%

1 2 t o 1 7 1.1 36.1 36.4 24.5 1.9 100.0%

1 8 t o 2 9 0.2 5.9 62.7 29.5 1.7 100.0%

30 to 55 0.3 4.4 33.6 56.7 4.0 100.0%

> 55 0.1 5.7 34.4 45.1 4.7 100.0%

NIBRS can generate an actuarial table of the probability that a firearm will be
used in the commission of a violent crime (Table 4). Overall, nearly 22 percent of all
violent crimes reported to law enforcement agencies in South Carolina involved the
use of a firearm. The probability of a firearm increased with the age of the offender.
While 19 percent of the crimes of older juvenile offenders involved a firearm, firearms
were used in nearly 34 percent of the violent crimes committed by persons above the
age of 55. The most likely violent crime victims to have a firearm used against them
were persons between the ages of 18 and 29. In all, firearms were most common
when the crime involved an older offender (persons over age 55) and a victim between
the ages of 18 and 55. Older juveniles were most likely to use a firearm when the
victim was between 18 and 29.

NIBRS can generate an actuarial table of the probability that a violent crime will
result in a major injury (Table 5). Overall, 31 percent of violent crimes resulted in an
injury serious enough to cause the victim to seek hospital treatment. More than 17
percent of victims below the age of 12 were seriously injured. Twenty-eight percent
of the violent crimes committed by older juvenile offenders resulted in serious injury.
Adults between the ages of 18 and 55 were the most likely to be seriously injured and
the most likely to cause serious injury.

NIBRS also enables the study of the temporal aspects of crime and victimization.
While the number of violent crimes committed by adult offenders increased hourly
from early morning to midnight, the number of violent crimes committed by juveniles
peaked between 3 p.m. and 4 p.m. and declined throughout the evening (Figure 1).
The peak coincides with the end of the school day. The pattern of victimization for
juvenile offenders is nearly identical to the juvenile offending patterns. While this
analysis did not look at the location where the incident occurred (which is possible
with the NIBRS data), the temporal victimization and offending patterns strongly
suggest that most juvenile victimizations occur in or around school. The relationship
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of school and juvenile victimization is strongly evident in a study of the temporal
victimization of young juvenile offenders (Figure 2). The pattern clearly shows peaks
in victimizations around 8 a.m., noon and 3 p.m.

Table 4
Victimizations of persons aged 18 to 29

are the most likely to involve the use of a firearm

Offender’s Age (Percent)

Victim’s Age < 12 1 2 t o 1 7 18 to 29 30 to 55 > 55 Total

< 12 6.0 6.9 2.7 2.1 4.8 4.2

12 to 17 11.5 15.5 14.9 13.8 24.4 16.0

1 8 t o 2 9 5.9 30.0 23.5 26.1 41.6 25.7

30 to 55 4.6 20.1 22.7 22.6 40.7 23.7

> 55 --- 14.3 17.6 21.9 25.7 20.6

Total 6.0 19.4 21.5 22.2 33.8 21.8

Table 5
About one-fifth (17.4%) of violent victimizations of youth below the age of 12

result in injury serious enough to require-hospitalization

Offender’s Age

Victim’s Age < 12 1 2 t o 1 7 1 8 t o 2 9 30 to 55 > 55 Total

< 12 21.4 15.6 21.2 13.6 2.4 17.4

12 to 17 30.8 31.7 22.6 17.2 4.4 24.9

1 8 t o 2 9 23.5 34.1 33.9 31.3 24.1 33.8

30 to 55 22.7 22.3 32.4 34.5 36.2 33.8

> 55 --- 19.0 16.9 29.1 34.9 26.0

Total 22.7 28.0 31.4 31.2 28.8 30.8
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Section Eight:
Violence Surveillance and Prevention at CDC
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OVERVIEW AND EXAMPLES OF
CDC’S VIOLENCE SURVEILLANCE ACTIVITIES

OVERVIEW OF THE IMPORTANCE OF VIOLENCE SURVEILLANCE

JAMES A. MERCY, Ph.D.
National Center for Injury Prevention and Control

Public health surveillance is the foundation upon which the Centers for Disease
Control and Prevention (CDC) has traditionally built it’s prevention activities. Public
health surveillance is the ongoing and systematic collection, analysis and interpretation
of health data needed to accurately assess the public health, determine public health
priorities, develop research and prevention programs, and evaluate these programs.
Surveillance data are also crucial to the timely dissemination of health data to the
public and to others. Furthermore, the ongoing nature of surveillance contributes to
the continuous redefinition of public health priorities as past problems are resolved and
new needs arise.

The quality of surveillance data, therefore, has important implications for the
accuracy of the predictions that underlie public health decisions. Epidemiologists and
behavioral scientists at CDC expend a great deal of effort to assess and improve the
usefulness and quality of surveillance data. Improvements that enhance the predictive
power of surveillance systems often detract from other desirable attributes of such
systems. For example, efforts to increase the sensitivity, specificity or representative-
ness of surveillance data may decrease the timeliness and simplicity of a surveillance
system and increase its cost. CDC must, therefore, seek a balance among the
desirable attributes of surveillance systems, sometimes at the expense of attributes
that enhance the depth of the information collected.

Surveillance systems are not foreign to criminal justice professionals. The Federal
Bureau of Investigation’s Uniform Crime Reporting Program, the Bureau of Justice
Statistics’ National Crime Victimization Survey and data systems maintained by state
and local criminal justice agencies are examples of surveillance systems for crime data.
The data on violent crimes collected in these systems are useful for both public health
and criminal justice purposes. Other surveillance systems that collect potentially
valuable information on mortality and morbidity associated with violence include the
National Center for Health Statistics’ mortality system, state and local vital statistics
systems, child abuse registries and trauma registries.

Public health professionals have used these surveillance systems to:
(a) publish and disseminate descriptive information on homicide as a cause of death;
(b) monitor public health objectives for homicide;
(c) examine epidemiologic characteristics of different types of homicide;
(d) characterize homicide as a cause of death in the workplace;
(e) describe patterns of homicide victimization in minority populations and among

children; and
(f) study physical child abuse.
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Public health professionals have also guided efforts to improve existing surveil-
lance systems and develop new ones for collecting health data on firearm injuries,
domestic violence and violence-related risk behaviors using emergency department
data and population surveys.

Information from surveillance systems shapes how people perceive and define
the nature and extent of violence in our society. Consequently, our response to vio-
lence and our ability to measure the impact of that response is in large part determined
by the information generated through surveillance systems. The following presenta-
tions are intended to give you an overview of plans, new developments, and uses of
surveillance data on violence at CDC.

CDC SURVEILLANCE SYSTEMS AND SURVEYS OF NONFATAL VIOLENT INJURIES

KENNETH E. POWELL, MD, MPH
JOSEPH L. ANNEST, PhD

Public health surveillance is the ongoing systematic collection, analysis, inter-
pretation and dissemination of health data for planning, implementing and evaluating
public health activities (Thacker & Bekelman, 1988). The National Centers for Disease
Control and Prevention (CDC) sponsors or conducts a number of surveillance systems
and special surveys of health status and health events. Several contain information
that pertains to nonfatal interpersonal and self-directed violent injuries. These surveil-
lance systems and surveys can be divided into three general groups: surveys that
focus on behaviors or risk factors, surveys that pertain to all injuries, and surveys of
weapon-related injuries. The systems are briefly described and copies of the pertinent
questions are provided as exhibits.

BEHAVIORS AND RISK FACTORS

Yo uth Risk Behavior Surveillance System (YRBSS)

The YRBSS (Kolbe, et al., 1993) is maintained by the Division of Adolescent and
School Health, National Center for Chronic Disease Prevention and Health Promotion
(NCCDPHP), CDC. The surveillance system consists of national, state, and local
school-based surveys of representative samples of 9th-to-12th grade students and a
national household-based survey of 12-to-21-year-olds. The surveys explore behaviors
related to unintentional and violent injuries, tobacco use, alcohol and other drug use,
sexual behaviors, dietary behaviors and physical activity. The national school-based
survey is conducted by CDC and uses a probability sample of approximately 12,000
high school students. Students are selected in a three-stage sample design. Similar
surveys are conducted by participating state and local departments of education. In
1993, 43 states and 13 cities conducted surveys. Sampling methods vary among
states and cities, but most draw probability samples from defined sampling frames.
The national household-based survey is a followback survey to the 1992 National
Health Interview Survey (NHIS) and uses a representative sample of adolescents (12-
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21 years of age) from the originally sampled households (CDC, 1994). Out-of-school
youths are oversampled. The national, state, and local school-based surveys were
conducted in 1990, 1991, and 1993. They are expected to be repeated every two
years. The followback to the NHIS was conducted in 1992-93. The 1993 questions
are provided in Exhibit 1.

Injury Control and Risk Factor Identification Survey (ICARIS)

ICARIS is a random-digit-dialing telephone survey of 5,238 adults 18 years of
age and older conducted during the summer and fall of 1994. The interview inquired
about risk factors for injuries related to fires, motor vehicles, dog bites, poisoning,
lead, drowning and water recreation, sports, firearms, suicide and interpersonal
violence (Exhibit 2).

Behavioral Risk Factor Surveillance System (BRFSS)

The BRFSS (Remington, et al., 1988) is a random-digit-dialing telephone survey
of adults 18 years of age and older conducted by state health departments with finan-
cial and technical assistance from the National Center for Chronic Disease Prevention
and Health Promotion (NCCDPHP), CDC. State health departments conduct interviews
throughout the year, with an average of about 1900 respondents per state each year
(range is about 1,500-4,000 per state). Participation has grown from 15 states in
1984 to 50 states, the District of Columbia and three territories (Guam, Puerto Rico,
Virgin Islands) in 1994. The BRFSS originally focused on behavioral risk factors for
chronic diseases. In recent years, other important concerns of public health have been
included (e.g., AIDS). In addition to a set of questions that must be used by all partici-
pating states, NCCDPHP also supports several optional modules on specific topics.
Currently five injury questions on seat belt use, child safety restraints, treading water
and a fire escape plan are included in the core. An optional module of firearm-related
questions is available for 1995 (Exhibit 3).

ALL INJURIES

National Hospital Discharge Survey ( NHDS)

The NHDS (Graves, 1994) is a continuous survey that has been conducted by
the National Center for Health Statistics (NCHS), CDC, since 1965. The sampling
methods were modified in 1988 and now annually encompass approximately 275,000
patients discharged from nearly 500 short-stay non-Federal hospitals selected by a
three-stage stratified sample design. Medical data are coded according to the Inter-
national Classification of Diseases, 9th Revision, Clinical Manifestations (ICD-9-CM).
Although the supplementary classification of external causes of injury and poisoning
(“E-codes”) are used, reports based upon E-code diagnoses have rarely been written,
because information to allow the use of E-codes is often not available. The use of E-
codes is improving and the NHDS may provide more useful data about injuries
requiring hospitalization in the future.
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National Ambulator Medical Care Survey ( NAMCS)

The NAMCS is a periodic survey of visits to office-based physicians by ambula-
tory patients. The survey has been conducted by NCHS, CDC, since 1973 and on an
annual basis since 1989. The 1992 survey included information from approximately
1500 physicians not employed by the Federal Government, including about 34,000
office visits. Diagnoses associated with the visit are coded according to ICD-9-CM but
are not E-coded. Beginning with the 1995-96 survey, information on injury-related
visits will also include the place and cause of injury and whether the injury was work-
related (Exhibit 4). In previous years, injury-related visits were noted, but no informa-
tion about the location or cause was specifically solicited.

National Hospital Ambulatory Medical Care Survey~ (NHAMCS)

The NHAMCS is a continuous survey of visits to emergency and outpatient
departments of non-Federal, short-stay or generaI hospitals. Begun in 1992, the
survey is conducted by NCHS, CDC and was instituted because patients who visit
hospital emergency and outpatient departments differ systematically from patients
who visit physicians’ offices (who are sampled in the NAMCS.) In 1992, 437
hospitals provided information on a randomly selected sample of 36,271 emergency
department visits and 35,114 outpatient department visits. Forms for collecting both
emergency and outpatient department data were revised for 1995-1996 to capture
more information about injuries, including the relationship between perpetrators and
victims of violence. Both nature (lCD-9-CM-N-codes) and external cause (lCD-9-CM-E-
codes) of injury codes are available for emergency visits, only N-codes are available
for outpatient visits for 1992-1994. Starting in 1995, E-codes will also be available
for outpatient visits (Exhibits 5 and 6).

National Household Interview Survey (NHIS)

The NHIS is a continuous survey of households in the United States that has
been conducted by NCHS, CDC, since 1957. Interviews are conducted throughout
the year, Approximately 49,000 households and 120,000 persons are sampled each
year. The questionnaire encompasses basic health and demographic information plus
rotating sets of questions on topics of current interest and need. The black population
was oversampled from 1985-1994 and both the black and Hispanic populations will
be oversampled in 1995. The 1994 NHIS includes a section on firearm ownership and
storage practices (Exhibit 7).

FIREARM INJURIES

National Electronic Injury Surveillance System (NEISS) and the CDC Firearm Injury
Surveillance Study

NEISS is an ongoing surveillance system used to monitor injuries related to
consumer products. It is operated by the U.S. Consumer Product Safety Commission
(CPSC). Begun in 1972, NEISS currently comprises 91 hospitals that are a stratified,
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probability sample of all hospitals with emergency departments in the United States
and its territories. Since June 1992, through an interagency agreement between CDC
and CPSC, information about all nonfatal gun-related injuries treated in emergency
departments has been collected from the hospitals. A report of findings from the first
full year of data collection is to be published (Annest, et al., in press) (Exhibit 8).

State-based firearm or weapon-related iniury surveillance systems

CDC is funding the development of surveillance systems of firearm- or weapon-
related injury in several states. Massachusetts and New York City were funded in
1992. Colorado, Maryland, Missouri, Oklahoma, Washington, and Wisconsin have
been added in 1995. Over a three-year period, funded states are expected develop
systems to collect, disseminate, and use information about firearm- or weapon-related
injuries. The specific data sources vary among the states, but states are expected to
combine records from sources such as hospital inpatient departments, hospital
emergency departments, emergency medical services, police departments and
newspaper clipping services. The data collection form from Massachusetts has been
appended as an example (Exhibit 9).

CDC VIOLENCE SURVEILLANCE ACTIVITIES FOR FAMILY AND INTIMATE VIOLENCE

LINDA E. SALTZMAN, Ph.D
National Center for Injury Prevention and Control

As part of a larger initiative focusing on the prevention of violence against
women, the Family and Intimate Violence Prevention Team in CDC’s National Center
for Injury Prevention and Control (NCIPC) is undertaking a number of surveillance
activities. A brief summary of each follows.

1.

2.

Uniform Definitions

CDC will convene a working group of experts in the field who will decide how
to operationally define “violence against women” and other key variables such
as injury severity, severity of violence, and weapon use. The definitions and
variables developed by the working group will be incorporated into activities,
such as cooperative agreements with state health departments, for measuring
incidence of family and intimate violence.

National Survey (NCIPC/NIJ)

CDC is supporting a national telephone survey on violence against women
through an interagency agreement with the National Institute of Justice. The
survey will be used to estimate levels of violence among intimate partners and
to assess knowledge, attitudes, behaviors, and health outcomes (e.g. injury)
related to violence among intimate partners. The survey, which will be conduc-
ted by the Center for Policy Research in Denver, Colorado, will be modelled on
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3.

4.

the Canadian Violence Against Women Survey conducted in 1993 (Statistics
Canada, 1993).

The current plan is to conduct telephone interviews with 8,000 women. As in
the Canadian survey, women will be asked about violence by intimate partners,
acquaintances, and strangers. In addition, 8,000 men will also be interviewed,
to answer questions specific to intimate partner violence. The large sample size
will allow us to measure injury outcomes, and including men will enable us to
compare women’s and men’s injuries from intimate partner violence. Once the
survey findings are complete, we will be able to compare them with data from
the National Crime Victimization Survey (NCVS) and to determine whether an
ongoing survey of violence against women is needed, or whether the revised
NCVS is adequate to measure the problem.

Existing Data Sources

We will assess the utility of existing data for surveillance of violence against
women and seek ways to improve these data sources, if feasible.

HMO Study
We will conduct a study of two major health maintenance organizations (HMOs).
Using automated HMO data, we will compare the use of the medical care
system by women identified as abused and women not known to be abused.
For abused women, we will also assess changes in the use and cost of medical
care before and after their abuse was identified. We hope to assess the utility
of HMOs in collecting data on family and intimate violence and to document the
strengths and limitations of this data source. Data analysis may help suggest
ways to identify women at risk of intimate violence on the basis of patterns of
medical care use.

National Incident-Based Reporting System (NIBRS).
The Federal Bureau of Investigation (FBI) has provided CDC/NCIPC with pilot
data from the National Incident-Based Reporting System (NIBRS) for preliminary
analysis to determine the system’s utility for studying nonfatal family and in-
timate violence, and for comparing fatal and nonfatal violence among intimates.

New Data Collection

Pregnancy Risk Assessment Monitoring System (PRAMS)
NCIPC is collaborating with another CDC center, the National Center for Chronic
Disease Prevention and Health Promotion (NCCDPHP), to develop a module of
questions about violence against women to be included in the ongoing
Pregnancy Risk Assessment Monitoring System (PRAMS). PRAMS is currently
in place in 13 states and Washington, D.C. It is an ongoing, population-based
surveillance system designed to supplement data from vital records and to
generate state-specific data for planning and assessing perinatal health
programs. The questionnaire is self-administered and includes questions to meet
the individual needs of the states. PRAMS collects information on a number of
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5.

topics related to pregnancy and prenatal care. Samples of new mothers are
drawn from birth certificates. Average annual sampling sizes range from 1,500-
2,500 women per state (about 100-200 per month).

Georgia Women’s Reproductive Health Survey
NCIPC is collaborating with NCCDPHP on the Georgia Women’s Reproductive
Health Survey. This telephone survey of women ages 15-44 will provide popula-
tion-based information for Georgia. The violence module for this survey will
include some items similar to those being added to the PRAMS questionnaire.
Since Georgia is a PRAMS state, we will be able to compare findings from the
two surveys.

State Health Department Cooperative Agreements

Three state health departments will be funded to address issues related to family
and intimate violence. These states will be asked to develop an inventory of their
existing data sources on family and intimate violence and to conduct surveillance
on family and intimate violence. They will also be asked to pilot test surveillance
guidelines developed by the group that is drafting uniform definitions for use in
studying family and intimate violence (see #1 above).

RISK CHARACTERISTICS OF INJURY-RELATED MORTALITY

LLOYD B. POTTER, Ph.D., MPH
National Center for Injury Prevention and Control

Injuries compete with chronic disease as a cause of death. Deaths from chronic
diseases generally occur at older ages and typify the aging process. Injury-related
mortality, however, is often conceptualized as premature mortality, or mortality that
occurs before chronic disease mortality takes an individual’s life. Variation in the
causal nature of injury-related mortality compared to chronic disease mortality leads
us to expect respective differences in characteristics of persons dying from these two
forms of mortality. Furthermore, variations in the causal nature of specific types of
injury-related mortality (homicide, suicide, motor vehicle crashes, and other injuries)
lead us to expect differences in characteristics of persons dying from specific injury
causes of death. The tables that follow present preliminary findings from an analysis
of data from the 1986 National Mortality Followback Survey (NMFS).

The universe for the 1986 NMFS is composed of all death certificates for dece-
dents 25 years of age or older, who died during 1986 in the U.S. and were selected
in the 1986 Current Mortality Sample, The 1986 NMFS represents 1 percent of all
deaths in that year, and a complex sampling design was employed to ensure adequate
representation of populations of interest. Two types of records were selected for this
analysis, those with chronic disease (cardiovascular and cancers) as the underlying
cause of death and those with injuries as the underlying cause of death. The analysis
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Table 1. Percent Distribution Estimates (and 95% Confidence Intervals) for selected characteristics of persons dying from chronic and injury related

causes of death, 1986

Total

ICD-9 140-448, E800-E999

Percent (95% Cl)

Employed at Death

Yes

No

South

No

Yes

Metropolitan

Metro

Non-Metro

Gender

Male

Female

Age

25-34

35-44

45-54

55-64

65 plus

Alcohol/Drinks

12 + /day

3-11/day

l-2/day

Olday

Place of Death

Hospital

Home

Nursing Home

12.5 (11.8-13.18)

87.5 {86.82-88.2)

64.7 (63. 68-65.72)

35.3 (34.28-36.32)

72.3 (71.29-73.25)

27.7 {26.75-28.71)

50.5 (49.44-51.56)

49.5 (48.44-50.56)

1.15 (1.07-1.23)

2.46 (2.36-2.56)

5.45 (5.33-5.57)

14.9 (14.68-15.04)

76.1 (75.86-76.3)

2.46 (2.13 -2.79)

18.2 (17.37-19.05)

51.1 (49.94-52.22)

28.3 (27.25-29.25)

54.6 (53.57-55.69)

27.4 (26.41-26.33)

18 (17.19 -18.79)

Chronic

140.448

Percent (95% CI)

12 (11.35-12.73)

88 (87.27-88.65)

64.8 (63.8-85.84)

35.2 (34.16-36.2)

72.2 (71.17-73.13)

27.9 (26.87-28.83)

50.2 (49.15-51.27)

49.8 (48.73-50.85)

0.69 [0.61-0.77)

2.22 (2.12-2.32)

5.4 (5.26.5.54)

14.9 (14.75-15.11)

76.8 (76. 53-76.97)

2.43 (2.1-2.76)

18.1 (17.21-16.89)

51.2 (50.02-52.3)

28.4 (27.34-29.38)

54.8 (53.72-55.88)

27 (26.06-27.98)

18.2 (17.38-16.98)

Homicide

E960-E-978

Percent (95% Cl)

54.2 (46.86-61 .52)

45.8 (38.48-53.14)

53.5 (46.95-60.13)

46.5 (39.87-53.05)

83.2 (78.92-67.42)

16.8 (12.58-21.08)

78.1 (72.22-84.02)

21.9 (15.98-27.78)

44.8 (38.82-50.7)

25.1 (20.3-29.82)

10.6 (6.38-14.76)

7.77 (2.5-13.04)

11.8 (5.59-16.09}

5.79 (3.01-8.57)

34.9 (28.06-41.78)

43 (35.57-50.47)

16.3 (10.25-22.29)

38.8 (32.51-45.171

61.2 [54.83-67.49)

o (o-o)

Suicide

E950-E959

Percent (95% Cl)

38.73 (32.75-44.71)

61.27 (55.29-67.25 )

60.24 (53.95-66.53)

39.76 (33.47-46.05)

69.2 (63.1-75.3)

30.8 (24.7-36.9)

79.05 (74.09-84.01)

20.95 (15.99-25.91)

26.02 (22-30.04)

18.44 (15.03-21.85)

15.49 (11.33-19.65)

11.56 (6.17-16.95)

28.47 (21.61-35.33)

10.05 (5.78-14.32)

37.12 (30.61-43.63)

44.28 (37.24-51 .32)

8.56 (4.44-1 2.68)

14.02 (9.65-18.39)

65.83 (al .46-80 .2)

0.15 (-0.14-0.44)

MVc

E810-E825

Percent (95% CI)

63.55 (57.42-69.68)

36.45 (30.32-42.58)

52.13 (46.47-57.79)

47.87 (42.21-53.53)

62.97 (57.58-68.36)

37.03 (31.64-42.42)

71.32 (65.81-76.83)

28.68 (23.17-34.19)

35.12 {30.77-39.47)

18.5 (15.31-21.69)

13.99 (10.25-1 7.73)

11 .68 (6.56- 16.8)

20.7 (14.84-26.56)

4.82 (2.96-6.68)

33.45 (28.02-38.88)

42.38 (36.28-48.48)

19.35 [14-24.7)

40.88 (35.27-46.49)

58.41 (52.77-64.05)

0.7 (-0.67-2.07)

Other Injury

(rest of E800-E999)

Percent (96% CI)

36.87 (31.56-42.18)

63.13 (57.82-68.44)

55.62 (49.99-61.25)

44.38 (38.75-50.01)

65.16 (59.65-70.67)

34.84 (29.33-40.35)

64.58 (58.92-70.24)

35.42 (29.76-41.08)

19.72 (1 6.78-22.66)

15.44(12.77-18.11)

10.29 (7.33-13.25)

11.24 (7.03-15.45)

43.31 (37.47-49.1 5)

6.96 (4.12-9.8)

22.94 (18.57-27.31)

44.08 (38.06-50.1)

26.02 (20.45-31 .59)

52.64 {47.05-58.23)

43.61 (38.18-49.04)

3.75 [1.22-6.28)



Table 1 (continued). Percent Distribution Estimates(and 95% Confidence intervals) for selected characteristics of persons dying

ED-s

RacerEthnidty

Hispanic

Black

Non B/l-i (White)

Acccta

o

1-4,999

5k-24.9

25k-99.9

100K ph#S

Education

LT HS

HS

GT HS

M mital at~ti
Married

WtdlOiv

Single

N

from chronic and injury related causes of death, 1986

Total

140-44a,E800-E99B

P.rrnnt (65% Cl)

2.77 (2.42-3. 12)

10.9 (10.74-1 1 .06)

86.3 (85.97-a6 .71 )

1s.1 (17.17-1 s.93)

1s.9 (17.9s-19.a2)

16.2 (15.32-17.oa)

2S.S (27.S-30)

1s (17.ol-ls.a9)

52.S (51 .5-53.74)

2S.7 (27.71-29.75)

1s.7 (17.7 s-19.54)

4S.3 (47.32-49.32)

44.S (43.46-45.46)

7.22 (6.69-7.75)

12,939

chronic

140-44a
P*rc.nt (65% Cl)

2.67 (2.32-3.02)

10.6 (10.39-1 O.71I

86a (a6.3S-a7.l 6)

17.9 (16.99 -1 S.75)

la.a (17.9 -la.74)

16.2 {15.3-17.06)

29.1 (27.96-30.1 6)

1S.1 (17.1-19.02)

52.7 (51 .55-53.79)

2a.7 (27.63-29.67)

1s.7 (17.a-19.56)

4s.4 (47.4-49.4)

44.7 (43.66-45.66)

6.94 (6.41 -7.47)

11,216

Homicida

EB60-E-e78

P*rrnnt (S5% cl)

11 .a (a.22-l 5.44)

43.7 (37.69-49.77)

44.4 (37.7 a-51.1 )

34.9 (2S.29-41 .51)

27 (20.97-33.05)

17.7 (1 1.26-24.2)

13.2 (7.4S-1S)

7.13 (2.74-1 1.52)

47 oto.I 9-53.a7)

36.7 (29.97-43.33)

16.3 (1 1.66-20.76)

41.3 (34.66-47.SS)

24.5 (1 a.44-30.64)

34.2 (2S.41-39.97)

30s

auidb

E950-EB5e

Pwc.nt (es% Cl)

4.39 (1 .aa-6 .9)

5.65 (3.67-7.63)

S9.97 (s6.a3-93.l 1)

19.aa (1 5.1 6-24.6)

20.SS (15.9-25.S6)

21 (14.a5-27.l 5)

24.la (17.s9-30.47)

14.05 (a.54-19.56)

34.75 (2s.1 6-41 .34)

35.67 (29.65-41 .69)

29.57 (23.79-35.35)

51.67 145.3 -5a.04)

29.1S (23.la-35.la)

19.15 (14.94-23.36)

401

MVC Othar Injury

ES1O-E825

P*rc.nt le5% Cl)

6.36 (3.73-a.9S)

12.2a 19.4s-15.0s)

al .37 (77.65-a5.09)

1a.26 (14.03-22.49)

25.al (20.69-30.93)

16.21 (12.25-20.17)

31 .a9 (25.62-3S.16)

7.s4 (4.31-11.37)

36.91 (31.21-42.61)

36.5S (31 .05-42.11)

26.51 (21.41-31.61)

54.35 (4S.72-59.9S)

27.79 (22.4-33.la)

17.66 (1 4.33-21 .39)

504

ht Of Eaoo+eeel
P.rcmt (65% Cl)

6.26 (3.75-S.77)

13.25 (10.45-16.05)

S0.49 (76. S1-S4.17)

25.09 (20.21-29.97)

20.91 (1 6.34-25.4a)

16.69 [13.79-23.59)

22.18 (16.79-27.57)

13.13 [a.6s-17.5a)

44.s9 (39.05-50.73)

30.1S (24.97-35.39)

24.92 (19.a2-29 .92)

4S.62 (42.96-54.26)

34.56 (29.01 -40.1 1)

16.S2 (13.1-20.54)

510

Source.: N.C.H.S., 19S6 National Mortality Followback Survey



involves comparing characteristics of persons who died from chronic disease (the
standard in this analysis) to those who died from any type of injury and to those who
died of four more specific injury categories: homicide, suicide, motor vehicle accidents,
and all other injuries.

Of 18,733 records in NMFS, 15,429 (82%) had an underlying cause of death
listed as either a chronic disease or an injury. About 83 percent of these were chronic
disease and the remainder injuries. About 19 percent of the injuries were homicides,
24 percent were suicides, 28 percent were motor vehicle injuries, and 29 percent
were other types of injuries,

Table 1 presents percentage distributions for selected characteristics of deaths
from each cause of death considered. Each percentage point estimate has a 95 per-
cent confidence interval that indicates the precision of the estimate. Columns can be
compared to identify characteristic differences by cause of death. For example, motor
vehicle crash decedents were more likely to be employed at death (63.55%) compared
to those who died from chronic disease (12%).

Comparisons of characteristics of chronic disease decedents and injury dece-
dents are presented in Tables 2 and 3. Comparisons are made using odds ratios,
which indicate the odds of dying from an injury compared to a chronic disease given
a particular characteristic. The odds ratio is interpreted relative to the reference
category (always 1). Hypotheses test the probability that the odds ratio is signifi-
cantly different (alpha of .05) from 1. Odds ratios significantly smaller than 1 imply
a protective effect and values significantly greater than 1 imply greater risk.

Unadjusted odds ratios are presented in Table 2. These comparisons are simple
bivariate comparisons that do not control for influence of any other variables on the
relationship. Persons who died from injury-related causes were significantly more
likely to be employed at death compared to persons who died from chronic diseases.

Adjusted odds ratios for all injuries compared to chronic disease are seen in the
columns of Table 3. Adjusted odds ratios are estimated using multivariate logistic
regression. Each odds ratio is interpreted as the risk associated with the specific
characteristic holding the effects of all other characteristics in the table constant.

The results of this analysis confirm some standing hypotheses and call us to
question other hypotheses. Relationships expected and confirmed for all injuries
include those with employment status, southern residence, gender, age, and place of
death. We did not, however, when controlling for all variables in the table, find the
expected relationship between injury death and alcohol, ethnicity, assets, education,
or marital status.
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Table 2

Weighted unadjusted odds ratios for all injury deaths combined, homicide, suicide, motor vehicle injury, and
all other injury deaths compared to chronic disease (ICD-9 140446) related deaths for selected characteristics.

Intentional
Injuries Homicide Suicide

(E800-E999) (E960-E978) - (E950-E959)
Employed at Death

Yes 6.49”

No 1.00

Southern residenca et death
No 0.68”
Yes 1.00

Metrooolitrnr residence at death
Metro
Non-Met

Gender

Male
Female

Age at death

25-34

35-44

45-54

55-64
65 plus

Alcohol/Drinks

12 + day
3-11 /day
1-2/day

0/day
Piece of Death

Hospital

Home

Nursing Home
Rats/Ethrricity

Hispanic

Black/ Non-Hisp.

Non-Bk/Non-Hisp.

Assets at death

$0
* 1-4,999
$ 5k-24.9
$ 25k-99.9
$ 10Ok plus

Education et death
LT High School
High School

0.83 “
1.00

2.53.
1.00

108.85”
21.54’

6.11.
1.92”
1.00

4.35”
2.59-
1.28 “
1.00

8.25”
26.58.

1.00

2.75.
1.62”
1.00

2.12.
1.97”
1.84.
1.34
1.00

0.57”
0.88

G~ High School 1.00
Mwitd status at death

Married 0.36.
Widow/divorced 0.23.
Single 1.00

Injury N 1,723
Total N 12.939

a.67”
1.00

0.63.
1.00

1.92”
1.00

3.53”
1.00

415.72”
72.97.
12.68”
3.35”
1.00

4.14.
3.39”
1.46
1.00

200.34’
639.06.

1.00

8.67”
8.08.
1.00

4.95.
3.63.
2.77-
1.15
1.00

1.02
1.46”
1.00

0.17”
0.11.
1.00

308
11,542

4.62”

1.00

0.82
1.00

0.87
1.00

3.74”
1.00

101.49.
22.42.

7.77”
2.10.
1.00

13.74”
6.82”
2.86”
1.00

23.34.
290.03.

1.00

1.58
0.52”
1.00

1.43
1.43
1.67
1.07
1.00

0.41.
0.79
1.00

0.39.
0.24”
1.00

401
11,617

Unintentional
Motor Vahicia Other
(E81 O-E825)

12.6a “
1.00

0.59”
1.00

0.66”
1.00

2.46”
1.00

186.79”
30.86”

9.58’
2.69”
1.00

2.92”
2.72”
1.21
1.00

19.11”
55.70”

1.00

2.53”
1.25
1.00

2.36-
3.16-
2.32-
2.53”
1.00

0.49.
0.90
1.00

0.44”
0.24-
1.00

504
11,720

(rest of E800-E999)

4.26”
1.00

0.68”
1.00

0.72-
1.00

1.80”
1.00

50.40”
12.30”
3.39”
1.34
1.00

3.13”
1.39
0.94
1.00

4.66”
7.85”
1.00

2.53”
1.35”
1.00

1.93”
1.52
1.58
1.05
1.00

0.64”
0.79
1.00

0.41.
0.32”
1.00

510
11,726

‘ Significantly different from reference category for alpha of .05
Source: N.C.H. S., 1986 National Mortality Followback Survey.
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Table 3
Weighted adjusted odds ratios for all injury deaths combined, homicide, suicide, motor vehicle injury,
and all other injury deaths compared to chronic disease (ICD-9 140-448) related deaths for selected
characteristics.

Injuries

(E800-E999)
Employed at Death

Yes 1.93”

No 1.00

Southern residence et death
No 0.74”

Yes 1.00

Metro@itan residence at death
Metro

Non-Met

Gander
Male

Female

Age at death
25-34

35-44
45-54
55-64

65 phJS
Alcohol/Drinks

12 + [day

3-11 Iday
1 -21day

O/day
Place of Death

Hospital

Home

Nursing Home

Race/Ethnicity
Hispanic

Black/Non-Hisp.

0.73”
1.00

1.54”
1.00

46.53”
10.49”

3.32”
1.26
1.00

1.23
0.89
0.88
1.00

2.48”
7.54”
1.00

1.51
0.87

Non-Black/Non-Hisp. 1.00

Assets at death

$0 1.34
$1-4,999 1.34

.$ 5k-24.9 1.48”

$ 25k-99.9 1.31

$ 10OK piUS 1.00

EdUCStiOlt at death

LT H)gh School 0.82
High School 1.00

GT High School 1.00
Marital status at death

Married 0.73

Widowed/Divorced 1.03
Single 1.00

Injury N 1,723

Total N 12,939

Homicide Suicide
(E960-E978)

2.25”
1.00

0.80
1.00

1.72
1.00

2.34”
1.00

113.30”
21.54”

3.77”
1.05
1.00

0.79
0.83
0.64
1.00

85.63-
343.78”

1.00

4.26”
3.67”
1.00

1.58
0.98
1.34
0.79
1.00

1.49
2.03”
1.00

0.77

1

.09

.00

308
,542

[E950-E959)

1.14
1.00

0.72
1.00

0.77
1.00

2.53”
1.00

63.43”
13.74”
4.74”
1.25
1.00

3.06”
1.93
1.70
1.00

7.32-
106.70”

1.00

0.54
0.24”
1.00

1.20
1.22
1.54
1.07
1.00

0.66
1.01
1.00

0.77
1.25
1.00

401
11,617

Unintant ional
Motor Vehicle Other
(E810-E8251

3.67”
1.00

0.70
1.00

0.64”
1.00

1.19
1.00

80.64”
13.60-
4.1 4“
1.51
1.00

0.90
0.97
0.88
1.00

4.22
11.02”

1.00

1.60
0.70
1.00

1.62
1.72
1.19
2.20
1.00

1.02
1.20
1.00

1.02
1.51
1.00

504
1,720

(rest of E800-E999)

1.93”
1.00

0.83
1.00

0.66”
1.00

1.30
1.00

25.53”
6.89”
2.34”
1.12
1.00

1.38
0.70
0.77
1.00

1.82
3.06”
1.00

1.95’
0.85
1.00

1.39
1.39
1.55
1.17
1.00

0.79
0.78
1.00

0.63
1.03
1.00

510
11,726

● Significantly different from reference category for alpha of .05
Source: N.C.H.S., 1986 National Mortality Followback Survey.
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19. The last  time you were in a physical fight, with whom did you fight?
A. I have never been in a physical fight
B. A total stranger
C. A friend or someone I know
D. A boyfriend, girlfriend, or date
E. A parent, brother, sister, or other family member
F. Someone not listed above
G. More than one of the persons listed above

20. During the past 12 months, how many times were you in a physical fight in which you were
injured and had to be treated by a doctor or nurse?

A. 0 times
B. 1 time
C. 2 or 3 times
D. 4 or 5 times
E. 6 or more times

21. During the past 12 months, how many times were you in a physical fight on school property?
A. 0 times
B. 1 time
C. 2 or 3 times
D. 4 or 5 times
E. 6 or 7 times
F. 8 or 9 times
G. 10 or 11 times
H. 12 or more times

Sometimes people feel so depressed and hopeless about the future that they may consider attempting
suicide, that is, taking some action to end their own life.

23. During the past 12 months, did you ever seriously consider attempting suicide?
A. Yes
B. NO

24. During the past 12 months, did you make a plan about how you would attempt suicide?
A. Yes
B. NO

25. During the past 12 months, how many times did you actually attempt suicide?
A. 0 times
B. 1 time
C. 2 or 3 times
D. 4 or 5 times
E. 6 or more times

26. If you attempted suicide during the past 12 months, did any attempt result in an injury,
poisoning, or overdose that had to be treated by a doctor or nurse?

A. I did not attempt suicide during the past 12 months
B. Yes
C. No
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Exhibit 2
INJURY CONTROL AND RISK FACTOR IDENTIFICATION SURVEY (ICARIS)

1994 MODULES ON FIREARMS, SUICIDE, AND VIOLENCE
Module Vlll. Firearms

The next few questions are about firearms. We are interested only in firearms that work. This would
include handguns, pistols, rifles, and automatic and semi-automatic weapons. We are not interested
in BB and pellet guns, tear gas guns, and guns that can’t fire, such as antiques and guns for display.

G1. Are there any loaded or unloaded firearms in your home or the car, van, or truck you usually
drive? This includes firearms stored in the basement, garage, or any attached buildings.
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G 12. On the last such occasion, did anyone see an intruder?
Yes . . . . .. . . . . .. . . . . . . . .. . . . . ..1

No . . . .. . . . . .. . . . . .. . . . . .. . . ...2

Don’t know .. . .. . . . . . .. . ...8

Refused .. . . . . . .. . . . . .. . . . ...9

N/A (Skip) . .. . . . . . .. . . . . . ...7

G 13. (On the last such occasion) Did you or the person with the gun, fire at an intruder?
Yes . . .. . . . . .. . . . . .. . . . . .. . . . ..1

No . . . .. .. . . . . .. . . . . . .. . . . . ....2 (G16)

Don’t know .. . . . . . .. . . . . ...8 (G16)

Refused . . . .. . . . . .. . . . . . .. ...9 (G16)

N/A (Skip) . . . . .. . . . . .. . . . ...7

G 14. (On the last such occasion) As far as you know, did the bullet hit the intruder?
Yes . . . . . .. . . . .. . . . . . .. . . . . .. ..1

No . . . .. . . .. .. . . . . .. . . . . .. . . ...2 (G17)

Don’t know .. . .. . . . . . .. . ...8 (G17)
Refused .. . . . . .. . . . . .. . . . . ...9 (G17)

N/A (Skip). . . .. . . . . . .. . . . ...7

G 15. As far as you know, did the intruder die?
Yes . . .. . . . . .. . . . . .. . . . . .. . . . ..1 (G18)

No . . . . . .. . . . .. . . . . . . .. . . . .. ...2 (G17)

Don’t know .. . . . . . .. . . . . ...8 (G17)

Refused . . . .. . . . . .. . . . . . .. ...9 (G17)

N/A (Skip) . . . .. . . . . .. . . . . ...7

G 16. (On the last such occasion) In your opinion did the intruder know that you or any other

household member had a gun?
Yes .. . . . .. . . . . .. . . . . . .. . . . . ...1

No . . . .. . . . .. . . . . . .. . . . . .. . . ...2 (G18)

Don’t know . . . .. . . . . .. . . ...8 (G18)

Refused .. . . . . .. . . . . .. . . . . ...9 (G18)

N/A (Skip). .. . . . . . .. . . . . ....7

G 17. (On the last such occasion) In your opinion was the intruder frightened away because of the

gun?
Yes . .. . . . .. . . . . . . . . . .. . . . . ..1

No .. . . . .. . . . . .. . . . . . .. . . . . ....2
Don’t know .. . . . . .. . . . . ....8

Refused . . .. . . . . . . .. . . . . .. ...9

N/A (Skip)..................7

G 18. If you were at home, could you get and be ready to fire a loaded firearm in less than 10

minutes? The weapon could be yours or someone else’s, and it could be located in your home

or car or someone else’s home or car.
Yes .. . . . .. . . . . .. . . . . . .. . . . ..1

No . . . .. . . . .. . . . . . .. . . . . .. . . ...2

Don’t know .. . .. . . . . .. . . ...8

Refused .. . . . . .. . . . . . .. . . . ...9
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ICARIS MODULE IX: SUICIDE

The next questions deal with the topics of attempted suicide and violence. Many people feel these

subjects are highly personal, but we would appreciate it if you would try to answer these questions to

the best of your ability. We wish to remind you that you don’t have to answer any questions you don’t

want to.

[Two versions of S1 (different skip pattern) - randomize use of version - variable S1 VER will define
which version of S1 was used]

S1 .

S1 .

S2.

S3.

340

During the past 12 months have you had thoughts of taking your own life, even if you would

not really do it?

Yes . . . . . . .. . . . . .. . . . . .. . . . . . ..1

No . . . .. . . . . . .. . . . . .. . . . . . . ....2 (S14)

Don’t know .. . . . .. . . . . .. ...8 (S14)

Refused., . . . . . .. . . . . .. . . ....9 (S14)

During the past 12 months have you had thoughts of taking your own life, even if you would

not really do it? Yes .. . . . . .. . . . . . .. . . . . .. . . . . ..1

No . . . .. . . . . .. . . . . . .. . . . . .. . ...2

Don’t know .. . .. . . . . . .. . ...8

Refused . . . . . . .. . . . . .. . . . . ...9

During the past 12 months did you ever make a specific plan about how you would take your

own life? Yes .. . . . . .. . . . . .. . . . . . .. . . ...1

No... . . . . . .. . . . . .. . . . . . .. . ...2 (S4)

Don’t know .. . . .. . . . . . .. ...8 (S4)

Refused .. . . . . .. . . . . . .. . . . ...9 (S4)

N/A (Skip).., . . . . .. . . . . .. ...7

What way(s) did you think about taking your own life? [Don’t read, code up to two methods,

variables are S3a, S3b] [Code the first two methods mentioned in the order mentioned, i.e., S3a

= first mentioned, S3b = second mentioned]

Gun .. . .. . . . . .. . . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . . ..O1

Hang . . . . . .. . . . . . .. . . . . . .. . . . . .. .. . . .. . . . . .. . . . . .. . . . ..O2

Drown . . . . .. . . . . . .. . . . . .. . . . . . .. . . . . .. . . . . .. . . . . .. . . ..O3

Jump from high place ...........................04
Jump into traffic ..................................05
Car crash . . . . .. . . . . . .. . . . . .. . . . . .. . . . . . .. . . . .. . . . . . ..O6

Car exhaust .........................................07
Take pills/overdose (includes alcohol) . . .. ..08

Cut or stab self .. . . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . ..09

Electrocution . .. . . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . . . ..10
Other . . .. . . . . .. . . . . . .. . . . . .. . . . . .. . . . . . .. . . . . .. . . . . . ...11

Specify:

Appendix D - begin with code 12

Don’t know .. .. . . . . .. . . . . . .. . . . . .. . . . . . ....98

Refused . . . . . . .. . . . . .. . . . . . .. . . . . .. . . . . .. . ...99

N/A (Skip) .. . . . . . .. . . . . .. . . . . .. . . . . .. . . . . ...97
Ail ways already given (skip) . . .. . . .,95



S4. Have you made an attempt to take your own life during the past 12 months?
Yes . .. . . . . . .. . . . . .. . . . . .. . . . . ..1

No . . . . .. . . . . . .. . . . . . .. . . . . .. ...2 (S14)
Don’t know .. . . . . . .. . . . . ....8 (S14)

Refused , . . .. . . . . .. . . . . . .. . ...9 (S14)

S5. How many times during the past 12 months have you made an attempt to take your own life?
Number of times . . . .. . . . . .. . . . ...!_!_!

[Code leading zeros]

O or none .. . . . . .. . . . . . .. . . . . .. ...00 (S14)

Don’t know .. . . . . . .. . . . . .. . . . ...98 (S14)

Refused . . . . .. . . . . . .. . . . . .. . . . . ...99 (S14)

N/A (Skip) . . . . . .. . . . . . .. . . . . .. ...97

[Interviewer: If >1. attempt, ask about most recent one {closest to Present}]
S6. Let’s consider the last attempt you made to take your life. What was the primary method that

you used? [Select one][lnterviewer: “By primary method, I mean the main method You used”]

Gun . . .. . . . . .. . . . . . .. . . . . .. . . . . .. . . . . . .. . . . . .. . ..01

Hang .. .. .... .. ...... ... ... . .... ... ... ... ... .....02
Drown . . . . .. . . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . ...03

Jump from high place .. . . . .. . . . . . .. . . . . ..O4

Jump into traffic . . . . . .. . . . . .. . . . . .. . . . . .. ..O5

Car crash . . . . . .. . . . . . .. . . . . .. . . . . .. . . . . .. . . . ..O6

Car exhaust ..................................07
Take pills/overdose (include alcohol) .08

Cut or stab self . .. . . . . . .. . . . . .. . . .. . .. . . . . ..O9

Electrocution . . . .. . . . . .. . . . . .. . . . . . .. . . . . .. ..1 O

Other . . . . . .. . . . . .. . . . . .. . . . . . .. . . . .. . . . . .. . . . . .11

Specify:

Appendix D - begin with code 12

Don’t know .. . . . . . .. . . . . .. . . . . .. . . ...98

Refused . . . .. . . . . .. . . . . .. . . . . .. . . . . . ...99

N/A (Skip) . . . . .. . . . . .. . . . . .. . . . . .. . ...97

S7. On that attempt did you suffer an (injury, poisoning, illness)?

[If S6 = 01-06,09,10 then use injury, if S6 = 08 then use poisoning,
if S6 = 07 then use illness. If S6 = 11 choose appropriate category]

Yes . . . .. . . . . .. . . . . . .. . . . . .. . ..1

No . . .. . . . . .. . . . . .. . . . . . .. . . ...2 (S11)

Don’t know . . .. . . . . .. . . . ...8 (S11)

Refused . . . . .. . . . . .. . . . . . ....9 (S11)

N/A (Skip) . . . . . .. . . . . .. . . ...7

S8. Did YOU go to see a doctor, nurse, or other medical practitioner or go to a hospital or emergency

room becauce of the (injuryl poisoning,illness)?

[If s6 = 01-06,09,10 then use injury, if s6 = 08 then use poisoning,
if S6 = 07 then use illness. If S6=11 choose appropriate category]

Yes . . .. . . . .. . . . . .. . . . . .. . . . ..1

No .. . . . .. . . . . . . . .. . . ....2 (S14)

Don’t know .. . . .. . . . . .. . ...8 (S14)
Refused . . . .. . . . .. . . . . .. . . ...9 (S14)
N/A (Skip) . . . .. . . . . .. . . . . .. .7
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Exhibit 4

National Ambulatory Medical Care Survey: Patient Record
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Exhibit 5

National Hospital Ambulatory Medical Care Survey: Emergency Department

349

I



Exhibit 6
National Ambulatory Medical Care Survey: Outpatient Department
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Exhibit 7

National Health Interview Survey: Firearm Safety

The next questionsare about safety and firearms. Firearms
include pistols, shotguns. rifles, and other types of guns.

72

Do not include guns that cannot fire, starter pisto1s, or BB I
guns. I

Read if necessary: Sometimes the use of firearms can lead
to injury, which isa health problem.

1

1. Are any firearms now kept in or around your home? Include I I D Yes (2)
those kept in ❑ garage, outdoor storage area, truck or car.

j j~~} (End of interview)

—.
2. Is there one or more than one firearm?

I
I I Cl One (3)

~ ~~~flthanone} (40npage66)

73

(

3a. What kind of firearm is it? I 74
I I D Handgun, including pistol or revolver

Mark (X) only one. ~ 2•l Shotgun
I 30 Rifle
I t O Other - Specifyz

I

I 9DK

--—-—- -— ——-— —----— --, --,-- -— -- L--– – - –----–--– __––. –.-– –-–
HAND CARD YG 1. Read categories if telephone interview. I

kept?
b. which statement best describes the PlACE the firearm is

I
, The firearm is kept in a LOCKED PLACE, such as a

drawer, cabinet, or closet
2The firearm is kept in an UNLOCKED place

, DK

-— ---- —-———- -----— --.——.—- -----r- —— ---- ------ ------ —-——

HAND CARD YG2. Read categories if telephone interview.
.—— T —.:

I

C. Which statement best describes the WAY the firearm is 1

kept? I
I

I
I
I

---- -— -- ———— ———— -— -- --—- -
d. IS the firearm kept loaded or unloaded?

—--
I
I
I
I

Taken apart /327
2 With a trigger lock or other Iocking mechanism

}
(3d)

2 Assembled without a Iocking mechanism
4 •l Other - Specifyz (3d)

9 DK (3d)
--——- —--——— ----— —--- -—. ———1 77
I Loaded (3e)

}

2 Unloaded
DK

i——-—-—— ——-—-——-—--—- --—--—- —---——- -— --—-- ------- ---- —-—
e. Besides the ammunition in the firearm, is any other

78
ammunition now kept in or around your home? I

I
I
I---- —--- -— -—-—-- ---- -— —___ ---

f. IS any ammunition now kept in or around your home? 1
I
I
I

-— -_-— - —-------— ----- —---- -. L
g. How much of the ammunition is kept ina locked place? I -

Would you say all,some or none? , lCIAII
, z 0 Soma

.
I D Yes (3g)

}
20‘0 (End intew”ew)
sCIDK

.— -—- —- —— --- -— --- -- —-- ---- ~

I ❑ Yes @7)

}
20 ‘o (End interviaw)
sIZDK

,--- -------- -— ----- ---- - ... -=.

------ ----- —---- -- —--------- -— --- --------— -- —-- ---
h. Where isthis ammunition kept -is itkept with the firearm

or kept inaseparate place away from the firearm

}~ L3DK
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Exhibit 7 (continued)

Part G - FIREARM SAFETY - Continued
4a. What kinds of firearms are they? I

I I ❑ Handgun, including pistol or revolver
Mark (X) all that apply. I 2❑ Shotgun

I 3Rifle
I Other - Specify 84

1 85

I
I 9DK

86
I--—— ———— —-—— ———— ———— ———- ———— —--- ---- ---- ---— ——-— -——— —— __ __<

HAND CARD YG3. Read categories if telephone interview. I . .
❑ ALL the firearms are kept in LOCKED PLACES, such as

b. Which statement best describes the PLACES the firearms I drawers, cabinets, or closets
are kept? , 2❑ One or more firearms are kept in an UNLOCKED place

, DK

I
—-- -—- ——— ——— --- ——— --- ——— —-— -
HAND CARD YG2. Read categories if telephone interview.

+–-–------––––-–- –-––––-––
I

C. Which statements describe the WAYS in which the
I

firearms are kept? I
I

Mark (X) all that apply. I
I
I

---— ---- ———— ———— -—-— -—
d. Arc the firearms kept loaded or unloaded?

——— ——— t
I
I
I
I

---- ---- ---- ———— —--- -— -- ——-—
e. Besides the ammunition kept in ang firearm, is any other r

ammunition now kept in or around your home? I

I

I

—--- ---- ---- —-—— ———- ———- —-——
f. Is mayammunition now kept in or around your home? i-

1
I
I
I---- -—-— --—— —--- ————— ———— —---

g. How much of the ammunition is kept in a locked place?
Would you say all, some or none? I

I
I
I

10Taken aparl
2II With a trigger lock or other locking mechanism
3 D Assembled without a locking mechanism
~❑ Othar - Specify=

—-- --— ——- --— --- ——— —-— ——— —

I ❑ One or mora are kept loaded (4e)

}

z❑ All are kept unloaded (40
9CIDK

---- ———- —--- ---- -—-— --—— ——

I •l Yes (.fg)

}

2CIN0 ~4i)
9CIDK

94

I
--—— -——— ---- —--- --—- -.—— ——u+
1 ❑ Yes (4s7)

}
z 0‘0 (End of interview)

I
sUOK

--—— —-—- —---— —--- ---- -— -- —_—- -

I CiAll
E

2Cl S0me
3Cl None
sCIDK

–-––-–-----––––-––– --––---–-L ________ ------------------ ~___
h. Whesa i8 this ammunition kept -is It kept wltfs a firearm, I

or kept in a separate place away from callfirearms? , I ❑ With a firearm

I z❑ In a separate place
, ] a Both

DK

----------------- -----------+--––– ---–––--–----–––- –-––--–e;-
i. ls at least one of the firearrns kept Ioaded and unlocked?

1 tOYes
1 ~DNo
~ sll DK

RECORD FINAL STATUS ON BACK COVER
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Exhibit 8

NEISS Special Study Questionnaire

Special NEISS Study on Firearm Injuries Hospital:

1. Patient’s Medical Record Number:

2. TreatmentDate (year, month, day) _ _ _

3. Date of Injury: (year, month, day) ———

4. Date of Birth: (year, month, day) ———

5. Race white Black Asian/Pacific islander ❑ American Indian

Not Stated ❑ 0ther (Specify)

6. Ethnicity ❑ Hispanic ❑ NonHispanic Not Stated

7. Marital Status: ❑ Never Married Married ❑ Separated ❑ Divorced

❑ Widowed ❑ Not Stated Other (Specify)

S. Type of firearm involved: ❑ Handgun ❑ Rifle ❑ Shotgun ❑ BB Gun

❑ Not Stated/Unknown ❑ Other (Specify)

9. Firearm manufacturer/model:(e. g., Beretta Raven. Smith& Wesson)

10. Firearm callbar/gauge: (e.g., 22,38, 357 Magnum, 9 mm)

11. Type of lncident: ❑ Asaault ❑ Suicide/Attempt ❑ Law Enforcement

❑ Unintentional ❑ Not Stated/Unknown

13. Did Incident Involve a verbal argument? Yes ❑ No Not Stated

(Answer ❁ physical fight? Yes ❑ No NotStated

ail four illicit drugs? ❑ Yes ❑ No Not Stated

questions) another crime? Yes No Not Stated

14. Wereany drug or alcohol tests ordered? ❑ Yes NO ❑ Not Stated

15. Was patient injured on the job? Yes No Not Stated

16. How transported to ER? ❑ Ambulance Fire/Rescue ❑ Air Transport Private Vehicle

❑ Police Unit ❑ Walk In Not Stated Other (Specify)

17. Please describe how incident happened and enter any other comments

completed by Date
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Report of Gunsh .%&d sections

Name of Viiim:
do not copy to

bottom page.

Address of Victim: I
Sti N+ w (N- ,f~

city State Zip Code

Date of Birth:__ Age:_ Sex: _ Time In: a.m. p.m.

Date of Incident” / /.—— — [ ] Gunshot Wound [ ] Sharp Instrument Wound

Type of Weapon: Location of Wound on Body:

Attending Physician

Name & City of Hosptal:

c~ in WhJctlInjuryOuWred: Poiii contacted? [ ]No [ lyes:
ti~Pdiau@l.

,.,

This ifiorrnation is confidential and does not go to pcdice.Patient and physicianname do not appear on this page.

r-
hfadksl Providers Complete Tfsls Sacttott

I MEDICAL RECORD #

‘~. INJURY RESULTED FROM...~seme:~,S,~,r~)~)

_Selt-inflicted injmy (guns only)A.

B._Am”dent (gunsOISy)

c. _Unknown (gunsor sharpinsuuments)

D._ViiienCe, COnfiiCt (gunsorsharpinstruments)

If “D” answer 01 and D2:

D1. Circumstance:
[ ] Argument or Abuse

[ ] Other Crime-Related

(e.g. robbery, drug trafficking)

[ ] Other

[ ] Patient unwilling to disclose

[ ] Unknown
D2. Victim/Offender Relationship:

[ ] Spouse/lover (currentor ex-)
[ ] Other family member
[ ] Acquaintance (close or distant)

[ ] Stranger
[ ] Patient unwilling to disclose

[ ] Unknown

Victim’s Race/Ethnicity
[ ] Black, non-Hispanic [ ] White, non-Hispanic
[ ] Hispanic [ ] American Indian [ ] Unknown
[ ] Asian/Pacitic Islander [ ] Other

Arrived by Ambulance or Airlift? Yes _no _unk.
Ifa transfer, note from which facility:

Disposition:
[ ] Admitted [ ] Discharged [ ] Died
[ ] Transferred to:
[ ] Other [ ] Unknown

Location of Incident: (check all that apply)
[ ] House/Apt. [ ] Street [ ] Park/recreation area
[ ] Bar [ ] Party [ 1School
[ ] Victim’s workplace: --
[ ] Unknown [ ] Other

Drug or alcohol intoxication by patient at time of
incident suspected due to patient self-reporting,
clinical observation, or clinical test results.

[ ] Drugs [ ] Drugs and/or Alcohol
[ ] Alcohol [ ] None [ ] Unknown

Please brieflydescribe the incident:e.g. Stabbed by friend during argument over a bet. Clerk stabbed
during robbery at liquorstore. Patient depressed over job loss shot himself. Child playing with rifle... . . .. . . .

See reverse for Instructions.

354 .Mail blue’forms to: WRISS -Dept. of Public Health, 150 Tremon St., 5thflr, Boston MA 02111
Qustions? Call (617) 727-9696 THANK YOU
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Appendix I: Homicide Research Working Group 1994
Conference Agenda
June 12-15, 1994 Emory University, Atlanta, GA

Sponsored by:

Centers for Disease Control and Prevention
National Center for Injury Prevention and Control
Division of Violence Prevention

Sunday, June 12:

Emory University
School of Public Health
Center for Injury Control

1:00-2:15

2:15-2:30

2:30-3:00

3:00-3:15

3:15-4:30

4:30-5:45

Brunch (Faculty Dining Room, Dobbs Hall)

Introductory remarks
Becky Block, Coordinator HRWG Steering Committee
Bob Flewelling, 1994 Program Chair

Keynote Address
William Walker, Executive Director
Martin Luther King, Jr. Center for Nonviolent Social Change
An overview of The Martin Luther King, Jr. Center’s Activities in violence prevention

Break

Prevention focus series: Juvenile violence: Causes, correlates, and prevention (Winship
Ballroom)
Organizer: Kathleen Heide
Participants: Anne Goetting, Kathleen Heide, Frans Koenraadt, Esther Jenkins, Daniel

Lockwood
Participants in this session will review current research concerning the etiology of youth
violence, the nature of violent incidents among youth, and implications for prevention.
Presentations include:
Violence as a consequence of parenting (Goetting)
The Menendez murders: Parricide in perspective (Heide)
Adolescent parricide: A cross-cultural perspective (Koenraadt)
Violence exposure, psychological distress, and risk behaviors in a sample of inner
city youth (Jenkins)
Violence among groups of young people (Lockwood)

Prevention focus series: Comparisons of lethal and non-lethal violence in the domestic
context.
Organizer: Chris Rashe
Participants: Martin Daly, Rebecca Dobash, Russell Dobash, Holly Johnson, Chris

Rashe, Margo Wilson
The panel will discuss both quantitative and qualitative data which has been gathered
from the U. S., Canada, and the United Kingdom in recent years and which permits
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researchers to identify similarities and differences in the patterns of risk for lethal and
non-lethal violence. The policy implications from these data will also be discussed.

5:45-7:30 Dinner break (on your own)

7:30-9:00 Prevention focus series: Gun control policy: Can it reduce lethal violence?
Organizer: Richard Block
Participants: Richard Block, Roberta Lee, Steve Roth
The panel will lead a discussion of the likelihood that gun control policy can reduce
lethal violence. The discussion will begin with an overview of gun control reform based
on Phil Cook’s division of policy into three groups:
1) those designed to affect the supply and overall availability of guns
2) those designed to influence who has these weapons
3) those designed to affect how the guns are used by the people who have them
Richard Block will then describe recent trends in weapon use in lethal violence in
Chicago; Roberta Lee will discuss implications of recent research on the risk of gun
ownership on public health policy and education; and Steve Roth will describe current
legislative, law enforcement, prevention, and public health initiatives in NY State and
their potential to reduce gun violence. Formal presentations will be short. Discussion
will follow.

Monday, June 1 3

8:30-9:00 Welcomes by CDC and Emory
Jim Mercy (CDC, National Center for Injury Prevention and Control)
Knox Todd (Emory University School of Public Health)

9:00-10:30       CDC: Overview and Examples of CDC’S Violence Surveillance Activities
Organizer: Jim Mercy
Participants: Jim Mercy, Ken Powell, Linda Saltzman, Lee Annest, Lloyd Potter

Public health surveillance is the foundation upon which CDC has traditionally built it’s prevention
activities. Surveillance refers to the ongoing and systematic collection, analysis, and
interpretation of health data. Surveillance data are useful for monitoring public health problems,
determining priorities for research and action, developing research and prevention programs, and
evaluating policies and programs. In this session we will discuss CDC’s violence surveillance
activities. We will also present some specific examples of research that has been conducted
using these data sources.

Overview of the Importance of Violence Surveillance (Mercy)
CDC Youth Violence Surveillance Activities (Powell)
CDC Family and Intimate Violence Surveillance Activities (Saltzman)
Describing Nonfatal Firearm Injuries Using the National Electronic Injury Surveillance
System (Annest)
Homicide Research Using the National Mortality Follow-Back Survey (Potter)

10:30-10:45 Break
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10:45-12:15   Patterns, trends, and projections
Organizer: Bob Flewelling
Participants: Jiafang Chen, Everett Lee, Roland Chilton, Becky Block, Al Blumstein

The focus of this session will be the analysis and interpretation of recent and historical (within
this century) homicide trends in the U.S., patterns that underlie those trends (e.g., age-specific
patterns, other demographic influences, firearm-relatedness, etc.), and implications for both
projecting future trends and developing appropriate public policy to reduce rates of lethal
violence.

Age patterns in homicide (Chen)
Guns in homicide, suicide, and firearms accidents (Lee)
Homicide arrest trends and the impact of demographic changes for a set of central U.S.
cities (Chilton)
Trends in Chicago homicides: 1965-1993 (Block)
Juvenile homicide, guns, and drug markets (Blumstein)

12:15-1:15      Lunch (and subcommittee meetings)

1:15-2:15 International perspectives on homicide
Organizer Derral Cheatwood
Participants: Jan Nijboer, Per Olaf Wikstrom, Frans Koenraadt

The Homicide Research Working Group has a growing international membership. In this session,
we will learn more about the homicide experience of other countries and how the problem is
being confronted. In future meetings, we hope to further expand the scope of our international
perspectives session.

2:15-3:30

3:30-3:45

3:45-4:00

4:00-5:15

Developments in homicide and violence in the Netherlands (Nijboer)
Homicide in the Netherlands: Some considerations from the point of view of criminology
and forensic mental health (Koenraadt)
The Stockholm criminal homicide study: An overview and selected findings (Wikstrom)

Business meeting (Richard and Becky Block)

Break

Research Program Announcements
NIJ (Pam Lattimore)
OJJDP (Buddy Howell)

Data sets and projects (open displays)
Organizer: Becky Block
Participants: John Jarvis, Holly Johnson, Richard and Becky Block, Bob Flewelling,

Orest Fedorovich, Brian Mattson, Rob Parker, Howard Snyder, Chris
Dunn, Rebecca and Russell Dobash, Rick Rosenfeld, Lynn Jenkins

Here is your opportunity to ask all those questions you have always wanted to ask about
homicide data sets and intervention projects. The following participants will have materials
available for you to peruse, and they will be on hand to tell you whatever you want to know.

Analyzing crime using NIBRS (Jarvis) Canadian homicide data set (Fedorovich)
Violence against women survey (Johnson) Center for the Study and Prevention of Violence
Chicago homicide project (Block and Block) (Mattson)
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Prevention Research Center, Research Program on Violence research projects (Dobash and Dobash)
Alcohol and Violence (Parker) St. Louis homicide project (Rosenfeld)
Juvenile court statistics and new developments in Recent NIOSH activities on workplace homicide
juvenile justice statistics (Snyder) (Jenkins)
NIJ Data Resources Program CD-ROM on violence
(Dunn)

5:15-7:00 Break

7:00-7:30 Banquet pre-function (wine and cheese)

7:30 - 8:40 Banquet

8:40-9:00 Special address focussing on youth violence
Rev. Dr. Derek B. King, Special Project Assistant to the Director
Martin Luther King, Jr. Center for Nonviolent Social Change

9:00-9:30 Informal wrap-up for Sunday/Monday (Cheryl Maxson, facilitator)

Tuesday, Ju ne 14

8:15-9:30 Southern culture of violence
Organizer: Dean Rojek
Participants: Alan Barrett, Jay Corzine, Lin Corzine, Hugh Whitt, Rob Parker
This panel will discuss and debate the conceptual arguments and empirical evidence for
and against a regional subculture of violence explanation for the traditionally higher
rates of homicide observed in the South.

9:30-10:15      Missing data and homicide clearances
Organizer: Marc Riedel
Participants: Marc Riedel, Douglas Eckberg
The paper by Eckberg focusses on national mortality data on homicides prior to 1933
and uses econometric forecasting techniques to estimate national homicide rates for the
first third of the century. Missing data for offenders reflect the presence of uncleared
homicides. The theoretical paper by Riedel views the obtaining of clearance relevant
information as an exchange between people who have information and police
investigators.
Using econometric forecasting to correct for missing data (Eckberg)
Homicide clearances, information, and informants (Riedel)

10:15-10:30 Break

10:30-11:15      Prevention focus series: Drug and alcohol related homicides
Organizer: Scott Decker / Bob Flewelling
Participants: Rob Parker, Richard Block

This session is comprised of two papers that examine the role of alcohol in homicide. The paper
by Parker examines city-level data on alcohol availability and homicide rates, while the
presentation by Block focuses on local variations in homicide as a function of proximity to retail
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alcohol outlets. Implications for understanding and preventing alcohol (and drug) related
homicides are discussed.

Alcohol availability and homicide (Parker)
Liquor license hot spot areas and hot places (Block)

11:15-12:30    The media and the homicide researcher: Toward a better working relationship.
Organizer: Richard Block
Participants: Leigh Bienen, James Fox, John McCormick, Graylain Young

This panel will discuss the everyday working relationship between members of the Homicide
Research Working Group and the media. Our members regularly work with the media. For some
it is a rewarding experience, for others it is an enraging experience. Reporters may feel the same
way when results are hidden and they are treated arrogantly. This panel will focus on
strengthening our relationship with the print and television media. Special guests include John
McCormick of Newsweek and Graylain Young of the Cable News Network.

12:30 Lunch (and planning committee meeting)

Afternoon Field trips
(Additional or updated information about the field trips will be announced on Monday). The bus
for the Georgia Crime Lab field trip must leave absolutely no later than 1 p.m. We will try to
arrange for those going on this trip to pick up box lunches so you can eat on the bus.
The bus for the CNN field trip will leave at approximately 1:45.
There will be no field trip to the County Medical Examiner’s Office. Those who indicated first
preference for this trip will be asked on Monday to choose instead between the Crime Lab and
CNN.

Evening (on your own)

Wednesday, June 15

8:30-9:15 Prevention focus series: Workplace homicides
Organizer: Lynn Jenkins / Dawn Castillo
Participants: Dawn Castillo, Rosemary Erickson, Harlan Amandus

The goal of this session is to examine the phenomenon of workplace violence and discuss the
implications of research findings for prevention. The presentation by Castillo examines
differences between fatal and non-fatal assaults in the workplace. The work by Erickson and
Amandus focuses on characteristics and precipitating factors for convenience store homicide,
rape, and assault.

Nonfatal violence in the workplace: The next frontier (Castillo)
Homicide and rape in convenience stores (Erickson)
Evaluation of environmental designs to prevent robbery-related assault in convenience
store (Amandus)

9:15-10:30        NIBRS update and applications
Organizer: Dan Bibel
Participants: Dan Bibel, Howard Snyder, Roland Chilton, John Jarvis, Linda Saltzman

This session will include brief presentations concerning the utility of NIBRS data for both
research and criminal justice practice. Presentations will include both illustrative examples of
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such uses and more general comments based on the experience gained by working with NIBRS
data.

10:30-10:45 Break

10:45-11:45    Methodological advances in homicide research
Organizer: Bob Flewelling
Participants: Pam Lattimore, Roberta Lee

This session is intended to introduce HRWG members to new and emerging methodologies
applicable to homicide research, or to established methodologies than have not previously been
widely used in our area. The presentation by Lattimore will cover the application of a competing
hazards model for predicting violent events. Roberta Lee will review the results of her case-
control study with Art Kellerman on the injury risks attributable to firearm ownership, and will
discuss the principles and techniques that underlie the case-control design.

11:45-12:15    Informal, wrap-up (Cheryl Maxson, facilitator)

12:15-12:45     Business issues, planning, closing remarks

12:45-1:00      Time for subcommittees to caucus (if needed)

1:00-2:00 Lunch (including 1994 planning committee lunch); adjourn
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