Memory for a single object has differently variable precisions for relevant and irrelevant features
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Working memory is a limited resource. To further characterize its limitations, it is vital to understand exactly what is encoded about a visual object beyond the “relevant” features probed in a particular task. We measured the memory quality of a task-irrelevant feature of an attended object by coupling a delayed estimation task with a surprise test. Participants were presented with a single colored arrow and were asked to retrieve just its color for the first half of the experiment before unexpectedly being asked to report its direction. Mixture modeling of the data revealed that participants had highly variable precision on the surprise test, indicating a coarse-grained memory for the irrelevant feature. Following the surprise test, all participants could precisely recall the arrow’s direction; however, this improvement in direction memory came at a cost in precision for color memory even though only a single object was being remembered. We attribute these findings to varying levels of attention to different features during memory encoding.

Introduction

Human working memory is resource limited, and understanding the nature of these limits is a major goal of working memory research (Baddeley, 2003; Brady, Konkle, & Alvarez, 2011; Luck & Vogel, 2013; Ma, Husain, & Bays, 2014). Quantitatively exploring human memory performance by measuring the limits on capacity and precision provides important clues about the underlying neural mechanisms of memory storage. One measured limit has been characterized as the number of simple objects (about three to four; Cowan, 2001) that can be stored in visual working memory. Furthermore, when a task involves attending to particular objects in a scene, it can happen that task-irrelevant objects are not remembered at all, even when they are salient (Rock, Linnett, Grant, & Mack, 1992; Simons & Chabris, 1999). When task-irrelevant objects do attract attention, this often comes at the expense of maintaining task-relevant information (Asplund, Todd, Snyder, Gilbert, & Marois, 2010; Horstmann, 2005, 2006; Yin et al., 2012). Additionally, information that was once task relevant does not necessarily remain in memory (Chen & Wyble, 2015; Triesch, Ballard, Hayhoe, & Sullivan, 2003). These findings demonstrate natural strategies for efficiently using limited memory resources.

We often perceive the world without an explicit expectation of what information we will need to remember for later use, and very little is known about how task-irrelevant features of attended objects are represented in memory. Even the simplest objects contain many features such as size, luminance, perceived depth, hue, texture, and shape. Therefore, given the limited capacity of memory, it is important to determine how these various features of an attended object are stored in memory, how precisely they are stored, and how their storage depends on task relevance. This understanding ultimately is critical for building better models of working memory.

Multiple hypotheses can be made about the representation of task-irrelevant features. One straightforward possibility is that objects are encoded holistically, such that if an object is encoded, then all of its features are fully represented (Luck & Vogel, 1997; Zhang & Luck, 2008; see A in Figure 1). Another straightforward possibility is that only task-relevant information is represented, leading to a highly efficient representa-
tion for that feature but complete amnesia for task-irrelevant information (Awh, Vogel, & Oh, 2006; Chun, 2011; Serences, Ester, Vogel, & Awh, 2009; Woodman & Vogel, 2008; see B in Figure 1).

If all features were fully represented, then performance on tasks with a variable number of features per object would depend only on the number of objects, as found by Luck and Vogel (1997). However, several findings have challenged this result (e.g., Chen & Wyble, 2015; Fougnie, Asplund, & Marois, 2010; Hardman & Cowan, 2015; Keshvari, van den Berg, & Ma, 2013; Oberauer & Eichenberger, 2013; Wheeler & Treisman, 2002). Furthermore, it has been demonstrated using delayed estimation that for a given stimulus with multiple relevant features, one feature might be well remembered while another is poorly remembered (Bays, Wu, & Husain, 2011; Fougnie & Alvarez, 2011). Thus, the strong version of the holistic encoding theory seems unlikely.

On the other hand, the hypothesis that memory represents only task-relevant information is also unlikely because task-irrelevant features can influence reaction time (T. Gao, Gao, Li, Sun, & Shen, 2011; Kahneman, Treisman, & Gibbs, 1992; Stroop, 1935) and memory precision (Marshall & Bays, 2013). Furthermore, task-irrelevant features of objects have been shown to elicit neurophysiological responses (Z. Gao et al., 2009; Xu, 2010).

With both straightforward hypotheses unlikely, we propose that task-irrelevant features may sometimes be encoded coarsely—that is, at lower levels of precision than relevant features (see C in Figure 1). Coarse coding would enable memory to focus its limited resources on the task-relevant features of an object but also have sufficient memory for task-irrelevant features to support unanticipated task requirements.

In this article, we present direct measurements of the quality of a task-irrelevant feature’s representation and of the cost of adding an extra task-relevant feature on memory precision of another feature. We used a display containing only a single object to ensure that memory load was below the typically measured memory load for objects. To test memory for task-irrelevant features, we used the surprise test methodology of Rock et al. (1992), which unexpectedly asks the participant to recall a piece of information that was encountered while that information was irrelevant to the task. Recently, Eitam, Yeshurun, and Hassan (2013) used this technique and found that participants produced more errors when asked to recognize a task-irrelevant color of a two-colored stimulus. Eitam, Shoval, and Yeshurun (2015) later found that participants could recognize the irrelevant color of a single-colored stimulus, which supports the holistic encoding hypothesis. However, good performance in such forced-choice tasks does not necessarily mean that the memory is precise. It could be that the memory for an irrelevant color is coarsely coded but still sufficiently precise to select the correct color from highly dissimilar colors in a forced-choice response.

To measure the precision of memory for task-irrelevant features, we paired the surprise test methodology with delayed estimation, which requires participants to reconstruct a specific feature value of a presented stimulus by selecting that feature along a continuous scale (Prinzmetal, Amiri, Allen, & Edwards, 1998; Wilken & Ma, 2004). This technique provides within-trial measurements of memory error relative to the true value of the stimulus. Furthermore, to obtain the cleanest possible measure of the effect of relevance, we used memory for a single object with clearly dissociable features, and we trained participants on
reporting the task-irrelevant feature prior to the start of the experiment.

Our study used displays with a colored arrow in which we manipulated color and direction (Figure 2). One of these features (color) remained task relevant throughout the experiment, while the other feature (direction) unexpectedly switched from irrelevant to relevant halfway through the experiment. This provided an explicit measurement of the quality of the memory for the initially task-irrelevant feature the first time it was probed, which we termed the *surprise trial*. The postsurprise trials then measured the cost on the always-relevant feature when the other feature became relevant halfway through the experiment.

**Experiment design and analysis**

**Participants**

To obtain a sample of 150 participants after replacing excluded participants, a total of 175 participants were recruited from the participant pool at the Pennsylvania State University and received course credit for their participation. All participants had normal or corrected-to-normal vision and could read American English. The experiments conformed to the Declaration of Helsinki and were approved by the Pennsylvania State University Institutional Review Board ethics committee. A total of 22 participants were excluded for having poor perceptual matching accuracy (see below), and three participants were excluded for having poor accuracy in the second block of trials (one with postsurprise color $\sigma = 63$, one with more than 40% guess rate postsurprise direction, and one with postsurprise direction $\sigma = 83$). Note that the inclusion of the 25 excluded participants does not affect the significance of the cost between pre- and postsurprise color precision and the results of the model fitting to the surprise trial data.

**Apparatus**

The experiment was run using Matlab 7.9.0 (build R2009b) with Psychtoolbox (Brainard, 1997; Pelli, 1997) on Windows XP (Microsoft, Redmond, WA). The screen resolution was set to $1024 \times 768$ at a 75-Hz refresh rate on cathode ray tube monitors with a diagonal screen size of 40 cm. Participants were situated in chin rests located 50 cm from the monitor.

**Stimuli**

The stimulus consisted of an arrow with a direction and color feature. The arrow was constructed using a rectangle with the dimensions $5.4^\circ$ and $1.2^\circ$ of visual angle and an isosceles triangle with a $1.7^\circ$ base and $1.2^\circ$ height, which combined to form an arrow with a height of $6.2^\circ$. Direction was chosen from $360^\circ$ as indicated by the arrowhead. The color of the arrow was drawn from...
a series of 360 colors in a one-dimensional selection from CIE L*a*b* color space provided by Memtoolbox (Suchow, Brady, Fougnie, & Alvarez, 2013). The arrow was centered at fixation during the experimental trials.

Perceptual matching

To ensure that participants knew how to produce estimates of color and direction, a perceptual matching task preceded the experimental trials. This block was labeled Experiment 1. In this task, two stimuli appeared along the horizontal meridian separated by 10.8° of visual angle. Participants were instructed to match a single feature of the left stimulus (i.e., patch for color matching and arrow for direction matching) to the right stimulus by selecting a position on the surrounding circle with a mouse click. The colors and directions of the right stimulus were discretely sampled (i.e., 36° difference) to cover the extent of the wheel and were presented in a random order that was fixed across participants. The appearance of the left circle changed depending on which feature was being matched. The wheel was colored for color matching and solid gray for direction matching. This difference in color wheel presentation was also used during the delayed estimation portion of the experiment. When participants moved their mouse to the surrounding wheel, the feature of the stimulus changed to represent the appropriate feature (e.g., the patch became the color associated with the location of the mouse for color retrieval, or the arrow pointed at the location of the mouse for direction retrieval). Participants were free to move the mouse until satisfied with their answer, and the left stimulus changed continuously to represent the direction or color indicated by the current mouse position. The orientation of the color wheel was unchanged across trials throughout the experiment for both the perceptual matching and the delayed estimation blocks.

When participants were satisfied that the stimulus on the left matched the stimulus on the right, they would click on the wheel using the left mouse button to lock in their choice. After a participant made a response, the next trial began in 500 ms. Participants completed two blocks of 10 trials. The only difference between blocks was whether participants were matching the color or direction of the stimulus.

Error was calculated by taking the difference between the reported angle and the presented angle. Participants with errors above 10° on any of the last three perceptual matching trials for reporting direction (i.e., 22 participants) were excluded to ensure that participants could understand and perform the task requirements on the surprise trial. After exclusion, we found that the average of the absolute value of the error in matching direction over the last three trials was 2.1°. Note that participants were much more precise on this perceptual matching task than on the delayed estimation task (e.g., compare with Figure 3), which formed our main experiment; this was expected from previous work (Brady, Konkle, Gill, Oliva, & Alvarez, 2013).

Delayed estimation

After completing the perceptual matching task, participants began the experimental trials that constituted the delayed estimation task, which was labeled Experiment 2. Participants were instructed at the beginning of this portion of the experiment that their task was to remember the color of the arrow (see the Appendix for exact instructions presented to participants). For each trial, following a blank presentation for 300 ms, an arrow appeared for 150 ms. Immediately following the stimulus duration, a mask of 50 randomly oriented and colored lines was presented with a radius of 5.4° of visual angle for 100 ms. Next, there was a retention interval of 1000 ms, followed by the response screen. The response screen was similar to the perceptual matching task except that there was only a single stimulus in the center of the screen. After a response was made, a white line appeared at the location of the mouse click, extending outward from the wheel; the mouse pointer relocated to the center of this line. Participants were asked to report their confidence by clicking on the white line, with locations at the farthest extent of the white line indicating maximum confidence. Confidence scores were collected, although those data are not discussed here. After selecting a confidence value, feedback was provided as to the original stimulus. For the feedback screen two arrows were presented, with the arrow on the left mirroring the response of the participant and the arrow on the right being the presented arrow. Text indicated which was which. The next trial began 500 ms after a mouse click.

Participants completed six practice trials and then 50 experimental trials. The practice trials and experimental trials 1 through 25 asked participants to report only color. Trials 26 asked participants to report direction, with the following message appearing between the surrounding wheel and the central stimulus: “This is a surprise test. What was the direction of the arrow?” For the remaining trials (trials 27–50), participants were asked at random to report either color or direction.
Results

Both features were recalled by making a selection from a circle, and memory error was computed as the angular difference between the correct value (color or direction) and the reported value. A simple measure of the participants’ performance is the mean of the absolute value of the errors, as shown trial by trial in Figure 3. On the surprise trial, where participants were unexpectedly asked to report the direction, their average error was quite poor. Their precision in reporting direction improved on the first postsurprise trial and then remained stable. However, this increased precision in reporting direction came at the expense of worse precision in reporting color, as is visible in Figure 3 and is quantified below and in the Appendix.

A fuller picture of the changes in recall precision is shown in Figure 4, which shows distributions of errors for color and for direction in three portions of trials: presurprise, surprise, and postsurprise. First, we observe that the postsurprise color recall and the postsurprise direction recall are peaked near zero with only a small tail. This indicates that the memory system is well within its capacity limits regarding the number of objects and features even when participants are reporting both color and direction (Bays, Catalao, & Husain, 2009; Zhang & Luck, 2008).

However, the surprise trial direction responses, for which there is one trial per participant, are qualitatively different from the other distributions. Most notably, the surprise trial data have a long tail out to the largest error values. The narrow peak in the middle suggests that at least some participants stored the task-irrelevant feature precisely. The complete data set from this experiment is analyzed for the task-relevant feature first, followed by the task-irrelevant feature.

Memory quality for the always-relevant feature

After the surprise trial, the average error of participants’ reports of direction improved dramatically. This suggests that a shift in expectation about stimulus reporting changed the participants’ attentional set such that they encoded a more precise representation of the initially task-irrelevant feature. To determine whether this change in the attentional set produced a cost for memory of the arrow’s color, we compared the memory quality for color between the pre- and postsurprise trial data as follows.

To allow for interparticipant variability, for each participant we fit separately the pre- and postsurprise trial distribution of errors using the two-component mixture model of Zhang and Luck (2008; henceforth referred to as the ZL model):

$$p(x|\kappa, \pi) = (1 - \pi)M(x | \kappa) + \pi \frac{1}{2\pi}$$

where the mixture model is a combination of a von Mises distribution, $M(x | \kappa)$, with a freely varying concentration parameter ($\kappa$), and a uniform distribution, which is assumed to result from guessing. The concentration parameter was converted from $\kappa$ to circular standard deviation ($\sigma$) in degrees (Fisher, 1995):

$$\sigma(\kappa) = \frac{180}{\pi} \sqrt{-2\ln \frac{I_1(\kappa)}{I_0(\kappa)}}$$

where $I_0(\kappa)$ and $I_1(\kappa)$ are modified Bessel functions. The width of the von Mises distribution ($\sigma$) and the

Figure 3. Each data point represents the mean absolute value of the error for all participants on a given trial. For the first 25 trials, participants were consistently asked the color of the presented color arrow. On trial 26, participants were given a surprise test, which probed their memory for the direction of the arrow. For the remaining trials, participants could be asked about either the color or the direction of the arrow. Error bars denote standard errors.
The proportion of guesses ($P_u$) were fit to the data using maximization of the likelihood:

$$LL(\kappa, P_u) = \sum_{i=1}^{M} \ln(p(x_i|\kappa, P_u))$$  \hspace{1cm} (3)

where $M$ refers to the total number of trials for a given participant and condition.

The proportion of guesses was quite small for presurprise ($M = 0.015$, $SEM = 0.003$) and postsurprise ($M = 0.032$, $SEM = 0.006$) color responses. This was expected given the low-load nature of the task. Similarly, participants were precise in reporting the color in both presurprise ($M = 12.9^\circ$, $SEM = 0.26$) and postsurprise ($M = 15.3^\circ$, $SEM = 0.45$; Figure 5) trials but had worse precision postsurprise.

To determine the significance of the cost in precision for color when direction became relevant, we applied a paired t test for the difference between the pre- and postsurprise fitted widths for color responses per participant: $t(149) = 5.2$, $p < 0.001$, 95% confidence interval $[1.5, 3.4]$. This highly significant effect indicates that color report became less precise when participants adopted the requirement to report direction as well. We considered and eliminated the possibility that this decline in color precision was the result of a gradual decline in color precision across the entire set of 50 trials (see the Appendix). Similarly, this difference in

<table>
<thead>
<tr>
<th></th>
<th>Color Report</th>
<th>Direction Report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-surprise</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Surprise</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Post-surprise</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Histograms of error distributions across participants for both color and direction recall in presurprise, surprise, and postsurprise trials. Note that the surprise trial was always direction recall and that each count represents a single data point from a participant. Also note that it is difficult to see the small percentage of data points in the tails of the presurprise color and postsurprise color and direction distributions.

Figure 5. Average fitted standard deviation parameters across participants using the ZL model. The difference between the pre- and postsurprise color conditions represents the cost of also having to report direction in the postsurprise trials.
precision was found in a fixed effects model comparison analysis (see the Appendix). Furthermore, there is a significant difference between the pre- and postsurprise proportion of guesses for color responses per participant, \( t(149) = 2.6, p < 0.01, 95\% \) confidence interval [0.004, 0.03], although the number of guesses is small in both cases.

In an additional control experiment, the feature relevance conditions were reversed such that the color of the arrow was the initially task-irrelevant feature during the first 25 trials. When fitting the ZL model to the presurprise and postsurprise direction data, participants (\( N = 30 \)) were less precise postsurprise (\( M = 10.1^\circ, SEM = 0.73 \)) than they were presurprise (\( M = 8.2, SEM = 0.44 \)). This difference was significant in a paired \( t \) test, \( t(29) = 3.2, p < 0.005, 95\% \) confidence interval [0.63, 3.1], which further corroborates our conclusion that there is a cost to encoding an additional feature in a single, simple object.

Memory quality for the initially task-irrelevant feature

For the initially task-irrelevant feature (direction), we first fitted the postsurprise direction reports for each participant, again with the ZL model (Zhang & Luck, 2008), obtaining a precision averaged over participants of 10.8\(^\circ\) (\( SEM = 0.32 \)) and a small uniform component (\( M = 0.025, SEM = 0.005 \)). These properties quantify the precision of direction memory when both direction and color were relevant.

Then we examined participants’ responses for the direction of the arrow in the surprise trial, when direction was considered task irrelevant from the perspective of the participant at the time it was observed. Because there was one surprise trial per participant, we fitted the two-component ZL model to the data pooled over participants using maximum likelihood estimation, with

\[
LL(k, \theta_u) = \sum_{i=1}^{N} \ln\left(p(x_i|k, \theta_u)\right) \quad (4)
\]

where \( N \) refers to the total number of participants and \( i \) labels participants. We refer to this version of the ZL model that is across participants as the \( ZL_s \) model. The precision and guess rate for the responses on the surprise trial were found to be 26.1\(^\circ\) and 0.42, respectively (Figure 6a).

To contrast the precision of direction on the surprise trial to that on the postsurprise trials, we compared the surprise trial response to the response in the first postsurprise trial in which participants reported the direction of the arrow. This is the most conservative comparison with the surprise trial and highlights how quickly direction shifted from task irrelevant to relevant. The fit for the first postsurprise direction trial using the \( ZL_s \) model produced a precision and guess rate of 12.1\(^\circ\) and 0.07, respectively (Figure 6b).

To determine whether there is a reliable difference in the fit likelihoods for the two models (i.e., surprise and the first postsurprise \( ZL_s \) fits), a permutation over differences in log likelihood (LL) was performed. First, the LL was computed for the best fit for the surprise data to the \( ZL_s \) model. Then, the LL was computed for the same data but with the parameters obtained for the best fit to the postsurprise data (i.e., a model fit to a different data set). The difference (70.5) between these LL values is good evidence that the surprise and postsurprise data are drawn from different distributions. To produce a null distribution, the data points between these two trial types were randomly permuted 10,000 times. For each permutation, new \( ZL_s \) models were fit to each of the two shuffled trial sets and the same LL difference was computed. A comparison of the observed difference between the empirically derived
difference and the null distribution revealed that zero of
the permuted differences were larger than the
observed difference for both the surprise and first
postsurprise direction data, which indicates at least
\( p < 0.0001 \). This procedure was then repeated for the converse
case (i.e., comparing the difference in LLs for when the
first postsurprise trial data were fit to the first
postsurprise trial data and the surprise trial data) and
revealed that none of the 10,000 null distribution values
were as extreme as the observed difference. These two
tests demonstrate that the surprise and postsurprise
distributions are substantially and significantly differ-
ent, which indicates that participants are less precise on
the surprise trial relative to the first postsurprise trial
that probes direction.

The ZL mixture model allows for two levels of
precision: high and zero (i.e., guessing). An alternative
approach is to allow precision to vary continuously as
in the variable precision (VP) model of van den Berg et
al. (2012). In this model, the precision of a response on
each trial is modeled by drawing a value from a gamma
distribution with a mean precision \( \bar{J} \) and scale
parameter \( s \). Furthermore, it is assumed that responses
are affected by sensorimotor noise, which is modeled by
convolution with a von Mises distribution with
concentration parameter \( \kappa_r \) (see the Appendix for a full
specification of the model).

In van den Berg et al. (2012), \( \bar{J} \) is dependent on a set
size parameter, which we fixed at 1 given that only a
single stimulus was presented. Furthermore, we fixed
the width of the sensorimotor noise distribution \( \kappa_r \)
at the empirically measured value determined by the
perceptual matching task for the direction feature. The

The ZL model fit to the surprise trial data is
displayed in Figure 6. In Figure 7A and B, parameters
were bootstrapped by resampling 1,500 times the
surprise trial data and the first postsurprise trial in
which direction was reported. The difference in the
parameter estimates for the surprise and first postsur-
sprise trials is visually obvious, but to determine
significance a permutation test on the mean precision
parameter \( \bar{J} \) was computed. In 10,000 permutations of
the data, no permutations exceeded the difference of
the actual data. Thus, like the ZL_s fit, the VP model
shows that participants were less precise for direction
on the surprise trial than on the postsurprise trials.
Furthermore, the fits to the VP model for the surprise
data reveal a substantial proportion of very low
precision responses; this is analogous to the high
guessing rate in the fit by the ZL_s model to the same
data. (See the Appendix for tables of parameter values
for both ZL_s and VP models.)

To see whether the VP or the ZL_s model best
characterizes the data, the LL can be compared
between the models because they have the same number
of free parameters, having fixed the set size and
sensorimotor noise parameters of the VP model (see
above). The VP model produced a higher LL (LL =
\(-215.9\)) than the ZL_s model (LL = \(-217\)) when fit to
the surprise trial data, suggesting that the VP model
provides a better fit, though the difference of 1.1 LL
units is not strong support. However, the conclusion of these analyses is similar regardless of using the VP or ZL models because both indicate a more coarsely grained representation of direction in the surprise trials.

Our conclusion, therefore, is that variability of participants’ precision for the task-irrelevant feature is greatly increased on the surprise trial. Furthermore, the training procedure used at the beginning of the experiment provided reassurance that participants understood how to report direction very precisely using the mouse. Thus, the inaccuracy is not due to uncertainty about how to perform the task.

Discussion

In the field of working memory research, almost everything that is known was determined by measuring our ability to store and retrieve task-relevant information about stimuli. However, stimuli always contain additional features that are irrelevant to the task, and our understanding of how these irrelevant features are stored has been largely unexplored. The goals of our study were (a) to measure the precision of memory for an irrelevant feature and (b) to determine the costs in precision of memory for a relevant feature when a previously irrelevant feature becomes relevant.

Our results demonstrate that the direction of a presented colored arrow could be recalled from memory despite being task irrelevant, though there was increased variability in precision. Furthermore, there was a measurable cost for adding direction to the memory set, even though only a single object was being stored. Thus, our data demonstrate a tradeoff between the quality of a memory and the number of features that need to be encoded even at a set size of 1 (see also Palmer, Boston, & Moore, 2015).

Our conclusion regarding the cost of adding features to memory appears to be inconsistent with some other results in the literature. For example, Olson and Jiang (2002) found in a change detection task that integrating features from different visual domains (e.g., size and orientation) does not produce a cost in memory performance. One possibility for the difference is that Olson and Jiang used change detection with categorically distinct stimuli, which may not have had the resolution to distinguish different levels of memory quality. Similarly, the results we found appear to be inconsistent with the results from Marshall and Bays (2013), who found equivalent memory precision for conditions in which one or two features of an oriented color bar were task relevant. However, there are two key differences between our design and theirs. First, four objects were presented in their task compared with one in ours; this may have caused responses to be too noisy to accurately detect a moderate cost. Second, in their single-feature condition, participants had to simultaneously remember the color of one set of objects and the orientation of the other set of objects. The requirement of remembering one feature from one object and a different feature from a different object may not have been achievable by the participants, or it may have been less effortful for participants to encode both features for all four objects than to try to allocate memory resources differently between the two sets of objects.

Another recent finding from our lab revealed very poor accuracy in reporting task-relevant features of an attended object that participants did not expect to report (Chen & Wyble, 2015). That work used a four-alternative forced choice and thus could not measure memory precision. However, participants were often nearly at chance in answering the surprise questions, which suggests that almost all of the subjects were guessing. Furthermore, the task used by Chen and Wyble had four stimuli instead of one. The distinction between that study and the present one suggests that when participants are presented with multiple objects, other features may consume additional memory resources, thus further reducing the resources allocated to irrelevant features. For example, the number of objects and their spatial distribution may also consume resources even though that information is irrelevant. In support of this idea, it has been shown that individuals store ensemble statistics when shown a group of objects (Brady & Alvarez, 2011). It is important to consider that a great deal of irrelevant information is present in even the simplest visual display. Future work will need to explore how task demands affect the encoding of these various forms of memory that typically are not measured.

Our results provide support for our coarse coding hypothesis, which predicted that participants would have some memory for the irrelevant feature, although memory for this feature would be impoverished relative to memory for a relevant feature. This finding argues against hypotheses in which participants store memory for features of an object in an all-or-none fashion (Luck & Vogel, 1997; Serences et al., 2009) and hypotheses that only relevant features are encoded (Awh et al., 2006; Chun, 2011). Our finding is corroborated by monkey neurophysiological research in which attention was found to be a modulator of the amplitude of a neuron’s tuning curve (McAdams & Maunsell, 1999), which would alter the relative strength of different features in memory according to their relevance. However, contrary to the simplest coarse coding hypothesis (C in Figure 1), participants were variable in the precision of their memories for the irrelevant feature. It is worth noting that a limitation of the design presented here is that participants were pretrained on
how to respond to the initially task-irrelevant feature. However, the pretraining is essential to ensure that the coarse memory retrieval in the surprise trial was not due to participants’ confusion about how to report direction. Yet, despite this training, participants responded with degraded precision when direction was thought to be irrelevant.

Our findings provide new constraints on how we should theorize about capacity limits of visual working memory. First, we demonstrated that different features of an attended object can be represented with variable levels of precision according to task demands, which builds on current theories that single features of different objects are encoded with variable levels of precision (van den Berg, Shin, Chou, George, & Ma, 2012). Additionally, the variability of precision for a given feature seems to be related to how that feature is encoded into long-term memory (Fan & Turk-Browne, 2013). This finding also extends previous research that has shown that a cued object can be retrieved with greater precision than an uncued object (Bays, 2014; Bays, Gorgoraptis, Wee, Marshall, & Husain, 2011) to suggest that such cueing is similarly effective for features within an object. Our findings were obtained even though the information to be stored concerns only a single object, which is far below typical estimates of working memory capacity.

Our results also show that even distinct feature dimensions (i.e., color and direction) interact at the level of memory representations, as demonstrated by the reduction in memory precision for color once direction became relevant to the task. Whether this interaction occurs because of shared neural resources for memory operations as predicted by the binding pool (Swan & Wyble, 2014) or because features are sampled less often when there are two relevant features compared with one (Vul & Rich, 2010) currently cannot be determined from this data set alone.

Furthermore, our result showing that participants variably encode task-irrelevant information may relate to the findings of Vogel, McCollough, and Machizawa (2005), who found that higher working memory capacity is correlated with differences in tendency to filter out irrelevant objects. We demonstrate here that variability in the tendency to filter out irrelevant information also exists at the level of features within a single object.

Conclusions

The results of the present experiment demonstrate that task-irrelevant features of an attended object are not entirely disregarded, nor are they represented at the same level as relevant features. Instead, participants are able to report the irrelevant feature in a surprise test, but with greatly varying levels of precision. When the task-irrelevant feature became relevant following the surprise test, its precision improved, but at the expense of another task-relevant feature. These data challenge strong object-based encoding theories, which do not allow for variation in the storage of different features within a stored object representation.
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Footnotes

1 But note that, in general, a characterization of visual working memory capacity strictly in terms of number of objects is incomplete (e.g., Alvarez & Cavanagh, 2004; Hardman & Cowan, 2014; Ma, Husain, & Bays, 2014).
2 All 175 participants were used to minimize the bias induced by the subject exclusion process.
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