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K-means Algorithm

• Unsatisfactory performance.
𝑂 𝑁×𝐾 ×𝐷
𝑁: number of points
𝐾: number of clusters 
𝐷: dimensionality
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• Important but time-consuming 
on real-world datasets.

• Unsupervised Learning.
Unlabeled data clustering
Image segmentation
Feature learning



Optimization Exploration
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• Modern general purpose processor such as CPU, GPU
or hardware accelerators such as FPGA and ASIC.

• FPGA solution:  Energy efficiency and developing flexibility.

Reduce redundant computations, such as triangle-inequality 
based filtering and KD-tree based methods.

Hardware-level Implementation

Algorithm-level Optimization

Credit: Google Image



Shortcomings of Previous Work

Ø Evaluated on high-end FPGAs or simulated under
ideal on-chip resource assumption.
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Ø Built and optimized for specific datasets, lacking
configurability and adaptability.

Ø Mostly count on hardware-level design and 
optimizations.



Focus 

qIt must have the adaptability for
handling datasets of varying size
and dimensionality.
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ØA novel multi-level triangle-inequality 
based filtering.

q It must be able to leverage both
algorithm-level optimization and
hardware-level design.

q It must have the flexibility to be
implemented on the majority of
off-the-shelf FPGA.

ØA highly parameterized FPGA design.

ØA data batch streaming approach.

ØA pipeline decoupling technique.

Ø Low-cost commodity-level FPGA, such
as Pynq.

Contributions
√

√

√



Overview



Background 
Triangle Inequality
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Elkan’s K-means

𝑙𝑏 𝑎, 𝑏 = 𝑑 𝑎, 𝑐 − 𝑑(𝑏, 𝑐)

𝑢𝑏 𝑎, 𝑏 = 𝑑 𝑎, 𝑐 + 𝑑(𝑏, 𝑐)
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Shortcomings of Elkan’s K-means

TiAcc Design

TiAcc

vExtra computations required. 

vExtra memory space required. 

vCalculation irregularity increased.



Algorithmic Optimization

Filtering Step



Cluster Grouping

• Group the initial clusters by classic K-means.

• Fewer distance lower bounds.

• Less computation and memory overhead.
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Distance Bounds
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Upper bound update
The distance upper bound of the point will be updated if the
best cluster of point has shifted since the last iteration.

Lower bound update
The distance lower bound between a point and cluster group 
will be updated based on the maximum distance shifts of the 
clusters inside the cluster group



Architecture Design



Other Optimizations
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a. Data Batch Streaming b. Pipeline Decoupling



Experiment
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Experimental Setup
1) Xilinx Vivado Design Suite v2018.2.
2) Pynq-Z1

• ARM Cortex-A9 processor (PS).
• Artix-7 family programmable logic (PL).

[1]: Dua, D. and Karra Taniskidou, E. (2017). UCI Machine
Learning Repository [http://archive.ics.uci.edu/ml]. Irvine,
CA: University of California, School of Information and
Computer Science.

Datasets for Evaluation
1) Six real-life datasets from [1], Num of Points

(5,000 ~ 430,000) and dimensionality (3 ~ 28).

2) 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑠𝑖𝑧𝑒 = !"#"$%#_$'(%
#

,

3) 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑔𝑟𝑜𝑢𝑝_𝑠𝑖𝑧𝑒 = )*+$#%,_$'(%
-.

.
Credit: Digilent FPGA

Credit: Xilinx Vivado



Experiments: Performance & Energy



Experiments: Additional Studies



Experiments: Additional Studies (Con’d)



Thank You
Q & A


