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TC-GNN: Accelerating Sparse Graph Neural Network 
Computation Via GPU Dense Tensor Core

Graphs are everywhere...

Social Networks Financial Services

Molecular chemistry Point Cloud

Power Grid Molecular Biology

+

GCN GraphSAGE

• Existing deep-learning frameworks are 
optimized for dense neural network 
operations.

• Existing sparse computation kernel can 
only leverage CUDA core on GPUs. 

Challenges

GNN is the key for graph learning

Lack of efficient support for sparse graph 
neural network computation.

Underutilize the latest GPU with new 
hardware feature that offer high

-performance compuation.

• Neighbor aggregation (SpMM-like).

• Edge feature computation (SDDMM-like).

• Graph Neural Network Basics.

• Basic computation in GNNs.

GNN Background

• Dense MM on CUDA core

• Sparse MM on CUDA core

Apply separate optimization on one 
direction only would hardly work 

GNNs fit GPUs

Motivation

GPUs fit GNNs

Overall Design

TC-GNN Design
• The first TCU-based GNN acceleration 

design on GPUs.  

• At the input level technique. 
technique condense non-zero 
elements from sparse tiles into a 
fewer number of “dense” tiles

• At the kernel level innovation.
TC-GNN exploits the benefits of CUDA 
core and TCU collaboration. 

• At the framework level design. 
TC-GNN integrates with the popular 
Pytorch framework.

Lack of efficient support for sparse graph 
neural network computation

Sparse graph translation (SGT) technique 
condense non-zero elements from sparse 

tiles into a fewer “dense” tiles

TC-GNN exploits the benefits of CUDA 
core and TCU collaboration. 

TC-GNN integrates with the popular 
Pytorch framework.

1. Fewer number of iterations for Calling TC 
WMMA primitives.

2. Fewer number of dense row access for 
node embedding vector.

3. Lower Shared Memory Usage due to more 
condensed tiles loading.

Sparse Graph Translation

Evaluation

Speedup over (a) DGL and 
(b) PyG on GCN and AGNN. Avg: 1.70X

• Baseline: 1) Deep Graph Library (DGL); 2) 
PyTorch Geometric (PyG).

• GNN model: 1) GCN (Graph Convolutional 
Network); 2) AGNN (Attention-based GNN).

• Platform:  A desktop server with 8-core 16-
thread. Intel Xeon Silver 4110 CPU (64GB 
host memory) and NVIDIA RTX3090 GPU 
(24GB device memory)
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