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Preface

Aims of the book

The general aim of the book is to give a thorough grounding in basic Mathematical
and Statistical techniques to students of Business and Professional studies. No prior
knowledge of the subject area is assumed.

Courses covered

a) The book is intended to support the courses of the following professional
bodies:
Chartered Association of Certified Accountants
Chartered Institute of Management Accountants
Institute of Chartered Secretaries and Administrators

b) The courses of the following bodies which will be supported by the book to a
large extent:
Chartered Institute of Insurance
Business and Technical Education Council (National level)
Association of Accounting Technicians

¢} The book is also meant to cater for the students of any other courses who
require a practical foundation of Mathematical and Statistical techniques used
in Business, Commerce and Industry.

Format of the book

The book has been written in a standardised format as follows:

a) There are TEN separate parts which contain standard examination testing
areas.

b} Numbered chapters split up the parts into smaller, identifiable segments, each
of which have their own Summaries and Points to Note.

¢} Mumbered sections split the chapters up into smaller logical elements involving
descriptions, definitions, formulae or examples.

Al the end of each chapter, there is a Student Self Review section which contains

questions that are meant to test general concepts, and a Student Exercise section

which concentrates on the more practical numerical aspects covered in the chapter.

At the end of each part, there is

a) a separate section containing examination examples with worked solutions
aridd

b) examination questions from various bodies. Worked solutions to these ques-
tions are given at the end of the book.
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4.

How to use the book

Chapters in the book should be studied in the order that they occur.

After studying each section in a chapter, the Summaries and Points to Note should
be checked through. The Student Self Review Questions, which are cross-refer-
enced to appropriate sections, should frst be attempted unaided, before checking
the answers with the text. Finally the Student Exercises should be worked through
and the answers obtained checked with those given at the end of the book.

After completing a particular part of the book, the relevant section of the examina-
tion questions (at the end of the book) should be attempted. These questions should
be considered as an integral part of the book, all the subject matter included having
been covered in previous chapters and parts. Always make some attempt at the
questions before reading the solution.

The use of calculators

Examining bodies permit electronic calculators to be used in examinations. It is
therefore essential that students equip themselves with a calculator from the begin-
ning of the course.

Essential facilities that the calculator should include are:

a) asquare root function, and

b} an accumulating memory.

Very desirable extra facilities are:

c} apower function (labelled "x¥°),

d) alogarithm function {labelled “log x'), and

¢} an exponential function (labelled ‘e¥).

Some examining bodies exclude the use (during examinations) of programmable
calculators and [ or calculators that provide specific statistical functions such as the
mean or the standard deviation. Students are thus urged to check on this point
before they purchase a calculator. Where relevant, this book includes sections
which describe techniques for using calculators to their best effect.

Andre Francis, 2004
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1 Introduction to business mathematics
and statistics

1. Introduction

This clmptcr serves as an introduction to the whole book. It describes the main
areas covered under the huading ‘Business Mathematics and Statistics” and intro-
duces the idea of a statistical investigation.

2. Differences in terminology

The title of this book is Business Mathematics and 5Statistics. However, many
other terms are used in business and by Protessional bodies to describe the same
subject matter. For example, Quantitative Methods, Quantitative Techniques and
Mumerical Analysis.

3. Business mathematics and statistics

A particular problem for management is that most decisions need to be taken in
the light of incomplete information. That is, not everything will be known about
current business processes and very little (if anythingj will be known about future
situations. The techniques described in ‘Business Mathematics and Statistics’
enable structures to be built up which help management to alleviate this problem.
The main areas included in the book are: (a) Statistical Method; {(b) Management
Mathematics; and (c) Probability.

These areas are described briefly in the following sections.

4. Statistical method

Statistical method can be described as:

a) the selection, collection and organisation of basic facts into meaningful data,
and then

b) the summarizing, presentation and analysis of data into useful information.

The gap between facts as they are recorded (anywhere in the business environment)
and information which is useful to management is usually a large one. (a) and (b)
above describe the processes that enable this gap to be bridged. For example,
management would find percentage detect rates of the fleets of lorries in each
branch more useful than the daily tachometer readings of individual vehicles. That
is, management generally require summarized values which represent large areas
under their control, rather than detailed figures describing individual instances
which may be untypical.

Mote that the word "Statistics” can be used in two senses. It is often used to describe
the topic of Statistical Method and is also commonly used to describe values which
summarize data, such as percentages or averages.

5. Management mathematics

The two areas covered in this book which can be described as Management
Mathematics are described as follows:
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a) The understanding and evaluation of the finances involved in business investments.
This involves considering interest, depreciation, the worth of future cash flows
{present value), various ways of repaying loans and comparing the value of
competing investmenlt projects;

b} Descrilting and evalualing physical production processes in quantitabive terms,
Technigques associated with this area enable the determination of the level of
production and prices that will minimise costs or maximise the revenue and
profits of production processes;

Involved in both of the above are the manipulation of algebraic expressions, graph

drawing and equation solving.

6. Probability

Probability can be thought of as the ability to attach limits to areas of uncertainty.
For example, company profit for next year is an area of uncertainty, since there will
never be the type of information available that will enable management to forecast
its value precisely. What can be done however, given the likely state of the market
and a range of production capacity, is to calculate the limits within which profit is
likely to lie. Thus calculations can be performed which enable statements such as
‘there is a 957% chance that company profit next vear will lie between £242,000 and
£206,000 to be made.

7. Statistical investigations

Management decisions are based on numerous pieces of information obtained from

many different sources. They may have used one, some or all of the techniques

which have been described as Statistical Method, Management Mathematics or

Probability. What the decisions will all have in common however is that they are

the final product of a general structure (or set of processes) known as an investiga-

tion or survey. Some significant factors are listed as follows.

a) Investigations can be fairly trivial affairs, such as looking at today’s orders to
see which are to be charged to credit or cash. Others can be major undertakings,
involving hundreds of staff and a great deal of expense over a number of years,
such as the United Kingdom Population Census (carried out every ten years).

b) Investigations can be carried out in isolation or in conjunction with others. For
example, the calculation of the official monthly Retail Price Index involves a
major (ongoing) investigation which includes using the results of the Family
Expenditure Survey (which is used also for other purposes). However, the infor-
mation needed for first line management to control the settings of machines on
a production line might depend only on sampling output at regular intervals.

¢} Investigations can be regular {routine or ongoing) or ‘one-oft’. For example, the
preparation of a company’s trial balance as against a special investigation to
examine the calculation of stock re-order levels.

d) Investigations are carried out on populations. A pepulation is the entirety of
people or itemns (technically known as members) being considered. Thus if a
company wanted information on the time taken to complete jobs, the popula-
tion would consist of all jobs started in the last calendar vear say. Sometimes
complete populations are investigated, but often only representative sections of




1 Introduction to business mathemalics and statistics

the population, or samples, are surveyed due to time, manpower and resource
restrictions.

8. Stages in an investigation

However small or large an investigation is, there are certain landmarks or identifi-
able stages, through which it should normally pass. These are listed as follows.

a)

b)

)

d)

f)

g)
h)
i)

Definition of target population and objectives of the survey. Who? (e.g. does the term
‘workers’ include temporary part-timers?) Why? {Answering this correctly will
ensure that unnecessary guestions are not asked and essential questions are
asked.)

Choice of method of data collection. Sometimes a survey will dictate which method
is used and in other cases there will be a choice. A list of the most common
methods of data collection is given in the following chapter.

Design of questionnaire or the specitication of other criteria for data measure-
ment,

Implementation of a pilot (or trial) swrvey. A pilot survey is a small "pre-survey’
carried out in order to check the method of data collection and ensure that
questions to be asked are of the right kind. Pilot surveys are normally carried
out in connection with larger investigations, where considerable expenditure is
involved.

Selection of populalion members o be investigated. If the whole (target) population
is not being investigated, then a method of sampling from it must be chosen.
Various sampling methods are covered fully in the following chapter.
Chrganisation of manpower and resources to collect the data. Depending on the size
of the investigation, there are many factors to be considered. These might
include: training of interviewers, transport and accommaodation arrangements,
organisation of local reporting bases, procedures for non-responses and limited
checking of replies.

Copying, collation aird ofher organisation of the collected data.

Analyses of data {with which much of the book is concerned).

Preseniation of analyses and preparation of reports.

9. Summary

a)

b}

cl

The subject matter of this book, Business Mathematics and Statistics, is

sometimes described as Quantitative Methods, Quantitative Techniques or

Mumerical Analysis.

The subject matter attempts to alleviate the problem of incomplete informa-

tion for management under the three broad headings: Statistical Method,

Management Mathematics and Probability.

The gap between facts as they are recorded and the provision of useful informa-

tion tor management is bridged by Statistical Method. This covers:

i.  the selection, collection and organisation of basic facts into meaningful
data, and

ii.  the summarizing, presentation and analysis of data into useful informa-
tomn.
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d) The extent of the Management Mathematics that is covered in this book is
concerned with:

i.  the understanding and evaluation of the finances involved in business
investments, and

ii. describing and evaluating physical production processes in quantitative
terms.

e} Probability can be thought of as the ability to attach limits to areas of uncer-
tainty.

f) Statistical investigations can be considered as the logical structure through
which information is provided for management. They can be: trivial or major;
carried out in isolation or in conjunction with other investigations; regular or
‘one-off’. Investigations are carried out on populations, which can be described
as the entirety of people or items under consideration.,

gl The stages in an investigation could be some or all of the following, depending
on their size and SO,

I.  Definition of target population and survey objectives.

ii.  Choice of method of data collection.

iii.  Design of questionnaire or the specification of other criteria for data
measurement.

iv. Implementation of a pilot survey.

v.  Selection of population members to be investigated.

vi. Organisation of manpower and resources to collect the data,

vii. Copying, collation and other organisation of the collected data.

viii. Analyses of data.

ix. Presentation of analyses and preparation of reports.

10. Student self review questions

1. What does management use Business Mathematics and Statistics for? [3]

2. What is Statistical Method and what purpose does it serve? [4]

3. Describe the two main areas covered under the heading of Management
Mathematics. [5]

4. What is Probability? [6]

5. What is the particular significance of a statistical investigation to management
information? |7]

6. What is meant by the term “population’ [7]

7. List the stages of a statistical investigation. [R]




Part 1 Data and their presentation

This part of the book deals with the origins, organisation and presentation of statis-
tical data.

Chapter 2 describes methods of selecting data items for investigation {using
censuses and samples) and the various ways in which data can be collected.

Data are classified in chapter 3 and some aspects of their accuracy, including
rounding, is discussed.

Chapter 4 covers various forms of frequency distributions, which are the main
method of organising numerical data into a form which is convenient for either
graphical presentation or analysis. Charts used to display frequency distributions
include histograms and Lorenz curves.

Chapter 5 describes the many types of charts and graphs that are used to describe
non-numeric data and data described over time. These include several types of bar
charts, pie charts, and line diagrams.




2 Sampling and data collection

1. Introduction

This chapter is concerned with the various methods employved in choosing the
subjects for an investigation and the different ways that exist for collecting data.
Primary data sources (censuses and samples} are described in depth and include:
a) advantages and disadvantages in their use, and

b) data collection techniques.

Secondary data sources, mainly official publications, are covered later in the
chapter.

2. Primary and secondary data

a} Primary data is the name given to data that are used for the specific purpose for
which they were collected. They will contain no unknown quantities in respect
of method of collection, accuracy of measurements or which members of the
population were investigated. Sources of primary data are either censuses or
samples and both of these are described in the following sections.

b) Secondary data is the name given to data that are being used for some purpose
other than that for which they were originally collected. Summaries and
analyses of such data are sometimes referred to as secondary stalistics. The main
sources of secondary data are described in later sections of the chapter.

Statistical investigations can use either primary data, secondary data or a combina-

tion of the two. An example of the latter follows. Suppose that a national company

is planning to introduce a new range of products. It might refer to secondary
data on rail and road transport, areas of relevant skilled labour and information
on the production and distribution of similar goods from tables provided by the

Government Statistical Service to site their new factory. The company might also

have carried out a survey to produce their own primary data on prospective

customer attitudes and the availability of distribution through wholesalers.

3. Censuses

A census is the name given to a survey which examines every member of a popula-

tion.

al A firm might take a census of all its employees to find out their opinions on the
possible introduction of a new incentive scheme.

by The Government Statistical Service carries out many official censuses. Some of
them are described as follows.

i. A Population Census is taken every ten years, obtaining information such
as age, sex, relationship to head of household, occupation, hours of work,
education, use of a car for travel to work, number of rooms in place of
dwelling etc for the whole population of the United Kingdom.

il. A Census of Distribution 1s taken every five years, covering virtually all retail
establishments and some wholesalers. It obtains information on numbers of
emplovees, type of goods sold, turnover and classification etc.

iil. A Census of Production is taken every five years, covering manufacturing
industries, mines and quarries, building trades and public utility produc-
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tion services. The information obtained and analysed includes distribu-
tion of labour, allocation of capital resources, stocks of raw materials and
finished goods and expenditure on plant and machinery.

A census has the obvious advantages of completeness and being accepted as repre-
sentative, but of course must be paid for in terms of manpower, time and resources.
The three government censuses described above involve a great deal of organisa-
tion, with some staff needed permanently to answer queries on the census form,
check and correct errors and omissions and extensively analyse and print the infor-
mation collected. Forms can take up to a vear to be returned with a further gap of
up to two vears before the complete results are published.

4. Samples

In practice, most of the information obtained by organisations about any popula-

tion will come from examining a small, representative subset of the population.

This is called a sample, For example:

L acompany might examine one in every twenty of their invoices for a month to
determine the average amount of a customer order;

ii. a newspaper might commission a research company to ask 1000 potential
voters their EJ]:'}i:T"IiI:J]"Ih 011 3 h:r!l'ﬂ.‘nming election,

The information gathered from a sample (i.e. measurements, facts and/ or opinions)

will normally give a good indication of the measurements, facts and /or opinions

of the population from which it is drawn. The advantages of sampling are usually

smaller costs, time and resources. A general disadvantage is a natural resistance by

the layman in accepting the results as representative. Other disadvantages depend

on the particular method of sampling used and are specified in later sections, when

each sampling method is described in turn.

Bigs can be detined as the tendency of a pattern of errors to influence data in an
unrepresentative way. The errors involved in the results of investigations that have
been subject to bias are known as systematic errors,

The main types of bias are now described.

al Selection bias. This can occur if a sample is not truly representative of the popu-
lation. Note that censuses cannot be subject to this type of bias. For example,
sampling the output from a particular machine on a particular day may not
adequately represent the nature and quality of the goods that customers
receive, Factors that could be involved are: there may be other machines that
perform better or worse; this machine might be manned by more or less experi-
enced operators; this day’s production may be under more or less pressure than
another day’s.

b) Structure and wording bias. This could be obtained from badly worded ques-
tions,
For example, technical words might not be understood or some questions may
be ambiguous.
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¢) Interviewer bigs. 1f the subjects of an investigation are personally interviewed,
the interviewer might project biased opinions or an attitude that might not gain
the full cooperation of the subjects.

d) Recording bias. This could result from badly recorded answers or clerical errors
made by an untrained workforce.

6. Sampling frames

Certain sampling methods require each member of the population under consider-

ation to be known and identifiable. The structure which supports this identification

is called a samipling frame. Some sampling methods require a sampling frame only

as a listing of the population; other methods need certain characteristics of each

member also to be known. Sampling frames can come in all shapes and sizes. For

example:

i. A firm's customers can be identified from company records.

ii. Employees can be identified from personnel records.

iii. A sampling frame for the students at a college would be their enrolment
forms.

iv. The relevant telephone book would form a sampling frame of people who have
telephones in a certain area.

v. Stock items can be identified from an inventory file,

Note however that there are many populations that might need to be investigated
for which no sampling frame exists. For example, a supermarket’s customers, items
coming off a production line or the potential users of a new product. Sampling tech-
niques are often chosen on the basis of whether or not a sampling frame exists.

7. Sampling techniques

The sampling techniques most commonly used in business and commerce can be

split into three categories.

a) Random sampling. This ensures that each and every member of the population
under consideration has an equal chance of being selected as part of the sample.
Two types of random sampling used are:

L. Simple random sampling (see section 9), and
ii. Stratitied (random) sampling (see section 12},

b) Quasi-random sampling. (Quasi means ‘almost’ or ‘nearly”.) This type of tech-
nique, while not satisfying the criterion given in a) above, is generally thought
to be as representative as random sampling under certain conditions. It is used
when random sampling is either not possible or too expensive to consider. Two
types that are commonly used are:

1. Systematic sampling (see section 13), and
ii. Multi-stage sampling (see section 14}.

c)  Non-random sampling. This is used when neither of the above techniques are
possible or practical. Two well-used types are:
i. Cluster sampling (see section 15), and
ii. Quota sampling (see section 16).
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Before covering each of the above sampling methods in turn, it is necessary to
describe some associated concepts and structures.

8. Random sampling numbers

The two types of random sampling, listed in section 7 above and described in
sections 9 and 12 following, normally require the use of randon sampling numbers.
These consist of the ten digits from (1 to 9, generated in a random fashion (normally
from a computer) and arranged in groups for reading convenience. The term
‘generated in a random fashion” can be interpreted as ‘the chance of any one digit
occurring in any position in the table is no more or less than the chance of any other
digit occurring’.

Appendix 2 shows a typical table of such numbers, blocked into groups of five
digits. The table is used to ensure that any random sample taken from some
sampling frame will be free from bias. The following section describes the circum-
stances under which the tables are used.

9. Simple random sampling

Simple vandom sampling, as described earlier, ensures that each member of the popu-

lation has an equal chance of being chosen for the sample. It is necessary therefore

to have a sampling frame which (at the least) lists all members of the target popula-

tion. Examples of where this method might be used are:

a) by a large company, to sample 10% of their orders to determine their average
value;

b} by an auditor, to sample 3% of a tirm’s invoices for completeness and compat-
ibility with total yearly turnover;

c) by a professional association, to sample a proportion of its members to deter-
mine their views on a possible amalgamation with another association.

Each of these three would have obvious, ready-made sampling frames available.

It is generally accepted that the best method of drawing a simple random sample is

by means of random sampling numbers. Example 1, which follows, demonstrates

how the tables are used.

The advaniages of this method of sampling include the selection of sample members

being unbiased and the general acceptance by the layman that the method is fair.

Disadvantages of the method include:

i.  the need for a population listing,

iil. the need for each chosen subject to be located and guestioned (this can take
time), and

iii. the chance that certain significant attributes of the population are under or over
represented.

For example, if the fact that a worker is part-time is considered significant to a

survey, a simple random sample might only include 25% part-time workers from a

population having, say, a 30% part-time work force.
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10.

11.

Example 1 (Use of random sampling numbers)

An auditor wishes to sample 29 invoices out of a total of 583 received in a financial

year. The procedure that could be followed is listed below.

1. Each invoice would be numbered, from 001 through to 583,

2. Select a starting row or column from a table of random sampling numbers
and begin reading groups of three digits sequentially. For example, using the
random sampling numbers at Appendix 2, start at row & (beginning 34819
80011 17751 03275 ...etc). This gives the groups of three as: 348 198 001 117 751
(32 ... elc.

3. Each group of three digits represents the choice of a numbered invoice for
inclusion in the sample. Any number that is greater than 583 is ignored as is any
repeat of a number. Using the illustration from 2. above, invoice numbers 348,
198, 001, 117, 032, etc would be accepted as part of the sample, while number
751 would be rejected as too large.

4. As many groups of three digits as necessary are considered until 29 invoices
have been identified. This forms the required sample.

Notes:

a) Random sampling numbers can be generated by a computer or pre-printed
tables can be obtained.

b) The number of digits to be read in groups will always depend upon how many
members there are in the population. If there were 56,243 members, then digits
would need to be read in fives; groups of four digits would be read if a popula-
tion being sampled had 8771 members.

¢} The choice of a starting row or column for reading groups of digits should be
selected randomly.

Stratification of a population

Stratification of a population is a process which:

i. identifies certain attributes (or strata levels) that are considered significant to
the investigation at hand;

ii. partitions the population accordingly into groups which each have a unique
combination of these levels.

For example, if whether or not heavy goods vehicles had a particular safety feature

was thought important to an investigation, the population would be partitioned into

the two groups ‘vehicles with the feature’ and ‘vehicles without the feature’. On the

other hand, if whether an employee was employed full or part-time, together with

their sex, was felt to be significant to their attitudes to possible changes in working

routines, the population would be partitioned into the four groups: male / full-time;

fernale / full-time; male/ part-time and female / part-time.

Populations that are stratified in this way are sometimes referred to as heferoge-

neons, meaning that they are composed of diverse elements or attributes that are

considered significant.

10
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12

13.

Stratified sampling

Stratified random sampling extends the idea of simple random sampling to ensure

that a heterogenecus population has its defined strata levels taken account of in

the sample. For example, if 100 of all heavy goods vehicles have a certain safety

feature, and this is considered significant to the investigation in hand, then 10% of

a sample of such vehicles must have the safety feature,

The general procedure for taking a stratified sample is:

a) Stratify the population, defining a number of separate partitions.

b} Calculate the proportion of the population lying in each partition.

c)  Split the total sample size up into the above proportions.

d) Take a separate sample (normally simple random) from each partition, using
the sam ple sizes as defined in (c).

e} Combine the results to obtain the required stratified sample.

Stratification of a population can be as simple or complicated as the situation

demands. Some surveys might warrant that a population be split into many strata.

A major investigation into car safety could identify the following significant factors

having some bearing on safety: saloon and estate cars; radial and cross-ply tyres;

two and four-door models; rear passenger salety belts {or not), The sampling frame

in this case would have to be split into sixteen separate partitions in order to take

account of all the combinations possible from (i) to (iv) above (for example, saloon/

radial / 2-door /belts and saloon /radial / 2-door /no belts are just two of the parti-

tions).

Advantages of this method of sampling include the fact that the sample itself {as well

as the method of selection) is free from bias, since it takes into account significant

strata levels (attributes) of a population considered important to the investigation.

Disadvantages of stratitied sampling include:

i anextensive sampling frame is necessary;

1. strata levels of importance can only be selected subjectively;

iii. increased costs due to the extra time and manpower necessary for the organisa-
tion and implementation of the sample.

Systematic sampling

Systematic sampling is a method of sampling that can be used where the population
15 listed {such as invoice values or the fleet of company vehicles) or some of it is
physically in evidence (such as a row of houses, items coming off a production line
or customers leaving a supermarket). The technique is to choose a random starting
place and then systematically sample every 40th (or 12th or 165th) item in the
population, the number {40, say) having been chosen based on the size of sample
required. For example, if a 21 sample was needed from a population, every S0th
itern would be selected, after having started at some random point.

This is because 2% = 2 in 100 = 1 in 50,

Systematic sampling is particularly useful for populations that {with respect to the
investigation to hand) are of the same kind or are uniform. These are referred to as
homogeneous populations. For example, the invoices of a company for one financial

1]
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year would be considered as a homogeneous population by an auditor, if their

value or relationship to tvpe of goods ordered was of no consequence to the inves-

tigation. Thus, a systematic sample could be used.

Care must be taken however, when using this method of sampling, that no set of

items in the population recur at set intervals. For example, if four machines are

producing identical products at the same rate and these are being passed to a single

conveyer, it could happen that the products form natural sets of four {(one from each

machine). A systematic sample, examining every n-th item (where n is a factor of 4),

might well be selecting products from the same machine and therefore be biased.

Advantages of this method include:

1. ease of use;

ii. the fact that it can be used where no sampling frame exists (but items are physi-
cally in evidence).

The main disadvantage of systematic sampling is that bias can occur if recurring sets

in the population are possible,

This method of sampling is not truly random, since {(once a random starting point

has been selected) all subjects are pre-determined. Hence the use of the term “quasi-

random’ to describe the technique.

Multi-stage sampling

Where a population is spread over a relatively wide geographical area, random

sampling will almost certainly entail travelling to all parts of the area and thus

could be prohibitively expensive, Multi-stage sampling, which is intended to over-

come this particular problem, involves the following,

a) Splitting the area up into a number of regions;

b) Randomly selecting a small number of the regions;

¢)  Confining sub-samples to these regions alone, with the size of each sub-sample
proportional to the size of the area. For example, the United Kingdom could be
split up into counties or a large city could be split up into postal districts;

d} The above procedure can be repeated for sub-regions within regions... and so
On.

Once the final regions (or sub-regions etc) have been selected, the final sampling

technigque could be (simple or stratified) random or systematic, depending on the

existence or otherwise of a sampling frame.

The main advantage of this method is that less time and manpower is needed and

thus it is cheaper than random sampling.

Disadvantages of multi-stage sampling include:

i. possible bias if a very small number of regions is selected;

ii. the method is not truly random, since, once particular regions for sampling
have been selected, no member of the population in any other region can be
selected.

Cluster sampling

Cluster sampling is a non-random sampling method which can be employed where
no sampling frame exists, and, often, for a population which is distributed over
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some geographical area, The technique involves selecting one or more geographical

areas and sampling all the members of the target population that can be identi-

fied.

For example, suppose a survey was needed of companies in South Wales who use

a computerized payroll. First, three or four small areas would be chosen (perhaps

two of these based in city centres and one or two more in outlying areas). Each

company, in each area, might then be phoned, to identify which of them have

computerized systems, The survey itself could then be carried out.

The advantages of cluster sampling include:

i itis a good alternative to multi-stage sampling where no sampling frame
exists;

ii. it is generally cheaper than other methods since little organisation or structure
is needed in the selection of subjects.

The main disadvantage of the method is the fact that sampling is not random and

thus selection bias could be significant. (Non-response is not normally considered

to be a particular problem.)

Quota sampling

A sampling technique much favoured in market research is guota sampling. The

method uses a team of interviewers, each with a set number {quota} of subjects to

interview. Normally the population is stratified in some way and the interviewer’s

quota will reflect this. This method places a lot of responsibility onto interviewers

since the selection of subjects {and there could be many strata involved) is left to

them entirely. Ideally they should be well trained and have a responsible, profes-

sional attitude.

The advantages of quota sampling include:

i. stratification of the population is usual (although not essential);

li. N0 NON-response;

il low cost and convenience,

The main disadpantages of this method are:

i. sampling is non-random and thus selection bias could be significant;

ii. severe interviewer bias can be introduced into the survey by inexperienced or
untrained interviewers, since all the data collection and recording rests with
them.

Precision

Clearly the best way of obtaining information about a population is to take a
census. This will ensure (barring any bias and clerical errors) that the information
obtained about the population is accurate. However, sampling is a fact of life and
the information about a population that is derived from a sample will inevitably
be imprecise. The error involved is sometimes known as sampling error. One tech-
nique that is often used to compensate for this is to state limits of error for any
sample statistics produced. Particular precision techniques are just outside the
scope of this book.

13
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19.

There is no universal formula for calculating the size of a sample. However, as a
starting point, there are two facts that are well known from statistical theory and
should be remembered.

1. The larger the size of sample, the more precise will be the information given
about the population.

2. Above a certain size, little extra information is given by increasing the size,

All that can be deduced from the above two statements, together with some other

points made in earlier sections of the chapter, is that a sample need only be large

enough to be reasonably representative of the population. Some general factors
involved in determining sample size are listed below,

a)  Money and time available.

b Aims of the survey. For example, for a quick market research exercise, a very
small sample (perhaps just 50 or 100 subjects) might suffice. However if the
opinions of the workforce were desired on a major change of working struc-
tures, a 20 or 307% sample might be in order.

¢} Degree of precision required. The less precise the results need to be, the smaller the

sample size.
For example, to gauge an approximate market reaction to one of their new
products, a firm would only need a very small sample. On the other hand, if
motor vehicles were being sampled for exhaustive safety tests at a final produc-
tion stage, the sample would need to be relatively large.

d} Number of sub-samples required. When a stratified sample needs to be taken and
many sub-samples are defined, it might be necessary to take a relatively large
total sample in order that some smaller groups contain significant numbers.
For example, suppose that a small sub-group accounted for only 0.1% of the
population. A total sample size as large as 10,000 would result in a sample size
of only 10(0.1%) for this sub-group, which would probably not be large enough
to gain any meaningful information.

Methods of primary data collection

Data collection can be thought of as the means by which information is obtained
from the selected subjects of an investigation. There are various data collection
methods which can be employed. Sometimes a sampling technique will dictate
which method is used and in other cases there will be a choice, depending on how
much time and manpower (and inevitably money) is available. The following list
gives the most common methods.
a) Individual (personal) inferview.

This method is probably the most expensive, but has the advantage of

completeness and accuracy. Normally questionnaires will be used (described in

more detail in the following section).

Other factors involved are:

i. interviewers need to be trained:

ii. interviews need arranging;
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k)

)

d)

e)

iii. can be used to advantage for pilot surveys, since questions can be thior-
oughly tested;

iv. uniformity of approach if only one interviewer is used;

v. an interviewer can see or sense if a question has not been fully understood
and it can be Fl.‘}”uwg'd-up o Hhe spot.

This form of data collection can be used in conjunction with random or quasi-

random sampling.

Postal guestionnaire.

This is a much cheaper method than the personal interview since manpower

(one of the most expensive resources) is not used in the data collection.

However, much more effort needs to be put into the design of the question-

naire, since there is often no way of telling whether or not a respondent has

understood the guestions or has answered them correctly (both of these are

generally no problem in a personal interview).

Other factors involved are:

1. low response rates (although inducements, such as free gifts, often help);

ii. convenience and cheapness of the method when the population is scattered
geographically;

lii. no prior arrangements necessary (unlike the personal interview);

iv. questionnaires sent to a company may not be filled in by the correct
person.,

This method can be used in conjunction with most forms of sampling,

Street (informall intervicto.

This method of data collection is normally used in conjunction with quota

sampling, where the interviewer is often just one of a team. Some factors

involved are:

I.  possible differences in interviewer approach to the respondents and the
way replies are recorded;

li. questions must be short and simple;

i, non-response 15 not a problem normally, since refusals are ignored and
another subject selected;

iv. convenient and cheap.

Telephone interview.

This method is sometimes used in conjunction with a systematic sample {from

the telephone book]). It would generally be used within a local area and is often

connected with selling a product or a service (for example, insurance). It has

an in-built bias if private homes are being telephoned (rather than businesses),

since only those people with telephones can be contacted and interviewed. It

can cause aggravation and the interviewer needs to be very skilled.

Direct observation.

This method can be used for examining items sampled from a production line,

in traffic surveys or in work study. It is normally considered to be the most

accurate form of data collection, but is very labour-intensive and cannot be

used in many situations.
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20. Questionnaire design

If a questionnaire is used in a statistical survey, its design requires careful consid-
eration. A badly designed questionnaire can cause many administrative problems
and may cause incorrect deductions to be made from statistical analyses of the
results. One of the major reasons why pilot surveys are carried out is to check
typical responses to questions. Some important factors in the design of question-
naires are given below.
a) The questionnaire should be as short as possible.
b} Questons should:

i. besimple and unambiguous.

ii. not be technical.

iii. not involve calculations or tests of memory,.

iv. not be personal, offensive or leading,.
c) As many questions as possible should have simple answer categories (so that

the respondent has only to choose one). For example:

How many employees are there in your company?

Under 10 10 to 24 25 to 49 50 or over

Do you find the equipment supplied:

Very easy to use? | Fairly easy to use?

Fairly difficult to use? Very difficult to use?

d) Questions should be asked in a logical order.

A useful check on the adequacy of the design of a questionnaire can be given by
conducting a pilof survey.

21. The use of secondary data

Secondary data are generally used when:

a) the time, manpower and resources necessary for your own survey are not avail-
able (and, of course, the relevant secondary data exists in a usable form), or

b) it already exists and provides most, if not all, of the information required.

The advantages of using secondary data are savings in time, manpower and

resources in sampling and data collection. In other words, somebody else has done

the 'spade work” already.

The disadvantages of using secondary data can be formidable and careful examina-

tion of the source(s) of the data is essential. Problems include the following.

16
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1. Data gquality might be questionable. For example, the sample(s) used may have
been too small, interviewers may not have been experienced or any question-
naires used may have been badly designed.

ti. The data collected might now be out-of-date.

ii. Geographical coverage of the survev may not coincide with what yvou require.
For u::-camplc, you |'r'|iH}'|t recuire information for l-iw:rpmml and the ﬁucnndar}'
data coverage is for the whole of Merseyside.

iv. The strata of the population covered may not be appropriate for vour purposes.
For example, the secondary data might be split up into male/female and
full-time [ part-time workers and you might consider that, for your purposes,
whether part-time workers are permanent or temporary is significant.

v. Some terms used might have different meanings. Common examples of this

are:

*  Wages (basic only or do they include overtime?)

* Level of production (are rejects included?)

+  Workers (factory tleor only or are office staff included?)

Sources of secondary data and their use

Secondary data sources fall broadly into two categories: those that are internal and

those external to the organisation conducting the survey.

Some examples of internal secondary data sources and uses are:

a) a customer order file, originally intended for standard accounting purposes,
could have its addresses and typical goods amounts used for route planning
purposes;

b) using information on raw material type and price {originally collected by the
purchase department to compare manufacturers) for stock control purposes;

c) information on job times and skills breakdown, originally compiled for job
costing, used for organising new pay structures,

Some examples of external secondary data sources are:

d) the results of a survey undertaken by a credit card company, to analyse the
salary and occupation of its customers, might be used by a mail order firm for
advertising purposes;

e} a commercially produced car survey giving popularity ratings and buying
intentions, might be used by a garage chain to estimate stock levels of various
maodels.

Without doubt, the most important external secondary data sources are official

statistics supplied by the Central Statistical Office and other government depart-

ments. These are listed and briefly described in the next section.

Official secondary data sources

The following list gives the major publications of the Central Statistical Office.

a) Amnual Abstract of Stafistics. This publication is regarded as the main general
reference book for the United Kingdom and has been published for nearly 150
years, lts tables cover just about every aspect of economic, social and indus-
trial life. For example: climate; population; social services; justice and crime;

1.7
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b)

d)

f)

education; defence; manufacturing and agricultural production; transport and
communications; finance.

Monthly Digest of Statistics. A monthly abbreviated version of the Annual
Abstract of Statistics. Gives the facts on such topics as: population; employ-
ment; prices; wages; social services; production and output; energy; engin-
eering; construction; transport; retailing; finance and the weather. It has runs on
monthly and quarterly figures for at least two years in most tables and annual
tigures for longer periods. An annual supplement gives definitions and explan-
atory notes for each section. An index of sources is included.

Financial Statistics. A monthly publication bringing together the key financial
and monetary statistics of the United Kingdom. 1t is the major reference docu-
ment for people and organisations concerned with government and company
finance and financial markets generally. It usually contains at least 18 monthly,
12 quarterly or 5 annual figures on a wide variety of topics. These include:
financial accounts for sectors of the economy; Government income and expend-
iture; public sector borrowing; banking statistics; money supply and domestic
credit expansion; institutional investment; company finance and liquidity;
exchange and interest rates. An annual explanatory handbook contains notes
and detinitions.

Economic Trends., Published monthly, this is a compilation of all the main
economic indicators, illustrated with charts and diagrams. The first section
(Latest Developments) presents the most up-to-date statistical information
available during the month, together with a calendar of recent economic events.
The central section shows the movements of the key economic indicators over
the last five yvears or so. Finally there is a chart showing the movements of four
composite indices over 20 years against a reference chronology of business
cycles. In addition, quarterly articles on the national accounts appear in the
January, April, July and October issues, and on the balance of payments in the
March, June, September and December issues. Occasional articles comment on
and analyse economic statistics and introduce new series, new analyses and
new methodology. Economic Trends also publishes the release dates of forth-
coming important statistics. An annual supplement gives a source for very
long runs, up to 35 years in some cases, of key economic indicators, The longer
runs are annual figures, but quarterly figures for up to 25 years or more are
provided.

Regional Trends. An annual publication, with many tables, maps and charts, it
presents a wide range of government statistics on the various regions of the
United Kingdom, The data covers many social, demographic and economic
topics. These include: population, hnusing, health, law enforcement, education
and employment, to show how the regions of the United Kingdom are devel-
oping and changing.

United Kingdom National Accounts {The Blue Book), Published annually, this is
the essential data source for those concerned with macro-economic policies and
studies. The principal publication for national accounts statistics, it provides
detailed estimates of national product, income and expenditure. It covers
industry, input and output, the personal sector, companies, public corporations,

18
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central and local government, capital formation and national accounts. Tables
of statistical information, generally extending over eleven years, are supported
by definitions and detailed notes. It is a valuable indicator of how the nation
makes and spends its money.

g} United Kingdom Balance of Payments (The Pink Book). This annual publication is
the basic reference book of balance of payments statistics, presenting all the
statistical information (both current and for the preceding ten years) needed by
those who seek to assess United Kingdom trends in relation to those of the rest
of the world.

hY Secial Trends. One of the most popular and colourful annual publications, it has
(for over ten years) provided an insight into the {'hanging patterns of life in
Britain. The chapters provide accurate analyses and breakdowns of statistical
information on population, households and families, education and employ-
ment, income and wealth, resources and expenditure, health and social services
and many other aspects of British life and work.

1) Gude to Official Stalistics, A periodically produced reference book tor all users
of statistics. It indicates what statistics have been compiled for a wide range of
commaodities, services, occupations etc, and where they have been published.
Some 1000 topics are covered and about 2500 sources identified with an index
for easy use. It covers all official and significant non-official sources published
during the last ten years.

The following publication is compiled by the Department of Employment.

i} Employment Gazette. Published monthly, it is a summary of statistics on:
employment, unemployment, numbers of vacancies, overtime and short time,
wage rates, retail prices, stoppages. Each publication includes one or more “in-
depth” article and details of arbitration awards, notices, orders and statutory
instruments.

The following publication is compiled by the Department of Industry.

k} British Business. Published weekly, the main topics are production, prices and
trade. It includes information on: the Census of Production, industrial mater-
ials, manufactured goods, distribution, retail and service establishments,
external trade, prices, passenger movements, hire }'.run:ham?, entertainment.

Other important business publications include: HSBC Holdings ple Annual

Review, NatWest Bank Quarterly Review, Lloyds TSB Annual Report, Barclays

Review (quarterly), International Review (Barclays, quarterly), Three Banks Review

(quarterly), Journal of the Institute of Bankers (bi-monthly), Financial Times (daily),
The Economist {(weekly) and The Banker (monthly).

Summary

a) Data that are used for the specific purpose for which they are collected are called
primary data. Secondary data is the name given to data that are being used for
some purpose other than that for which they were originally collected.

b} A census is a survey which examines every member of the population.
Three important official censuses are the Population Census, the Census of
Distribution and the Census of Production.
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c)

d)

e)
f)
g)

h}

i)

A sample is a relatively small subset of a population with advantages over a
census that costs, time and resources are much less. The main disadvantage is
that of acceptability by the layman.

Bias is the tendency of a pattern of errors to influence data in an unrepresen-
tative way. Bias can be due to selection procedures, structure and wording of
questions, interviewers or recording.

A sampling frame is a structure which lists or identifies the members of a popu-
lation.

Random sampling numbers are tables of randomly generated digits, used to
ensure that the selection of the members of a sample is free from bias.

Simple random sampling is a technique which ensures that each and every
member of a population has an equal chance of being chosen for the sample.
Stratified random sampling ensures that every significant group in the popula-
tion is represented in proportion in the sample using a stratification process. An
extensive sampling frame is needed with this method.

Systematic {quasi-random) sampling involves selecting a random starting point
and then sampling every n-th member of the population. The value of n is
chosen based on the size of sample required. It can be biased if certain recurring
cycles exist in the population, but can often be used where no sampling frame
exists.

Multi-stage {quasi-random) sampling is normally used with homogeneous
populations spread over a wide area. It involves splitting the area up into
regions, selecting a few regions randomly and confining sampling to these
regions alone. It is cheaper than random sampling.

Cluster (non-random) sampling involves exhaustive sampling from a few well
chosen areas. It is a cheap method, useful for populations spread over a wide
geographical area where no sampling frame exists.

Quota (non-random) sampling normally involves teams of interviewers who
obtain information from a set quota of people, the quota being based on some
stratification of the population. It is commonly used in market research.

m} The precision of some statistic obtained from a sample can be measured by

n)

o)

p)

describing the limits of error with a given degree of confidence.

Some factors involved in determining the size of a sample are: money and time
available, survey aims, degree of precision or number of sub-samples required.
Generally, the larger the sample the better, but small samples can give relatively
accurate information about a population.

Main methods of primary data collection are:

i. Individual (personal} interview.

1. Postal questionnaire.

ii. Street (informal) interview,

iv. Telephone interview.

v. Direct observation.

The main points in questionnaire design are: questionnaire to be as short as
possible; questions to be simple, non-ambiguous, non-technical, not to be
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personal or offensive and not to involve calculations or tests of memory; answer
categories to be given where possible; questions asked in a logical order.

q) Secondary data can be used where the facilibies for your own survey are not
available or where the secondary data gives all the information you require.
Disadvantages are: data might not be of an acceptable quality or out-of-date;
geographical or strata coverage may not be appropriate; there may be differ-
ences in the meaning of terms.

r} Some of the main sources of external secondary data are contained in the
following official publications:

Annual Abstract of Statistics; Monthly Digest of Statistics;
Financial Statistics; Economic Trends;

Regional Trends;

United Kingdom National Accounts (Blue Book);

United Kingdom Balance of Payments {Pink Book);

Social Trends; Employment Gazette;

British Business.

25. Student self review questions

W=

ol IS

10,

Explain the difference between primary and secondary data. |2]

Give the meaning of a census and give some examples of official censuses, [3]
What are the major factors involved when deciding between a sample and a census?
[3.4]

Describe what bias is and give some examples ot how it can arise. [5]

Give at least four examples of a sampling frame, [6]

What is a random sample? |7]

What is quasi-random sampling and under what conditions might it be used? [7]
What are random sampling numbers and how are they used in simple random
sampling? [8,10]

What does the term ‘stratification of a population” mean and how is it connected
with stratified sampling? [11,12]

What are the advantages and disadvantages of stratifed sampling when compared
with simple random sampling? [12]

What is the difference between homogeneous and heterogeneous populations?
[11,13]

Give an example of a situation where a systematic sample could be taken:

a) where a sampling frame exists;

b) where no sampling frame exists. [13]

What are the differences between multi-stage and cluster sampling methods?
[14,15]

In what type of situation is quota sampling most commonly used and what are its
main merits? [16]

How can the precision of a sample estimate be expressed? [17]

What are the factors involved in determining the size of a sample? [15]

List the main methods of collecting primary data [19]
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19.
20.

21

26.
1.

Lad

What are the advantages and disadvantages of a postal questionnaire over a
personal interview? [19]

Give some important considerations in the design of a questionnaire. [20]

Under what conditions might secondary data be used and what are its possible
disadvantages compared with the use of primary data? {21]

Name some of the major official statistical publications. [22]

Student exercises

MULTI-CHOICE. Which one of the following is NOT a type of random sampling
technique:

a) Quota sampling b} Systematic sampling

c} Stratified sampling d) Multi-stage sampling
MULTI-CHOICE. A 2% random sample of mail-order customers, each with a
numeric serial number, is to be selected. A random number between 00 and 49 15
chosen and turns out to be 14, Then, customers with serial numbers 14, 64, 114, 164,
214, ... etc are chosen as the sample. This type of sampling is:

a) simple random b) stratified c) quota d) systematic.

A large company is considering a complete reshaping of its pay structures for
production workers, What data might be collected and analysed, other than tech-
nical details, to hc-lp the management come to a decision? Consider both primary
and secondary sources.

What factors would govern the use of a sample enquiry rather than a census if
information was required about shopping facilities throughout a large city.

MULTI-CHOICE. A sample of 5% of the emplovees working for a large national

company is required. Which one of the following methods would provide the best

simple random sample?

a) Wait in the car park in a randomly selected branch and select every tenth
employvee driving in to work .

b) Use random number tables to select 1 in 20 of the branches and then select all
the employees.

¢} Select a branch randomly and use personnel records to choose 1 in 20
rancdomly.

d) Select 5% of all emplovees from personnel records at head office randomly.

Suggest an appropriate method of sampling that could be emploved to obtain

information on:

a) passengers’ views on the adequacy of a local bus service;

b) the attitudes to authority of the workforce of a large company;

cl the percentage of defects in finished items from a production line;

d) the views of Welsh car drivers on the wearing seat belts;

e} the views of schoolchildren on school meals.

A national survey has revealed that 400% of non-manual workers travel to work by

public transport while one-half use their own transport. For all workers, 47.5% use

public transport and one in every ten use methods other than their own or public

transport. A statistical worker in a large factory (which is known to have about
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three times as many manual workers as non-manual workers) has been asked to

sample 200 employees for their views on factory-provided transport. He decides to

take a quota sample at factory gate B at five o'clock one evening.

a) How many manual workers will there be in the sample?

b} How many workers who travel to work by public transport will be  inter-
viewed?

c) Calculate the quota to be interviewed in each of the six sub-groups defined.

d) Point out the limitations of the sampling technigue involved and suggest a
better way of collecting the data.

The makers of a brand of cat food "Purrkins’ wish to obtain information on the

opinions of their customers and include a short questionnaire on the inside of the

label a=s follows:

1. Do you like Purrkins?
Why do you buy Purrkins?
Have you tried our dog food?
What amount of Purrkins do vou normally buy?
When did you start using Purrkins?
6. What type of house do you live in?
Criticise the questions.

W L b

Design a short questionnaire to be posted to a sample of customers to obtain their
views on your company’s delivery service.

A proposal was received by the Local Authority Planning Office for a motel, public
house and restaurant to be built on some private land in the city suburbs. Following
an article by the builder in the local paper, the office received 300 letters of which
only 28 supported the proposal. What conclusions can the Planning Officer draw
from these statistics? Describe what action could be taken to gauge people’s views
further.
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3 Data and their accuracy

1. Intreduction

This chapter is concerned with the forms that data can take, how data are measured
and the errors and approximations that are often made in their description.

2. Data classification

In order to present and analyse data in a logical and meaningful way, it is necessary
to understand some of the natural forms that they can take. There are various ways
of classifying data and these are now listed.

a)

b)

)

d)

By source. Data can be described as either primary or secondary, depending on
their source, This area has already been covered in the previous chapter.

By measurement. Data can be measured in either numeric (or quantitative)
or non-numeric (qualitative) terms. This might sound very obvious, but the
difference is important since the forms of both presentation and analysis differ
markedly in these two cases. Presentation of numeric data is covered in chapter
4 and non-numeric data in chapter 5. For the business and accounting courses
that this book covers, only numeric data is analysed and this is done from
chapter 7 onwards.

By preciseness. Data can either be measured precisely (described as discrete)
or only ever be approximated to (described as continuous). The differences
between the two are described more fully in sections 3 and 4 in this chapter.
By number of variables. Data can consist of measurements of one or more vari-
ables for each subject or item. Univariate is the name given to a set of data
consisting of measurements of just one variable, bivariafe is used for two vari-
ables, and for two or more variables the data is described as multivariate. Some
examples of these different types are given in example 1.

3. Discrete data

Discrete data can be described as data that can be measured precisely. One way of
nblaining discrete data is h_'y counting. For cxumpic:

i. the number of components produced from an assembly line over a number
of consecutive shifts:

45, 51, 44, 44, 43, 50, 46, 43, ... etc;
ii. the number of employees working in various offices of a company:
12,32,8, 13,8, 6,11, 24, ... etc.

Discrete data can also be obtained from situations where counting is not involved.
For example:

iti. shoe sizes of a sample of people:
8,10, 10, 65, 9, 9, 95, 87 ... etc;

v. weekly wages (in £) for a set of workers:
121.45, 162.85, 133.37, 108,32, ... etc.

A particular characteristic of discrete data is the fact that possible data values prog-
ress in definite steps, i.e. shoe sizes are measured as 6 or 65 or 7 or 73 ... etc or there
are 1 or 2 or 3 ... etc people (and not 3.5 or 4.67).
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4, Continuous data

The most significant characteristic of continuous data is the fact that they cannot
be measured precisely; their values can only be approximated to. Examples of
continuous data are dimensions {Ifnglhﬁ. Iwightﬁj; w:-ights: areas and volumes;
temperatures; times.
How well continuous values are approximated to depends on the situation
and the quality of the measuring instrument. It might be adequate to measure
peoples” heights to the nearest inch, whereas spark plug end gaps would need
to be measured to perhaps the nearest tenth of a millimetre. Time card punching
machines only record times in hours and minutes while sophisticated process
control computers, dealing with volatile chemicals, would need to measure both
time and temperature very finely.
Although continuous values cannot be identified exactly, they are often recorded as
if they were precise and this is normally acceptable. For example:
i. clock-in times of the workers on a particular shift:
B:23, 8:28, 8:28, 8:32, 8:28, 8:26, ... elc;
1. diameters (in mm) of a sample of screws from a production run:
4,11, 4.10, 4,10, 4,10, 4.15, 4.09, 412, .. etc;

iii. weights (in gm) of the contents of a selection of cans of baked beans:
446.8, 447.0, 4468, 447 2, 447.0, 447.1, ... etc.

5. Example 1 |Demonstrations of various classifications of data)

a) Table 1 shows the ages and annual salaries of a sample of gqualified certified
accountants. Since each member of the sample is being measured in terms of
two variables, age and salary, this is an example of bivariate data. Both vari-
ables are numeric with salary discrete (since each is an exact value) and age
continuous (since age is really a particular type of ime measurement) and
approximated to years only.

Table 1 Age and salary ﬁrr a sample of certified accountants
Sample member 1 2 3 4 5 (3] 7 s 9

Age 32 30 25 28 25 30 49 2% 56
Salary  BS0O0D 11900 6000 8200 5800 12500 9650 7200 16450

b} MNumber of defects found in samples of 100 items taken by a quality control
section from batches of finished products.

Batch 1 2 3 4 5 & 7 B 9 10

Numberof », 2 5 1 3 0 0 1 o0
The data are being described in terms of one variable {number of defectives in

a sample of 1(0) and thus are univariate, They are also discrete, since the values
have been obtained by counting, and numeric.
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cl

Policies handled by an agent for a particular insurance company:

Policy Tvpe Annual premium (£}
A Motor (3rd party) &h
B Motor (3rd party) 124
- Life 185
[ Motor {(comprehensive) 120
E Disability 24
F House contents 49
s Mator (comprehensive) 252

The data given for the various policies is described in terms of two variables, type
of policy and annual premium, and thus is bivariate. Type of policy is non-numeric,
annual premium is numeric and both variables are discrete.

6. Rounding and its conventions

al

b)

Data are normally rounded for one of two reasons.

i. If they are continuous, rounding is the only way to give single values which
will represent the magnitude of the data.

ii. If they are discrete, the values given may be too detailed to use as they
stand. For example, the annual profits of a plc might have been calculated
precisely as £14,286,453.88, but could be quoted on the stock L*xchangp as
£14 million.

As should ﬂin:':'ld}' be familiar _frh'r rovndong is the tl;:d.‘l‘:r'litluu of cutting oft

particular digits from a given numeric value and, depending on whether the

first digit discarded has value 5 or more {or not), adding 1 to the last of the
remaining digits or not (known as rounding up or down).

There are two conventions used for displaying the results of fair rounding.

.. By decimal place. This is the most common form of rou nding. For example, if
the price of a car was given as £4684.45, it could be rounded as:

£4684.5 (to 1 decimal place or 1D)

£4684 (to the nearest whole number or nl)

E£4680 {to the nearest 10 or n10) - note the final zero
E4700 {to the nearest 100 or n100)

£5000 {to the nearest 1000 or n1000)

1. By number of digits. This convention is sometimes used as an alternative
to decimal place rounding. For example, if a company’s profit for the past
financial year was £682,056.39, it could be rounded as:

£682,056.4 (to 7 significant digits or 75)
£682,060 (to 5 significant digits or 55)
£682,000 (35) and, finally, £700,000 (15)
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7. Errors and their causes

Any data, whatever their source (international, national, company or personal),
can be subject to errors. The causes of errors are numerous, but some of the more
important of them can be classified into two main groups.
a) Unpredictable errors. These are errors that occur due to:
. Incomplete or incorrect records.
ii. Ambiguous or over-complicated questions asked as part of questionnaires.
ii. Data l‘.la"ing obtained from '-i.;'!r'l‘"lFJlL‘!-i.
iv. Mistakes in copying data from one form to another.
All that can be done to minimise this tvpe of error is to ensure that: investiga-
tion procedures are carried out in a professional, logical and consistent way;
questionnaires are well designed and tested; samples are as representative as
possible; and so on.
b} Planned (predictable) errors. These are errors that were referred to in section 6 (a)
and are due to:
i.  Measuring continuous data.
ii. Rounding discrete data for the purposes of overall perspective,
This is the type of error that can be taken account of and is discussed in the rest
of the chapter.

8. Maximum errors

If a number is given and known to be subject to an error, then the error must be
unknown {otherwise there would be no need to consider it). However, what can
be determined often is the largest value that the error could possibly take. This
15 known as the maximum error. From now on, unless otherwise stated, any error
referred to will be assumed to be a maximum error.

9. Methods of describing errors

A number that is subject to some unknown error is sometimes called an approximate
number. Approximate numbers can be written in three different forms, described as
follows.

a) An interval. This takes the form of a range of values within which the true
number being represented lies. The range is normally given as a low and high
value, separated by a comma and written within square brackets. For example:
[19.5,20.5). This would mean that the true value of the number being repre-
sented lies between 19.5 and 20.5.

b} An estimale with @ maximum absolute error. In this form the real value of the
number being represented is given as an estimate, together with the maximum
error. It takes the form:

ath
estimate \

maximum absolute error
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10.

1.

For example: 200 + 0.5, This can be translated as “the true value of the number
being represented lies within 0.5 either side of 20", Of course this is exactly
equivalent to the example given in a) above.

c) An estimate with a maximum relative error. This is a slight adaptation of b)
above, in that the maximum error is expressed in relative (i.e. proportional or
percentage) terms. That is:

. . maximum absolute error .
maximum relative error = - w TOER
estimate

For example: 20 = 2.5%. This can be translated as ‘the true value of the number
being represented lies within 2.5% either side of 2. Since 2.5% of 20 is just (.5,
it should now be realised that the examples of the three forms of expressing an
approximate number shown above are equivalent.

Example 2 (Expressing a number subject to error in different forms)

If the annual output of a mine is given as 15 million tonnes, subject to a maximum
error of 1.5 million tonnes, the real value of the output can be written as:

15 million tonnes + 1.5 million tonnes

or: 15 + ﬁ x 100 =15 million tonnes + 10%
or: [15-1.5,15+1.5] million tonnes = [13.5,16.5] million tonnes.
Rounding errors

As s00n as a numeric value is subjected to fair rounding, an error is introduced and
an approximate number is thus defined. As an example, suppose the length of a
bolt is measured as 14 mm to the nearest mm. This means that the true length of the
component must lie between the values 13.5 and 14.5 mm (because any value that
lies between these two would have been rounded to 14 mm). Hence, the maximum
error can be expressed as £ 0.5 mm,

In fact, any value that is rounded to the nearest whole number will have a maximum
error of £ (L5, Similarly, any value that is rounded to 1D will have a maximum error
of + 0.05. Any value rounded to the nearest 10 will have a maximum error of + 5.
This pattern is tabulated in Table 2.

Table 2 Maximum errors in ﬁzir rounded numbers

Degree of rounding Maximum error
D + (LS
2D + 0,005
10 +0.05
nearest whole number (nl) +0.5
nearest 10 (nl0} t5
nearest 100 (n100) + 50
nearest 1000 (n1000) + 500
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12.

13.

Thus, for example:
i 64.23 (2D) = 64.23 + 0,005 = [p4.225,64.235];
i, 12(n1) =12 +0.5=[11.5125];
iii. 7RO (n100) = 78400 + 50 = [78350,78450];
iv. 24.6(35) = 24.6 (1D} = 24.6 + 0.05 = [24.55,24.65);
v. 1530 (35) = 1530 (n10) = 1530 + 5 = [1525,1535].

Errors in expressions
An arithmetic expression is any combination of numbers and arithmetic operations

(+, - x and =), .
For example: 12+6, (42613 and %
If all the numbers involved in an expression are exact, then the expression will be
able to be evaluated exactly. If, however, at least one of the numbers involved in
an expression is subject to an error, then the value of the expression itself will be
subject to error.

are examples of arithmetic expressions.

As an example of identifying the range of error involved in the value of an expres-
sion, suppose the first of the above expressions, 1246, is to be evaluated, where both
12 and 6 have been rounded to the nearest whole number,

MNow, 12 can be represented as [11.5, 12.5] {where 11.5 is the least value and 12.51s

the greatest value).

Similarly, 6 can be represented as [5.5, 6.5] (where 5.5 and 6.5 are the least and

greatest values respectively).

So that:  the least value of 1246 = least value of 12 + least value of 6
=11.5+55 =17

Similarly, the greatest value of 12 + 6is 125+ 6.5=19

Therefore the range of possible values tor 12 + 615 [17,19].

Finding the range of values for the multiplication of two numbers (each subject
tor an error) follows a similar line, but the rule for subtraction and division needs
special consideration. The following section gives the rules for these four basic
operations.

Error rules

The range of error for the addition, subtraction, multiplication and division of two
numbers, each of which is subject to error, is now given.

Lm_r T E— aa r—u.m

Ranges of error

If the value of the number X lies in the range [a, b] and Y lies in the range [¢, d],
then:

X + Y lies in the range [a + ¢, b + d]
X = Y lies in the range [a = ¢, b = d|
X =Y lies in the range [a-d, b -]
X + Y lies in the range [a + d, b + ¢]
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3 Data and their accuracy

As examples of the use of the above, suppose that X has value 12 (01} and Y has

value 5 (£ 1) We can write X =[11.5,12.5] and Y = [4,6].

Theretore, X+ Y =[115125] + [4,6] = [11.5+4,12.5+6] = [15.5,18.5]
XxY=[11.5125] x [4.6] = [11.5x4,12.5x6] = [46,75]
X -Y=[115125] - [4.6] =[11.5-6,12.5-4] = [5.5.8.5]
X+ Y= [11.5125] + |4,6] = [11.5+6,12.5+4] = [1.92,3.13] (2D}

The least and greatest values of any expression can now be calculated. The tech-
nique is to work through the expression, bit by bit, obeying the above rules.
Remember, however, to obey also the usual rules of arithmetic when working
through the expression (L.e. "x” and *+" are considered before “+” and *~', and brackets
to be evaluated first), sometimes known as the ‘BODMAS’ rule. Examples 3 and 4

demonstrate the technique.

14. Example 3 (The range in which the value of an arithmetic expression lies]

Qluestion

Calculate the range of pﬂﬁﬁih]t" values for the E-xprmﬁiﬂn: M

term has been rounded.

Answer

4.12 is measured to 21 = 4.12 + 0,005 = [4.115,4.125];

8.3 is measured to 1D = 8.3 + 0.05 = [8.25,8.35];

0.8 is measured to 1D = 0.8 + Q.05 = [0.75,0.85).

Thus the expression can be written as:

[4.115,4.125] + [8.25,8.35] [4.115+8.25,4.125+8.35]
[0.75,0.85] [0.75,0.85]
[12.365,12.475
[0.75,0.85]

[12.365 12.475

T _[]'?'3_] (division rule)

= [14.55,16.63] (2D).

15. Example 4 (The value range for an expression in a business situation)

Gluestion

. where each

A machine can produce 2000 (+ 25) items per day, each of which can weigh between
5 and 7 grammes. At the end of each day, the production from eight similar
machines is loaded into at least 10 (but no more than 15) equally weighted shipping
crates. Find the lower and upper limits of the weight of one loaded crate (to the

nearest gramme).
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Answer
Number of items produced per machine = 2000 + 25 = [1975,2025].
Total wei j_r;ht of production per machine per day
= [1975,2025] = [5,7]
= [1975x5,2025x7] (using multiplication rule)
= [9875,14175] grammes.
Total weight of production per day from eight machines
= 8 x [9875,14175]
= [79000,113400] grammes.

Therefore, the weight range of one loaded crate

[I-"-.-ilﬂl'.ll] H'Hl'.lﬂl
NiE

[ 79000 113400

TR ]{1151’:15.,* division rule)

= |5267,11340] grammes (n1).

16. Fair and biased rounding

Only tair rounding has been considered so far. However, sometimes rounding is

pertormed in one direction only. For instance:

. When people’s ages are quoted (in years), they are usually rounded down.
Thus, if someone’s age was given as 31 vears, their actual age could be as low as
31 years and 0 davs or as high as 31 vears and 364 days.

ii. Suppose a job in the factory needed 83 bolts and the stores only issue bolts in
sets of 10. Clearly the 83 would be rounded up to 90. In this, and similar situa-
tions, rounding would be performed upwards, since the tendency is to slightly
overstock rather than to understock (and run the risk of not being able to satisty
the requirements of a job or a customer order).

This is called bigsed rounding. Maximum errors involved in biased rounding could
be up to twice the size of the errors involved when using fair rounding. For example,
an age quoted as 25 {(which will have been rounded down) could be representing an
actual age which is as high as 25 years and 364 days. In other words, the maximum
error {(to all intents and purposes) is 1 year. Compare this with a maximum error of
only (L5 years {either + or -} which would have resulted from fair rounding {i.e. to
the nearest year).

A similar table to that shown for fair rounded numbers (in section 11) can be drawn

up for biased rounded numbers and is shown in Table 3.

31



3 Data and their accuracy

Table 3 Maxinmim errors i bigsed roninded nunibers

Maximum errors in biased rounded numbers

Degree of ronwndimg

Maximum error

aD + (L1
2D + LN
1D 0.1
lowest or highest whole number + 1
lowest or highest 10 + 10
lowest or highest 100 + 100
lowest or highest 1(60)

+ 1000

17. Compensating and systematic errors

a} When numbers are rounded fairly, the errors invelved are known as compen-
sating errors. This name is used because, in the long run, we would expect
halt the errors to be on one side (i.e. negative) and half on the other (positive),
compensating for each other. For example:

Tostal
15123 23375 32914 7a089 23547 171048
15000 23000 33000 Te000 24000 171000

Real value

Rounded value
(nearest 1000))

Error +123 +375 -H6 +89 453 +45

When numbers subject to compensating errors are added, the errors should
(roughly speaking) cancel each other out, leaving the total relatively error-free.
This can be seen from the above data, where the relative error in the rounded
total

48
= X
171000
= 0.3%.

b} When numbers are subject to biased rounding, the errors involved are known
as systemalic {or biased or one-sided). The example below shows the numbers
used in a) rounded down.

100

Total
15123 23375 32914 76089 23547 171048

15000 23000 32000 76000 23000 169000

Eeal value

Rounded value
(lowest 1000)

Error +123 4375 4914 489 +547 +2048
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When numbers subject to systematic errors are added, the errors quickly accu-

mulate in relative terms. The relative error in the total of rounded values above is
2048 - - . . . .

— % T = 12.1% {much higher than the (1L.3% obtained ina)).

169000 * f | Bhe n the v L5

Types of errors in numbers

Compensating errors are the errors involved when numbers are subject to fair
rounding. Totals of these type of numbers will be relatively error-free,
Systematic errors are errors involved when numbers are subject to biased
rounding. Totals of these type of numbers will have a relatively high error.

18. Example 5 (Effects of adding numbers subject to compensating /
systematic errors)

Cluestion

The number of minor industrial accidents of a particular type reported per month
over six successive months were 41, 62, 87, 9%, 32, 39. Calculate the absolute
and relative errors for the six-monthly totals of rounded figures, if rounding is
performed: {a) to the nearest 10 (b) to the highest 10 (c) to the lowest 10,

Answer

The calculations are shown in Table 4.

. Absolute error .
MNote: Relative error = — b )
Total of rounded values

The relative errors in the totals of the two columns subject to systematic errors can
be seen to be approximately ten times the relative error in the total of the column
subject to compensating errors.

Tuble 4
Rounded to the Rounded to Rounded to
True nearest 10 (subject to the highest 10 the lowest 10
values compensating errors)

(subject to systematic errors)

41 40 Sk |

(2 Gl 70 il

87 an o |

iy a0 104} Kl

32 30 40 3

39 40 4 3

Totals 357 360 390 330
Absolute errors +3 +33 =27

Eelative errors +{LE +8.5% —8.2%
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19. Avoiding errors when using percentages

Percentages are normally used with business statistics in order to eliminate actual
units so that comparisons can be made. They are particularly useful for measuring
increases (or decreases) in sets of values, bul care must be taken when calculating
and interpreting them. The following three notes highlight areas where errors in
calculation or interpretation often occur.

a) Do not confuse percentage and ackual values. As an example:

_Numl:ufr of new orders Absolute Percentage
inCrease Increase

Period T  Period 2

Firm A 10 ol 40 400
Firm B 350 451 101 29

Notice that although firm A has a smaller actual increase in orders, its percentage increase is
much larger than that of firm A since it is based on a very small period 1 value.
b) When calculating percentage increases imvolving a sef uf ilues over fime, the base fime
period for the increase must be clearly slated.
As an example:

Year 1 2 3 4

Number unemploved 200,000 252,000 310,000 376,000

i. % age increase in year 2 (based on year 1) = 252,[:;31—0233,{!][} = 100%
= 26%
"t age increase in year 3 (based on year2) =23%
% age increase in year 4 (based on year 3) = 21'%
ii. % ageincrease in year 2 (based on year 1) = 26%
Ut age increase in year 3 (based on year 1) =355%

% age increase in year 4 (based on year 1) = 88%
¢} Percentages should not be added (or averaged) in the usual way, since each is normally
derived from a different base. An overall percentage must be calculated using
grand total figures. Table 5 gives an example of this.

Table 5 Calculating an average percentage

Units of cutput
Percentage increase
Year 1  Year2
Factory A 30,000 30,500 1.7
Factory B 15,000 16,000 6.7
Factory C 16,000 20,000 25.0
Total 61,000 B6,500 9.0
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Motice that the overall percentage increase in output has been calculated on 66,500

compared with the previous 61,000, and NOT a combination of 1.7, 6.7 and 25.0,

Summary
a) Data can be classified:
i. by source - primary or secondary
il. by measurement - numeric or non-numeric
iil. by preciseness - discrete or confinuous

iv. by number of variables - univanate (one variable} or bivariate (kwo vari-

ables) or multivariate (many variables).

b} Discrete data can be measured precisely and progresses from one value to

another in definite steps. Continuous data cannot be measured precisely.

‘Fair” rounding is the process of rounding either up or down according to the

value of the first digit of those that are ignored. Rounding can be performed by

decimal place or number of significant digits.

Errors in data can be uncontrollable (and only minimized by organisational

methods) or planned (by rounding).

Errors in numbers can be described using:

i. intervals, giving the lowest and highest possible values that a number can
take, in the form [a,b];

ii. estimates, giving the maximum absolute error, in the form estimate +
eITor;

iii. estimates, giving the maximum relative error, in the form estimate +
errori,

A number that has been rounded can be put into any one of the forms given in

e) above. Any arithmetic expression involving at least one number subject to an

error will itself be subject to error.

If X = [a,b] and Y = [c.d], then:

X+Y = [a+c,bed); XY = [axc,ed];
X a b
A=Y = [o—d b—); i [E ; :_]

Biased rounding is where the rounding is always one-sided (i.e. always up or
always down). Maximum errors involved here are always twice those involved
with fair rounding.

Compensating errors are made when numbers are rounded fairly and always
have relatively small totals. Systematic errors are made if the rounding is biased
and they have relatively large totals.

Student self review questions

L ke

ks

What is meant by discrete data? Give some examples, [3]
What is meant by continuous data? Give some examples. [4]
Give an example each of univariate and bivariate data. 5]

What is fair rounding and what are the two main conventions used to display

rounded values? [6]
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3.

22.

I~

Give some examples of ‘'unpredictable’ errors in data and say how they might be
minimized, [7]

Describe an ‘approximate’ number and give its three main forms. [9]

Explain what biased rounding means and give some examples. [16]

What is the difference between a compensating and systematic error and how do
they affect the totals of approximate numbers? [17]

Why cannot percentages be added or averaged in the normal wav? [19]

Student exercises

MULTI-CHOICE. Which one of the following would constitute a set of discrete

data?

a) Time taken to travel to work each day over one year.

b} Wu:-ighls of a consignment of tins of plum tomatoes.

c} MNumber of cars passing a census point each minute over a 3-hour period.

d) Age of applicants applying for catering jobs over a 3-month period in a large
hotel chain.

MULTI-CHOICE. The value B.2 has been rounded to 1 decimal place while 16 has

been rounded to the nearest whole number. What is the largest value that the sum

of the two numbers could possibly be?

a) 2475 by 2450 «¢) 2430 d) 24.25

Classify the following sets of data in as many ways as possible.

a) The times that a number of separate jobs have taken to complete.

b} The job title and number of years experience of a sample of office workers.

¢) The location and number of emplovees of a set of textile firm's head offices.

d} The departments to which a set of employees belong,.

¢} The average weekly wages of manual and non-manual workers broken down
by sex and industry over three separate years.

Round the following numbers to the level stated.

a) E£148.356.78 (nearest £10)

b} 23,345 tons {to nearest 1000 tons)

cl 3245 mm {11}

d) £16.42 (to nearest £)

¢} 23 months (to highest 10 months)

f}  E£18,625 (to lowest £100).

MULTI-CHOICE. Systematic errors are made when:

a} numbers have been rounded fairly

b) numbers have been rounded in a biased fashion

¢) numbers have been obtained by stratified sampling

d} numbers have been obtained by systematic sampling

MULTI-CHOICE, Two groups of stock products, Kappa and Lambda, are valued.

Kappa is valued at £100,000 + 5% and Lambda at £200,000 £ 10%. The maximum
percentage error in the combined stock valuation of £300,000 is closest to:

ay 7 by 8% ¢ 10% d} 15%
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10,

1.

Give a range of error, in the form [a,b]. for the value of the following expressions:

a) 143 (2 4)+ 56 (+ 3).

by 12(1)x4(£1)+ 27 (+4).

) 31.40(1D) +12.23 (2D = 11 {n1) to 2D,

d} {314 (1D} + 12.23 (2D} = 11 {n1) to 2D.

o) 140 (n10) — 130 (n10)
14 (nl) + 13.2(1D)

A businessman estimates that he can buy 200 (£ 20) tables at a cost of £15 (£ £1) each

and sell them at £18 (= £2) each.

a) Calculate his estimated {expected) profit on the whole deal.

b} Give a range of values within which his total profit will lie.

A firm works a nominal 38-hour week but with overtime and short time its actual

working week varies by as much as 1 hour from the nominal figure. The firm

produces 50 {1 2) articles per hour. The production cost and selling price are £2

and £3 per unit respectively, rounded off to the nearest 10 pence. Assuming that all

production is sold, calculate the following,

a} The range of production per week.

b 200,

b} The range of:

. weekly production costs

. weekly revenue.
¢l The range of weekly profit.
d) The expected weekly costs and hence the minimum and maximum percentage

profit to 1D (based on expected costs).
In a single financial vear, a building society lends £75 million (25) to house buyers.
The ratio of lending to income for the society for the year is 71.4% (1D). Calculate
the range of income (to the nearest £1000) for the society over the year.
The stock movements of a particular stores item over a quarter is given below:
Given that deliveries have been rounded to the lowest 10, issues have been rounded
to the highest 10 and the balance at January 1st is exact, calculate the range of values
for the balance of stock at April 1st. What is the expected balance at April 1st?

Birlance at fanuary 1sf: 33
eliveries  lssues

January ta i} W
February 116 )
March 140 130
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4 Frequency distributions and charts

1. Introduction

This chapter is concerned with the organisation and presentation of ‘numeric
(univariate)’ data. It describes how numeric data can be organised into frequency
distributions of various types, their graphical presentation and their interpretation
and use.

2. Raw statistical data

Before the data obtained from a statistical su rvey or investigation have been worked
o the],r are known as raw dafa. Table 1 g'we;. an exXam p]q: of a set of raw data.

Table 1 Hours worked by employees

E

Hours worked in one week by employees in
a company’s production department
46.3 45.1 45.6 456 461 450 43.5 392 39.2 39.1
302 423 3946 395 389 444 434 432 438 391
44.2 435 42.0 43,1 424 424 428 429 431 398
41.3 400 39.6 39.7 421 398 443 462 413 408

3. Data arrays

Raw data normally yield little information as they stand. This is particularly true
if there are many hundreds or even thousands of data items. One simple way of
extracting some information from the data is by arranging them into size order.
This is known as a data array. The raw data of Table 1 have been arraved and are
shown in Table 2.
Table 2 Ratwe data of Table 1 put into an array

380 391 391 392 392 392 395 396 396 397

398 398 40.0 40.8 41.3 41.3 42.0 421 423 424

424 428 429 431 431 432 434 435 435 438

442 443 44.4 450 451 456 456 461 462 403

Certain information can now be identified from the table. For example, the lowest
number of hours worked is 38.%; the highest is 46.3. A typical number of hours
worked could be gquoted as 42.4, since this value lies half way along the array.

4, Simple frequency distributions

Some sets of raw data contain a limited number of data values, even though there
may be many occurrences of each value. In this type of situation, the standard form
into which the data is organised is known as a simple frequency distribution. A simple
frequency distribution consists of a list of data values, each showing the number of
iterns having that value (called the freguency). This type of structure is normally
applicable to discrete raw data (i.e. where values have usually been obtained by
counting), since data values are quite likely to be repeated many times, A simple
trequency distribution is not normally suitable for continuous data (i.e. where
values have been measured), since the likelihood of repeated values is small.
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4 Frequency distributions and charts

Example 1 shows a simple frequency distribution and its interpretation. Example
2 demonstrates how a simple frequency distribution is constructed with the aid of
a tally chart, which is used to record the occurrence of repeated values systemati-
cally.

5. Example 1 (Simple frequency distribution and its interpretation)

The l'n]lnwing .qimp]c Fr::qu.:'n::_y distribution resulted from cxaminlng the time
cards of the employees of a firm for one complete mionth,

Mumber of days late forwork 00 1 2 3 4 5 6 7 8
NMumber of emplovees 45 5218 11 5 2 4 0 1
In this case, ‘number of days late for work” is describing the data and "'number of
employees’ is the frequency of occurrence of each value. This distribution gives
certain useful information about the nature of absences for the employees. For
example:
i. the majority of employees were late for work at most on only one day during
the month;

ii. very few employees were late more than four days in the month;
iii. the most common number of days late for work was 1;
iv. noemployee was late for work more than 8 times.

6. Example 2 (Consiructing a simple frequency distribution with a tally char]

Question
The following data record the number of children in the families of the 47 workers
in a company.
113 202 012 213 524 002 411 220
300 213 602 103 222 100 113 14

Compile a simple frequency distribution table for these data, using a tally chart.
Answer
The tally chart in Table 3 has been constructed by examining each value and
recording its cccurrence with a stroke and from this the frequency distribution
table, shown as Table 4, has been constructed.
Tables 3 and 4

Tally chart F FequUency distribition fahle
Mumber of

Data Tally Total children in Mumber of
value marks f farnily workers

0 TG 11 0 1

1 M b oy 12 1 12

2 TN 13 3 13

3 (i | f 3 &

4 n 3 1 3

> 1 5 i

6 I 1 W] 1

3w



4 Frequency distributions and charts

7. Grouped frequency distributions

The main aim of a frequency distribution is to summarize numeric data in a logical
manner that enables an overall perspective of the data to be obtained quickly and
easily.

When the number of distinct data values in a set of raw data is large {20 or more,
say), a simple frequency distribution is not appropriate, since there will be too much
information, not easily assimilated. In this type of situation, a grouped frequency
distribution is used. A grouped frequency distribution organizes data items into
groups (or classes) of values, each showing how many items have values included
within the group (known as the class frequency). Note however that once items have
been grouped in this way, their individual values are lost. This is the cost of a better
perspective of the data,

Grouped Frequency Distribution

A grouped frequency distribution summarises data into groups of values, each
showing the number of items having values in the group.

Note: individual data values cannot be identified with this type of structure.

There are various ways of forming the groups. Some of these are described in the
following examples.

8. Example 3 |(llusirations of grouped frequency disiributions)

a) The values of propertics handled by a property dealer over a six-month period. These
data are shown in Table 5. Notice that the value 15 (£000) is included in the
second group but net e first. Any value up to bt excluding 15 (£000) is catered
for, (with a practical upper limit of £14999.99}, An equivalent way of describing
the classes would be *10 but under 15°; 15 but under 20°; ... and so on.

bl The distribuition L!f Hig Jq*!!ll.;ﬂ;! qlf'.'r'f' .e'!,I'-rSr :-hlr!!pl':' :{fl’h:!:i debis (:ff.:! COMpPany. These data
are shown in Table 6. In this distribution there is a gap between the upper limit
of the first group (5} and the lower limit of the second group (6) and the same is
true of the other groups. Since data values between 5 and 6 are thus not catered
for, it must be assumed that the data has been measured to whole numbers

only.
Tables 5and 6
Value of property Number of
(£ properties
Number of Mumber of
10 and less than 15 3 working days bad debts
15 and less than 20 & 1-5 44
El_‘l and less than 25 14 6-10 50
25 and less than 30 21 11-15 42
3(3 and less than 35 33 16-200 57
35 and less than 40 19 21.95 16
40 and less than 45 a
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4 Frequency distributions and charts

¢} The range of weekly income of a sample of 1000 accountants. These are shown in
Table 7. Notice that the first class has no defined lower limit and the last class
has no defined upper limit. These are known as open-ended classes and are
normally included where lower and upper limits are either not known or may
change with time or circumstances.
Table 7 The range of weekly income of a sample of 1000 accountants

Range of income (£) mgmﬁ:l:g:n
under 100 116
100 and under 120 29
120 and under 150 154
150 and under 170 142
170 and under 200 159
200 and under 250 186
250 and over 124

9. Definitions associated with frequency distribution classes

a) Class limits are the lower and upper values of the classes as physically described
in the distribution.
Table 8 Class limits and boundaries

Class
Uto
Lower boundary =95 - - Upper boundary = 19.5
Lower limit = 10 ———— 10 t0 19|, Upper limit = 19
Lower boundary = I*}.EH,__H e Upper boundary = 29.5
Lower limit = 20 ———| 20 t0 29 |--— —— Upper limit = 29
30 to 39

b) Class bowndaries (sometimes called mathemabical limits) are the lower and upper
values of a class that mark common points between classes, The class struc-
ture and descriptions in Table 8 demonstrate the difference between limits and
boundaries. Notice that the upper boundary of one class coincides with the
lower boundary of the next class. Where there is a gap in the values between
classes (i.e. between 9 and 10, or 19 and 20, etc, as in the structure demonstrated
above), the boundaries must be fixed at exactly half way along the gap. Even
if the data being described is discrete {counted), boundaries still exist (albeit
artificially) and need to be identified, since they are used in later statistical
analyses.

Sometimes limits and boundaries will coincide, as in the structure “12 and up to
13,13 and up to 14, "14 and up to 15, ... etc.
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c) Class widths (or lengths) are the numerical differences between lower and upper
class boundaries {and not class limits).
d) Class mid-points are situated in the centre of the classes. They can be identified
as being mid-way between the upper and lower boundaries {or limits).
For example: Class 10 to 19 has a mid-point of 14.5 (not 15); class width
10 (19.5 minus 9.5)
Class 20 to 29 mid-point = 24.5; class width = 10
Class 30 to 39 mid-point = 34.5; class width = 10 ... etc.
However: Class 30 and up to 40 has a mid-point = 35; class width = 10
Class 40 and up to 530 mid-point = 45; class width = 10
etc.
A particular use of class mid-points is in estimating the totals of all the items
lving in the class. This can be done by multiplying the class mid-point by the class
frequency. Thus if a class is described as 10 to 20 (mid-point = 15) with a frequency
of 6, an estimate of the total of all the items in the class is 15=6 = 90,

10. Rules and practices for compiling grouped frequency distributions

The following list gives the rules that frequency distributions should obey in order to

present data logically and consistently.

a) All data values being represented must be contained within one (and only one)
class. Thus overlapping classes (such as "10-15", "14=18", "17=21", ... etc in a single
distribution) must not occur. Also, the combined set of classes must contain all
thems.

So that, for instance, the set of classes "10-14", "15-19%, "20-24", ... etc:

. would be suitable for data measured as whole numbers, but

ii. would net be suitable for data measured to one decimal place since, for
example, there is no provision for accommodating the value 14.6 in the
abowve structure.

b} The classes of the distribution must be arraved in size order. For example,
Tables @ and 10 show the same set of data, but arranged ditferentiy.

Tables 9 and 10 Descriptions of frequency distributions

NOT ACCEPTABLE

istnce classes are not
ACCEPTABLE arranged in size order)

Range of data Frequency Range of data Frequency

10and up to 15 2 10 and up to 15 2
15 and up to 20 12 3and up to 40 A
20 and up to 25 31 20 and up to 25 31
25 and up to 30 27 15 and up to 20 12
30 and up to 40 B 25 and up to 30 27
40 and over 3 40 and over 3

The following list gives the characteristics that demonstrate good practice when
describing frequency distributions,
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cl

d)

There should normally be between 8 and 10 classes in total, with not less
than 5 or more than 15. Too few classes are thought not to give a good overall
summary of the nature of the data. That is, there is too little information being
shown. On the other hand, too many classes normally give too much informa-
tion to c:ampruhend quickly the overall nature of the data.

Class descriptions should be easv to assimilate with ranges that naturally
describe the data being presented. Thus, for instance, annual salaries could be
presented in classes of £500, £1000, £2000 or £500:0,

As mit examiple of bad practice, Table 11 shows a distribution, obtained from the quality
control department of a manufacturing company, describing the number of rejects
found in each of 180 batches of components.

Tables 11 and 12

Number of Number of

rejects batches
13t 17 20 10 ko 19 10 and up to 20
18 to 23 31 20to 29 20 and up to 30
24 to 32 40 30 o 39 30 and up to 40
33 to 43 32
44 to 47 27
48 to 54 15
55 to 6l 7
61 to BY 3 s correct s notb strictly correct

The information contained in the data is difficult to assimilate, since the lower
and upper limits of classes follow no regular pattern and classes are of differing
widths.

)

f)

Discrete data should be represented within classes having limits which the
data can attain. For example, when representing discrete (counted data), the
right hand structure in Table 12 will generate errors when calculating statistical
measures (covered in chapters 15 to 200,

Frequency distributions having equal class widths throughout are preferable,
but where this is not possible, classes with smaller or larger widths can be used.
Open-ended classes are acceptable only at the ends of a distribution.

When comparing two frequency distributions having the same class structure
but different frequencies, it is often more illuminating if the actual frequencies
are expressed as percentages (or proportions) of their respective totals, These
adapted distributions are sometimes known as relative frequency distributions,

11. Formation of grouped frequency distributions

Given a set of raw statistical data, there is no single grouped frequency distribution
which is uniquely ‘correct’ in representing them; many different structures of classes
could be set up to describe the data. As long as the rules and practices given in the
previous section are adhered to, the resulting frequency distribution will normally
be acceptable. The way that classes of a grouped frequency distribution are arrived
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at is not important {and not particularly looked for by an examiner). However, the

following procedure gives a step-by-step approach to forming the classes.

STEP1  Calculate the range of values covered by the data, ignoring (if neces-
sary and only temporarily) any extreme values at either end of the data
set. The range is calculated as the highest value minus the lowest value
(after extremes have been temporarily ignored). The identification of
extreme values is a matter of judgement and / or experience.

STEP2  Divide the range obtained by 10, and adjust this value upwards to obtain
a standard class width for the distribution which is appropriate for the
data concerned. Class widths of 1, 2 or 5 {or multiples, such as 10, 20 or
50 etc) are best, since these will span bands of values that form natural
groups and are easily comprehended.

STEP3  The distribution classes can now be constructed. The first class should
contain the lowest value (ignoring extremes) and the last class should
contain the highest value, If any extreme values are present, they can be
taken account of by making the first and/or last class open-ended.

STEP4  The frequency distribution table can now be formed, using a tally chart.

Example 4 demonstrates the use of this procedure.

12. Example 4 [Forming o grouped frequency distribution)
Question

The data in Table 13 on the opposite page describe the number of orders received
b:r' a company ecach week over a ]:H:r'md of Enrl::.-' wiieks, Cu:rn]:lih: a frequq:nc:.-' distri-
bution.

Answer

STEP 1 Lowesl value = 9; highest value = 46. Range = 46-9 = 37,

STEP2  Class width = % = 3.7, which is adjusted upwards to 5.

STEPS 3 and 4
The structure of classes is shown in Table 14, which has taken into
account that the data is discrete and the first class must contain 9.

13. Histograms

A frequency distribution can be represented pictorially by means of a histogram.
A histogram is a chart consisting of a set of vertical bars and is constructed as
follows.

a) Each bar represents just one class; the bar width corresponds to the class width
and the bar height generally corresponds to the class frequency (this point is
described in more detail in section 28 b)).

b) The bars are joined together (reinforcing the fact that classes have common
boundaries).

¢} The vertical axis (representing frequency) and the horizontal axis (representing
data values) must both be scaled and labelled clearly.

d) The chart as a whole must have a title.
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Tables 13 and 14 From original data fo frequency distribution

24 13 28 15 25 29 15 46
9 10 17 22 23 17 16 32 |
11 12 18 20 13 27 18 22 |
20 14 26 14 19 19 40 31 |
72123 26 18 24 21 27

SR gbe13  Numberof orders  Number of

receivied weeks
5-9 1
g 10-14 7
5-90 | : 15-1%9 11
10 - 14 1 : 20-24 10
15-19 (0 : 25-249 7
20-24 [N : Mr-34 2
25-29 (I i 35 -39 0
-3 | 40 - 44 ]
35-39 _ 45 -49 1
40-44 | Total 401

45-4 1 i Table 14

Figure 1 shows a histogram for the simple frequency distribution of days late for
work from Ifxamph: 1, while ]"iHuﬂ_- 2 shows a hiﬁtt'rh'- ram for the gi‘L'rLl]:l-L‘d t'I'EqIJL‘IlE}’
distribution of weekly orders, compiled in Example 4.

Figure 1 Histogram for number of days late for work

Number of days late for work
Number of
Employees
i) —

50

400 -

&L

201

11— MNumber of
Days Late

e

0 1 2 3 4 5 6 7 8

Two frequency distributions having the same class structure can be compared
using histograms only if the two respective sets of bars are drawn and shaded very
carefully. This technigue is demonstrated in Example 6.
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Figure 2 Histogram for number of orders

Number of orders received by
Number of a company over 40 weeks

Y Weeks
12
10
E ]
(&
4
i
F Number y?_rf E:crderﬁ
Bl [ Per Wee
5-9 15-19 25.29 35-39 45-49

10-14 20-24 30-34 40-44

14. Example 5 (Displaying a frequency distribution by means of a histogram|

The values of properties handled by a property dealer over a six-month period
(from Example 3) are displayed using a histogram and are shown in Figure 3.
Figure 3 Values of properties handled by a dealer

The values of properties handled
RS by a dealer over a six-month period

Properties

30+

25

20—

154

10+

— Value of
S Ty
10 15 20 25 30 35 40 45 &llﬁv
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15. Example 6 (Comparison of frequency distributions using comparative
histograms)
Question

The values of the orders received for two separate companies over one financial
year are given in Table 15 below, Compare the two distributions diagrammatically
and comment on the results.

Table 15 and Figure 4 Values of ovders veceived from tiwo companies

The values of orders received in one year for two companies

Percentage of orders

Value of order (£)
Company A Company B

100 and under 200 7 1

200 and under 300 13 4

300 and under 400 35 10

400 and under 300 19 16

500 and under 600 16 27

B0 and under 700 10 21

700 and under 500 - 11
;....... [P ra s are t e i m B 1 [T H’tH]End und":rqm - ?
Percentage - 900 and under 1000 - 3 i
of orders : Tabl :I 5
. able
30 Cum[:a ny A .
Company B
i 20 S
10 -
i ) ‘ Value of

J_ order (£)
: 100 200 300 400 500 600 700 800 900 1000
Answer

The two distributions are compared, using comparative histograms, in Figure 4.

It can be seen from the histograms that company B’s orders are generally higher in
value than those of company A. Also, company B's orders are spread over a greater
range of values (£100 to £1000) than company A’s (£100 to 700), and thus they are
less consistent. Note that this method of comparison of two frequency distributions
is acceptable only when the "shapes’ of the two distributions are different (as in the
above case). Note however that if two distributions have frequencies of roughly the
same value, this type of presentation can be confusing.
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16.

17.

Frequency polygons and curves

A frequency distribution can also be represented pictorially using a frequency
polygon. Instead of drawing vertical bars, a line chart is constructed. The description
of a frequency polygon is given below.

a) Each class is represented by a single point. The height of the point represents
the class frequency; the position of the point must be directly above the corres-
ponding class mid-point.

b) The points are joined by straight lines.

¢) The two axes are labelled and described in the same way as those for a histo-
gram and the diagram as a whole must have a title.

A frequency curve has exactly the same structure as that of a frequency polygon

except that the plotted points are joined with a smooth curve.

Frequency polygons and curves can always be used in place of histograms, but are

particularly useful:

i. when there are many classes in the distribution, or

ii. if two or more frequency distributions need to be compared (see Example 8).

Example 7 [Drawing a frequency polygon|

The distribution in Table 16 shows the price charged for exactly the same
commodity by a number of retailers in different parts of the country. Figure 5 shows
a frequency polygon for these data.

Mote that, for both polygons (and curves), the first and last plotted points can be

joined to the horizontal axis, as has been done in Figure 5.

Table 16 and Figure 5 Unit price for a commodity

Prices charged by retailers
for a commodity

40 INumber
| of
Price charged Number 5,
per unit (£) of retailers
1.00 and under 1.02 3 f
1.02 and under 1.04 16 120
1.04 and under 1.06 28 |
1.06 and under 1.08 30 }
1.08 and under 1.10 25 2107
1.10 and under 1.12 13 h
1.12 and under 1.14 5
L0 T . . —_—
"""" Table 16 ! ;
T 1w 1.05 110 115

Price charged per unit (£)
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18. Example 8 (Comparison of frequency distributions using frequency

polygons)

The two frequency distributions of Example 6 (Table 15) are compared diagram-
matically, using frequency polyvgons. See Figure 6.

Frgure & Frequency polygons for mumbers of orders

Percentage The values of orders received in one
of orders vear for two companies

40

| Company A
30 / \

A
/" Company B
20 ’
,
"'\.\I\I\l
10— ™ /
_ Value of
T, order(£)
0 I R B B B B I BUN Bt

I
0 100 2000 300 400 500 600 700 800 900 1000

19. Cumulative frequency distributions

Any frequency distribution can be adapted to form what is known as a cumula-
tive frequency distribution. Whereas ordinary frequency distributions describe a
particular class of values according to how many items lie within it, cumulative
frequency distributions describe the number of items that have values either
above or below a particular level. Cumulative frequency distributions come in two
different forms, described as follows,

aj

Table 17

Less than distributions. Here, a set of item values is listed {(normally class "upper
boundaries'), with each one showing the number of items in the distribution
having values less than this. Table 17 shows an ordinary frequency distribution
transformed into a cumulative (less than) distribution. Note carefully, in the
case of the transformed distribution, how:

i. the descriptions of classes need to be changed

ii. the frequencies are accumulated.

Actual and cumulative miles fravelled distributions

Miles bravelled Numtwr of Miles travelled Number of
Salesmen Salesmen

100 and up to 200 3 less than 200 3

200 and up to 300 5 less than 300 8

300 and up to 400 2 less than 400 10

400 and up to 500 8 less than 500 18

500 and up to 60 2 less than 600 20
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b) More than distributions. Here, a set of item values is listed (normally class ‘lower
boundaries’), with each one showing the number of items in the distribution
having values greater than this. Table 18 shows the distribution of Table 17
transformed into a cumulative (more than) distribution. Note again how:

i. the descriptions of classes need to be changed
il. the frequencies are formed by accumulating ‘in reverse’.

Table 18 Actual and (reverse) cumulative miles travelled distributions

20.

21.

Miles travelled Number qir Miles travelled Number [!f
Salesmen Salesmen
100 and up to 200 3 mare than 100 20
200 and up to 300 5 more than 200 17
300 and up to 400 2 more than 300 12
400 and up to 500 8 more than 400 10
500 and up to 600 2 maore than 500 2

Cumulative (more than)} distributions occur naturally in situations where length
of life is being measured. For example, in the testing of light bulbs or motor tyre
mileage, where items are tested to destruction.

The frequencies represented in the corresponding ‘more than’ distribution will be
the number of items still “alive” (Le. light bulbs still working) at graded time points.
The frequencies of a cumulative distribution are often expressed as percentages.

Cumulative frequency polygons and curves

Cumulative frequency distributions are graphed using either polygons or curves,

The plotted points for the graphs are identified in the following way.

a) For less than distributions. Accumulated trequencies are plotted against class
upper boundaries.

b) For more than distributions. Reverse accumulated frequencies are plotted
against class lower boundaries.

To form a cumulative frequency polygon, the points are joined with straight lines.

To form a cumulative frequency curve (traditionally called an ogive), the points are

joined with as smooth a curve as possible. These diagrams can be used for estimation

purposes, as demonstrated in Example 9 which follows.

Example 9 (Cumulative perceniage (less than) frequency polygon)

The data of section 19 {Table 17) are shown in Table 19, with the cumulative
frequencies expressed as percentages. Figure 7 shows the corresponding cumula-
tive percentage (less than) frequency polygon.
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Table 19 and Figure 7 Cumulative distribution of miles travelled by salesmen

Travelling distances of salesmen

Percentage 5
+ Miles travelled Salesmen salesmen
less than 200 3 13
less than 300 8 40 -
less than 400 1] Al
less than 500 18 )
¢ less than 600 20 100 ;
mmemmsmmossscsssossesescssooosoooosssses Table 19
* Percentage number
5 of Salesmen
s 100 = .
B0 — /C’
A

40

'"'_Q/ | E | | I

100 200 300 400 500 00 Numberof
miles travelled

=== Figure 7

22. Example 10 (Cumulative [more than) frequency curve)

Gluestion

Draw a cumulative (more than) frequency curve for the distribution given in Table
20 and wuse the curve to estimate the number of new born males who will survive
to 65 years of age. Note that a diagram of this type is often referred to as a surtival
chart.

Hence estimate the proportion of males aged 65 who will survive to age 70.

Answer

The cumulative {(more than) frequency distribution is shown as an intermediate
step in the calculations between the original data of Table 20 and the corresponding
cumulative frequency polygon in Figure 8.
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Table 20 and Figure 8 Construction of suronval charf

Age at death Number App Cumulative
{vears) of males be humibet of
I {vears) _
_ - males alive
0 but under 10 205 i -— -
10 but under 20 585 {} or more 10000
20 but under 30 B 10 or more 9795
30 but under 40 121 20 or more 9737
40 but under 50 53 = 30 or more 9649  —
50 but under 60 1025 | 40 or more 9528
60 but under 70 2249 g 50 or more 9175
70 but under 80 3329 | 601 or more 8150
B0 and over 2572 701 or more 540
Total 10000 | 80 or more 2572

Number of males surviving to a given age

Number of |,

 males Te——

suwhrirllf _

i {thousands)

1 B _
l? et e
6 — .\ Number

sun-'hring

5 — to 65 years -
4 - .
3 — '
2 -~ !

i : Age (years)
1 | T T | | . I
10 20 30 40 50 o0 70 80

R .FIIEHTE' .|":-|'

From the graph in Figure 8, the number of males who survive to age 65 is estimated
as 7100, Also, since 5901 males survived to age 70 (from the cumulative frequency
distribution), the proportion of 65 year-olds who survived to age 70 can be calcu-
lated as 5901/7100 = (L83, That is, 837 of 65 year-olds are expected to survive to
age 70

23. Lorenz curves

A Lorenz curte is a similar type of graph to a cumulative percentage ‘less than'
frequency curve. The important difference however is that, where the cumulative
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‘less than” curve plots cumulative percentage frequency against upper class bound-
aries, a Lorenz curve plots cumulative percentage frequency against cumulative
percentage class totals. A class total for any frequency distribution class is the total
value of all the items belonging to the class.
In examinations, class fofals are normally given if a Lorenz curve is asked tor. If they
are not given however, they can be estimated using: class total = class mid-point x
class frequency.
The procedure for drawing a Lorenz curve, given a frequency distribution, is
shown below.
Procedure for drawing a Lorenz curve
STEP1  Caleulate cumulative percentage frequency (for each class).
STEP2  Calculate cumulative percentage class totals (for each class), using
gither:
i given class totals, or
ii. estimated class totals (as described above).
STEFP3 Plot cumulative percentage frequency {y-axis) against cumulative
percentage class totals (x-axis) as a set of points,
S5TEP4  Join the points, giving the Lorenz curve required,
Example 10 demonstrates the use of this procedure.

Example 11 (Drawing o lorenz curve)

The data in Table 21 overleaf give the values of properties handled by a dealer over
a six-month period. Notice that the frequencies already total 100 and are thus, in
effect, percentages.

Also notice that no class totals have been given, so they need to be estimated.
Table 22 overleat shows the calculations necessary to identify plotted points for the
Lorenz curve, and this is plotted in Figure 9 overleaf,

MNotes on Table 22:

Column (1) — obtained from the given frequency distribution classes.

Column (2) - given.

Column (3) - accumulated column (2) values.

Column (4) — column (1) = column {2}.

Column (5) — column (4) values as a percentage ot column {4} total.

Column () = accumulated column (5) values.

The data pairs from columns (3) and (6) have been plotted and joined to form
the Lorenz curve in Figure 9.

e BNl L

In Figure 9, notice the line of equal distribution which is always shown when a Lorenz
curve is drawn. It is explained fully in the following section.

As with the cumulative polygons and curves considered previously, Lorenz curves
can be used for estimation purposes. The estimate shown in Figure 9 reveals that
the first 4% of properties account for only 307 of total property value.
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Table 21, Table 22 and Figure 9 Construction of Lovenz curve for property values and numbers

Value of property Number of
(EODO} properties
+ 10 and less than 15 2
. 15 and less than 20 6
- 20 and less than 25 14
¢ 25 and less than 30 21 :
+ 30 and less than 35 33
P 35 and less than 40 19
v 40 and less than 45 5
| Total 100 .
o e s me e e e etk ket mn s Tabkle 71
. _C Iﬂ5§ E-'m?L_:cm‘}' Cumulative {t-;i:tt:l‘r itl.':;r Cﬂ?;i!:;;“
¢ mid-points %) % frequency (estimate) (%) total ;
(1) @ 3 @=mw2 (5 o
12.5 2 2 25.0 1 1
17.5 B 8 105.0 3 4 !
3 14 22 315.0 10 14
275 21 43 5775 19 i3 !
325 33 76 1072.5 36 a4 5
375 19 95 7125 24 93 ;
42.5 5 1O 212.5 7 100 |
............................................................................ Tﬂ'h;l:' 22
Lorenz curve of number of
properties against property value
; T Number of
100 properties (%)
50 - Lorenz curve
T
I N\ e |
- i Estimate : :
A Line of equal
/ distribution
40 -----
20=
- Total property
value (%]
T 1T T T T i r 1 1 I
: 20 40 &0 B0 100 -
R R R R R R E AR R A E B AR e h e B o dAE LA RAd ok d e i j.'f'jr“ rar 4
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25. Interpretation and characteristics of Lorenz curves

The previous two sections were concerned with the construction of a Lorenz curve,
Before stating the main purpose of the curve, the following needs to be understood.
Consider an office in which the five employees are all paid the same salary. In
this situation we would have total income earned shared out equally between the
employees. It could be represented diagrammatically by plotting:

Vs of employees 20 40 e0  BOD 100

Yo of total income 20 40 &0 B0 100

which would result in a straight line. This is known as the line of equal distribution
(shown in Figure 9),

|  Aim of Lorenz Curve

The aim of a Lorenz curve 1s to show how the total value of the measurements of
some economic variable is shared out among the subjects or items involved.

This aim can be realised by comparing a Lorenz curve with the line of equal distri-
bution (LED). The further away the Lorenz curve is from the LED, the less equally
the commodity involved is distributed. (There are quantitative techniques avail-
able for measuring inequality of distribution, but they are outside the scope of this
manual.)

Figure 9 showed the Lorenz curve fairly close to the LED, demonstrating the fact
that property values are shared out fairly equally between the properties.

Standard situations where Lorenz curves are used (and often quoted) are distribu-
tions of incomes (both before and after tax), personal wealth, turnover of companies,
GNI of countries and similar monetary data. Example 12 shows the calculation of a
Lorenz curve for a distribution of personal wealth.

26. Example 12 (Drawing a lorenz curve)

Gluestion

The distribution in Table 23 overleaf gives the personal wealth of a certain cross-

section of the population of Great Britain for a particular year. Draw a Lorenz curve

to illustrate this data and use it to estimate:

a) the percentage of total personal wealth that the least wealthy 300 of persons
have at their disposal;

b} the percentage of the most wealthy who command one halt of all personal
wealth.

Answer

Motice that class totals, in this case total personal wealth, are given. Thus they
do not need to be estimated (as was necessary in Example 11). For convenience,
the following abbreviations have been used in the calculations that are shown
in Table 24: f = frequency = number of persons; I' = cumulative f; = values of

class totals = estimate of total personal wealth; V' = cumulative 2.
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Table 23 Personal oealth distribution

Personal wealth Number of persons Total personal wealth
(L} (OO CH) (LK)
(f) {v)
0-—-2000 19 24
2000-5000 26 7.8
SO00-T0000 74 35.5
10000=15000) 41 4492
1500020000 16 25.7
2000025000 8 16.8
25000-50000 5 15.0
50000 and over 1 6.3
Total 190 178.7
Table 24 Lorenz chart workings table
f F F% 4 v Vi

19 19 10 24 24 1
26 45 24 7.8 10.2 6
4 119 55.5 65.7 37
41 1&0) 492 1149 64

79

6.3
B4
16 176 93 257 1406

§ 184 97 16.8 1574 B8
5 189 99 150 1724 96
T 190 100 63 1787 100

FJ'Hm'-' Iy Lorenz cur

Distribution of personal wealth
Percentage of

persons (F7)
101D
- Lorenz curve
BO-| . .
Estimate 2 \

Line of equal distribution

40— |
20— |
|

- , I Percenta

Estimate 1 : of tota

| R r— wealth

zlu 40 &0 a0 100 (V)
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27.

Figure 10 shows the required Lorenz curve as the plots of cumulative percentage

frequency (F%) against cumulative percentage personal wealth (V%)

a) From the graph, estimate 1 gives: when F%=30, V7%=10. That is, the least
wealthy 30% of persons have only 107 of the total personal wealth at their
disposal.

b} From the graph, estimate 2 gives: when V% =50, F%=73. That is, 507 of all
personal wealth is at the disposal of the lower 73%, or the most wealthy 277,

Summary

a) Raw data are data that have not been worked on.

b} A data array consists of raw data that have been arranged into size order.

¢} A simple frequency distribution 15 a list of data values, each showing its
frequency of occurrence. They are normally used to describe discrete data.

d) A grouped frequency distribution splits data values into groups, each one
showing its frequency of occurrence. They can be used to describe discrete or
continuous data.

¢} Frequency distributions summarize data, giving an overall perspective.
However, grouped distributions do not show individual data values.

() i Class limits and boundaries mark the practical and theoretical extent of a

frequency distribution class.
ii. A class width is the numerical difference between class boundaries. A class
mid-point marks the centre of the class.

g} Rules for forming frequency distributions:

1. All data values to be contained in one and only one class.

ii. Classes listed in size order.

Good practice when describing frequency distributions:

i. There should be between 5 and 15 classes.

ii. Class descriptions should be logical and natural for the data.

iti. Equal class widths are preferable.

iv. Express frequencies as percentages when comparing distributions having
the same class structure.

h) A histogram is the main form of pictorial representation of a frequency distri-
bution. It consists of a set of joined, vertical bars, each bar representing a single
class.

i) Frequency polygons are alternatives to histograms. They are line diagrams,
each point plotted representing a single class. They are preferred to histograms
for comparing frequency distributions pictorially.

i) Cumulative frequency distributions tabulate data by how many values lie
below ('less than’) or above ('more than') graded points. The frequencies are
often expressed in percentage terms. They can be represented pictorially using
either polvgons or curves.

k} Lorenz curves show how the total value of the measurements of some economic
variable is shared out among the subjects or items involved. The curve is
obtained by plotting cumulative percentage frequency against cumulative
percentage class totals and compared with a line of equal distribution.
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28.

29,

Points to note

a) Continuous data that has been subjected to systematic errors must be paid
special attention to when frequency distribution classes are drawn up. For
example, if ages have been measured in vears, they will be recorded as 28,
41, 32, etc. However, an age of 28 really means the interval ‘28 and up to but
excluding 29, and so on. Thus if frequency distribution classes need to be
constructed, the form of classes should be:

Iike this NOT like this
10 and up to 20 10 and up to 19
20 and up to 30 20 and up to 29
30 and up to 40 30 and up to 39
et elc
Form (1) Form (2)

However, in an examination, if the classes for this type of data are given in terms of

form (2), they must be treated as if they were in form (1).

b} When a histogram is used to represent a frequency distribution having one or
maore classes of different width to the rest, the ares of the bar {and not its height)
must represent class frequency. This can be ensured if the following procedure
is carried out:

1. Choose a standard class width (normally the one that occurs the most).

|

2. A class having ‘2 times’ the standard width has its bar drawn to < times’ its
class frequency; a class having zl times’ the standard width has its bar drawn to
‘2 times' its class frequency; a class having ‘3 times’ the standard width has its
bar drawn to le., times’ its class frequency; ... and so on.

As an example, the histogram for the distribution in Table 25 is drawn in Figure

11.

Student self review questions

What is a data array? [3]

For what type of data is a simple frequency distribution used normally? [4]

Under what circumstances is a grouped (rather than a simple)} frequency distribu-
tion used? |7

What is gained and lost when a set of raw data is represented by a grouped
frequency distribution? [7]

How do frequency distribution class limits differ to class boundaries? [9]

MName some of the rules and practices that should be followed when constructing
grouped frequency distributions. [10]

What is a relative frequency distribution? [10]
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Table 25 and Fi qure 11 Tahie ir-*::lrkr'Jrgr: did Jn'.-:f:!g Fitm _iF:Jr Jrer;mEI clivss widfhs

10.

11.

12.

R
5 0 and up to 5 1 (=2} =2
5 3 and up to 10 3 (= 2) =6
10 10 and up to 20 11 11 i
10 20 and up to 30 25 25—
10 30 and up to 4 41 41 i
10 40 and up to 50 36 36
11 50 and up to 60 16 16
30 6l and up to 90 15 (= 1/3) =3
) 9 and up to 150 9ix1/00 =15

.................... o e Tl 75

Histngram for a frequenc distribution

; having unequal class widths

40 | Frequency [

30

NOTE: Class frequency is
20} A being represented by bar
areg (not bar height)

10

I : Value

I | | 1

| I
20 40 i) 80 HE 120 140 160

Figure 11

What is a histogram and how is it constructed? [13]

Under what circumstances might a frequency polygon (or curve) be used in prefer-
ence to a histogram? [16]

What is the difference between a ‘less than” and ‘more than” cumulative frequency
distribution? [19]

Describe precisely what points need to be plotted in order to obtain a cumulative
percentage (less than) frequency polygon. [20]

What does a Lorenz curve aim to show? [25]

What is the “line of equal distribution’ with respect to a Lorenz curve? [25]
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30. Student exercises

1.

L

i1

A large furniture removal company charts the availability of its vans on a daily
basis. The following data give the number of vans not available for all or part of a
day, each working day, over a sixty day period.

11 4 201 00211 1 00 235 2 21
I3 1011170221 32101 3 55
1 1 3 2 4 1

8 3 1 32201 31 1 0 0 O
Compile a simple frequency distribution, paying attention to labelling. Comment
on the results.

The following frequency distribution shows the number of components produced
on a particular production line each day, over a sixty day period.
Number of components 500 to 520 520 to 540 560 to 580 540 to 560
Number of days 6 47 4 3

Criticise the structure of the distribution, suggesting improvements.
Over a number of production runs, the following distribution gives the number of
items that were rejected.

Mumber of rejects Otod  5t09  10tol19 20to29% 30todd

Number of runs 12 28 9 7 2

a)  For each class, write down the:
i. lower and upper limits 1. lower and upper boundaries
iii. class width iv. mid-point.

b} Estimate the total number of items rejected over the 58 runs.
A sample of 60 bolts is taken at random from a production line, The measurements
of their diameters (in mm) are:

194 206 215 199 2.0 207 210 212 218 20

203 197 197 206 2.04 2202 202 199 200 202

205 209 195 216 207 198 202 204 200 220

1.91 204 202 230 220 220 196 211 215 223

211 208 199 190 205 203 212 201 209 214

221 196 214 258 214 202 202 214 116 209

Compile a grouped frequency distribution for these data.
Draw a histogram to represent the sales of men’s shoes in a department store over a
particular period:
Size 5 6 7 8 910 11 12
Sales 3 6 17 20 28 14 8§ 4
The time spent by cars in a car park in one day is given by the following distribu-
tion.
a) Draw a histogram for these data.
b) Estimate the daily total number of hours spent by all cars in the park during the
day.
¢) Given that there are 400 parking spaces in the car park and it is open from 8.00
a.m. to .00 p.m., estimate its percentage utilization.
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7.

10.

Time parked (hrs) Number of cars
! )

up to 1 452

I and up to 2 737

2 and up to 3 b6
3and up to 4 121
4 and up to 5 ]
Sandup to b 37
& and up to 7 24
7and up to 8 16
Band up to 9 9
Yand up to 10 2

The following data shows the income of females by highest educational qualifica-
b,

HJ'L'.!'H:'::] af[tﬁ.‘fﬁfﬂ!iﬂﬂ

Range of weekly Degree or “Olevel or

income{ L) equivalent CSE Grade |1
40 and under 60 3 15
b} and under 80 7 30
80 and under 100 7 28
100 and under 120 15 14
120 and under 140 23 7
140 and under 160 14 3
160 and under 180 10 2
180 and under 200 16 1

Compare the two distributions using frequency polygons.
In a test to determine the working life of a type of electric light bulb, one hundred
bulbs were selected at random from production and simultaneously connected to a
power source. The following data show the number (of the original one hundred)
still working at the end of successive periods of 100 hours, all bulbs having failed
within 1000 hours.
Elapsed time (hrs) 100 200 300 400 500 600 700 800 900
Number working 99 98 90 82 70 45 26 12 3
Graph these data using a cumulative frequency polygon and use it to estimate:
a} the percentage of bulbs that lasted more than 750 hours;
b) the percentage of bulbs that did not last 350 hours;
¢} the minimum guaranteed life of a bulb that the company could quote in order
that only 5% of customers would have cause for complaint,
Transform the distribution given in exercise 8 into a grouped frequency distribution
and represent the data pictorially with a histogram.
The distribution in Table 26 gives the annual mortgage repayments of a sample
of home owners in a certain area. Draw up a cumulative percentage (less than)
frequency distribution table and represent the data with a suitable graph. Estimate
the percentage of these home owners who repay:
i.  less than £1000 per annum
ii. more than £1500 per annum.
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11.  Using the data of the table below, estimate the total value of the repayments made
by the members of each of the eight classes of the distribution.
a) Use these same data to draw up a table of cumulative percentage number of
home owners against cumulative percentage repayments.
b) Use this table to construct a Lorenz curve.
¢} Use the Lorenz curve to estimate what percentage of the given sample pay the
first 20% of total repayments.
Number (!f

Repayment {£D00} home groners
under (.4 o]

0.4 and under 0.8 )

0.5 and under 1.2 100

1.2 and under 1.6 108

1.6 and under 2.0 7

2.0 and under 2.4 32

24 and under 2.8 12

2.8 and under 3.2 8

12.  For a particular industry, firms are classified into groups according to their number
of employees. The data below gives, for each group (listed in ascending number of
employees), the number of firms and their combined net output (£ million). Draw
a Lorenz curve {cumulative % number of firms against comulative % net output) in
respect of these data. What percentage of the total net output are the largest 207 of
firms responsible for?

Employee Number Net
group of firms outpud
1 185 24
2 153 57
3 70 26
4 3 3
5 18 28
b 11 49

13. Draw a Lorenz curve showing the distribution of income before tax based on the
following data.

Income class (£) Number of Total income

incomes hefore tax for

group (L0}
up to 3000 8 20
3000 and up to 4000 24 91
4000 and up to 6000 30 165
600 and up to 8000 52 380
BOR0 and up to 10000 al) 450
10000 and up to 15000 19 219
15000 and up to 20000 11 187
20000 and up to 30000 6 132
30000 and over 5 205
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1. Introduction

The types of diagram described in this chapter include pictograms, various types of
bar charts, pie charts, line and strata graphs, Z-charts, Gantt charts and semi-loga-
rithmic graphs. Since all the above graphs and charts display either non-numeric
frequency distributions or time series (in one form or another), the chapter begins
by describing these types of data structure.

2. Non-numeric frequency distributions

Chapter 4 described the form, construction and pictorial display of numeric
frequency distributions. Non-numeric frequency distributions take on a similar
form to their numeric counterparts, except that the groups (or classes) describe
qualitative (Le. non-numeric) characteristics of the data. For example:
a) Table 1 shows the non-managerial workforce employed at a factory.
b) Table 2 shows the policies issued by an insurance brokers in one week.

Table T Non-managerial workforce employed at g factory

fob description Numiber
employed
Labourers 21
Mechanics 38
Fitters 9
Clerks 12
Draughtsmen 4
Table 2 Policies issued by an insurance brokers in one week
Type of policy Life Disability Household Commercial Other
MNumber issued 10 2 25 3 B

3. Time series

The name given to data describing the values of some variable over successive time
periods is a fime series. For example, the data given in Tables 3 and 4 are typical.
Table 3

Year 1 2 3 4 5 i d 3

P ton of : )
roduction of company 0 jes je0 g0 181 214 215 227
(million tonnes)

Tabie 4

Month  Jan Feb Mar Apr May Jun
Sales of a product 12 12 15 21 18 20
Combinations of non-numeric frequency distributions and fime series often occur
with business statistics. For example, Table 5 shows the breakdown of holiday loca-
tions booked through a travel agent. This type of data is sometimes known as a
component time series, since the various classifications (in the above case, holiday
destinations) can be thought of as the components of a meaningful total; in the
above case, total number of holidays booked through the travel agent.

1981 1982 1953 1984 1985 1986
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Table 5 Holiday locations booked through a travel agent

Burope 385 350 326 341 286 297

America 86 84 124 112 95 137

Middle East/ Africa 40 56 87  BR 84 U
Other 112 65 156 143 112 1s&l

Total 623 549 693 684 577 6497

The data in Table 6, although similar in form to that of Table 5, have classifica-
tions for each month which cannet be added to form meaningful totals. They are
sometimes called multiple time series, since the data given for each type of food is a
separate time series.

Table & Prices of selected dairy foods (pence)

Mar Apr May Jun Jul Aug Sep Oct

Eggs (per dozen) 41 41 41 43 40 42 43 43
Cheese {per Ib) 8o b ¥l a1 91 91 Y6 96 102
Milk (per pint) 31 30 30 32 32 R 35

4. Purpose of statistical diagrams

Statistical diagrams are generally drawn in order to:

i. present data in an attractive and colourful way;

ii. enable a general perspective of the data to be shown without excessive detail.
Diagrams can be used 1o replace listings or tabulation of data and often used, for
example, when the intended audience is not very sophisticated. On the other hand,
a long and detailed business report can be complemented by a liberal scattering of
diagrams, which will help to ‘break it up’ and thus make it more palatable.

A checklist of points to be noted when drawing diagrams is given at the end of the
chapter, in section 23,

5. Types of charts and graphs

The types of diagrams (i.e. charts and graphs) described in this chapter can be
conveniently classed under three headings as follows.
a) Duagrams fo display now-numeric frequency distribubions.
i. Pictograms.
ii. Simple bar charts.
iii. Pie charts.
These are described beginning at section 8.
b} Diagrams to display time series,
i. Linediagrams.
ii. Simple bar charts.
Line diagrams are described in section 11.
c) Miscellaneous diagrams.
These diagrams are generally used to display various combinations of multiple
non-numeric frequency distributions or time series.
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i.  Component, percentage and multiple bar charts.
ii. Multiple pie charts.
iii, Strata charts.
iv. Z-charts.
v. Gantt charts.
vi. Semi logarithmic graphs.
These are described beginning at section 12,

6. Pictograms

A pictogram is a chart which represents the magnitude of numeric values by using only
simple descriptive pictures. A picture (or symbal) is selected that easily identifies the
data pictorially. It is then duplicated in proportion to the class frequency, for each class
represented. Figure 1 shows a pictogram representing the data of Table 1.

Figure 1 Pictogram representing the workforce employed al a factory

& M () |_"“

(]
Labourers e e _@__r
\ \ \
1 ) ) ) ) (] (]
s (G-

3 A Y \

Fitters
M
Clerks e - = 5 employees
Draughtsmen

Pictograms are normally used for displaying a small number of classes, generally
with non-numeric frequency distributions. However, they can be used for repre-
senting time series,

7. Some features of pictograms

a) Pictograms are sometimes referred to as ideograms.

b) The symbols are normally duplicated horizontally and, for the sake of accuracy,
the numeric values being represented are sometimes shown. A scaled axis can
be included.

¢} Analternative method to duplicating the symbols used, is to magnify them. For
example, Figure 2 represents different numbers of lorries by the area of the lorry
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symbol and Figure 3 represents an increase in sales of detergent (in kg) by the
volume of the two detergent boxes.

Figure 2 Number of lorries in flect Figure 3 Detergent sales (kg)

= =T

ririri=tels

Year 1

Firm B

Year 2

Firm C 3

149,800 |

d) Aduvantage
Easy to understand for a non-sophisticated audience.

e) Disadvantages
. Can be awkward to construct if complex symbols are used.
ii. Mot accurate enough for serious statistical presentation.

ili. Magnification of symbols (using areas or volumes) can be confusing unless
the values of figures being represented are clearly shown.

8. Simple bar charts

A simple bar chart is a chart consisting of a set of non-joining bars. A separate bar for
each class is drawn to a height proportional to the class frequency. The widths of
the bars drawn for each class are always the same and, if desired, each bar can be
shaded or coloured ditferently.

Figure 4 shows a bar chart representing the data of Table 1.

Simple bar charts can be used to represent non-numeric frequency distributions and
time series equally well. [Note: Do not confuse simple bar charts and histograms,
Histograms represent numeric data with joined bars. Simple bar charts represent
non-numeric data (or time series) and have their bars separated from each other.]

9. Some features of simple bar charts

a) They can be drawn with vertical or horizontal bars, but must show a scaled
frequency axis.

b} They are easily adapted to take account of both positive and negative values.
For example, Figure 5 shows the Balance of Payments of a particular country.
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Figure 4 Bar chart for workforce employed af a factory
Workforce employed at a factory

40 7 Mechanics

Number 4z
employed ™
30+

25
1 Labourers
20 1

15 1 Clerks

10 FI'“'ETE “
5 4 % Draughtsmen
: LI N

Figure 5 Bar chart for balance of payments for a country
Balance of payments for a country

£ million

1000 - 2001

500 -+ 1994

SRR
L]

=

1000 -

2003

on |

Comments on the situation shown by Figure 5:

Starting with a deficit of £300 million in 1997 and 1998, the balance of payments
rose to a surplus of nearly £500 million in 1999, rising to a peak of £1000 million
in 2001. This was virtually wiped out in 2002 and the following year followed the
same pattern to show a deficit of £1000 million. This chart is sometimes known as a
loss or gain bar chart.

¢) Two bar charts can be placed back-to-back for comparison purposes. For
example, Figure 6 shows the workforce of a computer department by sex.
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Figure & Bar chart showmyg e personnel in a data processing department

[}ata processing department personnel

DATA
PEEPARATION

COMPUTER
OPERATIONS

DATA CONTROL 1

PROGRAMMING

L SYSTEMS

Male AMNALYSIS

Female

—

5 20 15 10 5 0 0 15 0 25

=
L

Comments on the situation shown by Figure 6: The Data Control and Data Preparation
sections are dominated by female labour (with no males emploved in the latter),
whereas the more technical sections are male orientated with, for example, only one
female systems analyst.

Other types of data that could be compared using this type of chart are the numbers

of skilled and unskilled workers or full and part-time workers in a set of similar
companies; production for home consumption and export over time and other

similar types of data,
d) Advaniages
i. Easy to construct.
ii. Easy to understand the values being represented by bars (since a scaled axis
is always present).
iii. Easily adapted to show negative values (loss-or-gain charts) or for compar-
ison purposes (back-to-back charts).
e} There are no significant disadvantages.

Pie charts

A pie chart shows the totality of the data being represented using a single circle (a
‘pie’). The circle is split into sectors (i.e. "pieces of pie’), the size of each one being
drawn in proportion to the class frequency. Each sector can be shaded or coloured
differently if desired.

Figure 7 shows a pie chart drawn for the data of Table 1, Pie charts are always used
to represent non-numeric frequency distributions and are at their most effective
where the classes need to be compared in relative terms.
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Figure 7 Pie chart showing workforce categories

Workforce employed at a Factory

Draughtsmen

Clerks

Labourers

Fitters

MWechanics

11. Some features of pie charts

a) Pie charts are sometimes referred to as circular diagrams or divided circles.

b) In order to construct a pie chart, the size of each sector in degrees needs to be
calculated. The procedure is:

i. Calculate the proportion of the total that each frequency represents.

ii. Multiply each proportion by 360, giving the sizes of the relevant sectors (in
degrees) that need to be drawn.

This procedure is demonstrated in Table 7, using the data of Table 1.

¢} ‘Exploding’ the different sectors is an effective way of presenting a pie chart.
Figure 8 shows the breakdown of an employee’s monthly pay, with each sector

exploded.
Table 7 Procedure for construction of pie chart

o Numher Proportion Sector size

description employed (degrees)
(a) (bl=(a)=84  (c)=(b)=360

Labourers 21 0.2500 a0
Mechanics 38 0.4524 163
Fitters 9 0.1071 39
Clerks 12 0.1429 51
Draughtsmen 4 0.0476 17
Total 54
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Figure 8 Exploded pie chart for monthly pay breakdotm

Breakdown of Gross Pay

SAVINGS

SUPERANNUATION .\

NAT INS

NET PAY

Comments on the situation shown by Fiqure 8: Net pay accounts for only about two-
thirds of total pay, with the highest single ‘stoppage’ being tax.
d) Advantages
. Adramatic and appealing way ol presenting data.
ii. Good tor comparing classes in relative terms.
el Disadoanfages
i.  Compilation is laborious. Circles should not be drawn by hand and sectors
should be drawn using a protractor. However, without a protractor (once
the size of each sector has been determined), their physical size within the
circle can be intelligently guessed at.
ii. Can be untidy if there are many classes (say, 8 or more) and different shad-
ings or colourings are being used.

Line diagrams

A line diagram plots the values of a time series as a sequence of points joined by
straight lines. The time points are always represented along the horizontal axis,
values of the variable along the vertical axis. Figure %a) shows a line diagram
representation of the data of Table 3. Since bar charts are often drawn for time
series, Figure 9{b) shows a bar chart, also for the data of Table 3, for comparison
with the line diagram.

Comment on the situabion shown by Figures 9 (a) and (b): A jump in vear 2's production
was followed by smaller falls in the next two years. From year 4 onwards, produc-
tion has been steadily increasing to stand at about 230 million tonnes in vear 8.
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Figure 9 (a) Line diagram showing annual production of a company

Annual production of a company

Production
{million
250 tonnes)
200 |
150 |
(
100 4
Line diagram
5{' J
Year
0 ; ; ; ; ; |
1 2 3 4 5 [ 7 8

Figure 9 (b) Bar {column) chart showing annual production of a company
Annual production of a company

Production Bar chart
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13. Some features of line diagrams

a) Line diagrams are technical]].-f known as historigrams.

b) For com parison purposes, several line diagrams can be drawn on the same set
of axes (sometimes known as mudtiple line di;rgm'm:;]l representing either multiple
or component time series. For example, Figure 10 shows the turnovers of three
competing companies over a number of years.
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Frgure 100 Comparitioe fine dingrams showing company Harmovers
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Comments on the situation showen by Figure 1tk For the first three years, A and B shared
the same turnover of from £150 000 to £200 000, but over the next nine years B's
turnover {while increasing steadily) did not mateh the increase in A's (which has
reached nearly £900 000 in year 12) and stands at just under £500 000 in year 12.
Company C had only half the turnover of A and B in year 1 and increased this
slowly up until yvears 7 and 8, when two dramatic increases resulted in them over-
taking company B. They succeeded in just holding this lead over the next four years
to year 12, where they stand at a turmover of £550 000, nearly two-thirds of the
turnover of company A.
Note: Try to resist showing too many line diagrams on the same chart (particularly
if they have closely matching values); the information will be difficult to extract and
the chart will not be easy on the eve.
¢} Advantages
i. Easy to construct.
ii. Easy to understand.
iii. A sense of continuity is given by a line diagram which is not present in a bar
chart.
iv. The perfect medium to enable direct comparisons.
d) Disadvaniages
i.  Might be confusing if too many diagrams with closely associated values are
compared together.
ii. Where several diagrams are displayed, there is no provision for total
figures.
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15.

Component, percentage and multiple bar charts

These charts are used as extensions of simple bar charts, where another dimension
of the data is given. For example, where a simple bar chart might show the produc-
tion of a company by year, one of the above would be used if each year’s production
was split into, say, exports and home consumption i.e. a component time series.
Component bar charts have each bar representing a class and split up into constituent
parts (components). Within each bar, components are always stacked in the same
order.

Percentage bar charts have each bar representing a class but all drawn to the same
height, representing 1007 (of the total). The constituent parts of each class are then
calculated as percentages of the total and shown within the bar accordingly, Within
each bar, components are stacked in the same order.

Multiple bar charts have a set of bars for each class, each bar representing a single
constituent part of the total. Within each set, the bars are physically joined and
always arranged in the same sequence. Sets of bars should be separated.

For all three charts, the components are normally shaded and a legend (key) should
be shown at the side of the chart. The following example shows the data of Table 5
represented in turn by each of the above charts,

Example 1 (Drawing component, percentage and multiple bar charts)
The data of Table 5 is reproduced below, with each figure calculated as a percentage
of the yearly total, shown in brackets.

Holiday locations booked through a travel agent
1981 1952 1983 1954 1985 1986

Europe 385 (62) 350(64) 326(47) 341 (50) 286 (50) 297 (42)
America 86 (14)  75(14) 124(18) 112(16} 95(16) 137 (20}
Middle East/ Africa 40 (6} 56(100 87(13) 88(13) 84(15) 102(15)
Other 112018} 65(12) 156(22) 143 (21} 112(19) 161 (23)
Total 623 549 693 684 577 697

Figure 11 overleaf shows (a) component, (b) percentage and (c) multiple bar charts
representing this tabulated data.

Commenis on the situation shoten by Figures 11 (a), (B) and (ck: The number of book-
ings varies between 550 and 700 per vear with all but about 2% of them taken in
Europe, America or the Middle East/ Africa. Europe was the most popular holiday
location of the four categories given, for the years 1981 to 1986, However, over the
six-year period, the number of bookings to Europe has been slowly decreasing and,
where it accounted for 60° of all holidays booked in 1981, it now accounts for only
just over 407%. Bookings to the Middle East and Atrica have slowly increased from
below 50 in 1981 to 100 in 1986, which accounted for about 157 of all bookings.
Bookings to America have only marginally increased over the period and stood at
about 140, or 200%, in 1986.
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Figure 11 Comparison of component, percentage and multiple bar charts for holiday data
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(c) Multiple bar chart

16. Comparison of component, percentage and multiple bar charts

In the following lists, *+’ signifies a good point or an advantage and *~* signifies a
drawback or disadvantage.
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17.

Table

a) Component bar charts,

i. Used particularly where class totals need to be represented (+). In Figure
9{a), the height of each bar shows the total number of holidays booked for
that year,

ii. Not easy to compare components relatively across classes owing to actual
values being displayed (-).

b)  Percentage bar charts,
i.  Used where relative comparisons between components are important (+).
. Actual higures I[includinp, class totals) are lost ().

¢} Multiple bar charts.

i. Good for comparing components both within and across classes in actual
terms, since each bar is drawn from a fixed base (+).

ii. Class totals are not easy to assimilate (-).

iil. Can be unwieldy if there are a large number of classes (-),

Multiple pie charts

Multiple pie charts can be used as alternatives to percentage bar charts; that is, a pie
chart (360 degrees) replaces a bar (100%) for each class or vear. For example, Table 8
represents the skills classification of the workforces at two factories.

(Note that the degrees figure in Table § can be obtained by multiplying each
percentage by 3.6.)

Figure 12 overleaf shows multiple pie charts for the data of Table 8.

8 Multiple pre charts calculabions
Factory A Factory B
Number of ' Degrees Mumber of % Degrees
workers workers
Unskilled 23 (20} [72] 110 (34) [122]
Semi-skilled 26 (22) [79] 68 (21} [76]
Skilled 67 (58) [209] 144 (45) |162]
Total 116 (100} [360] 322 (100} [360]

Comments on the situation shown by Figure 12: At both factories, about 200 of the

workforce is semi-skilled. However, whereas unskilled workers account for only

200% of the workforce of factory A, they constitute about 35% of factory B's work-

torce.

al  The advantage of using multiple pie charts as opposed to a percentage bar chart
is mainly visual impact; they are generally felt to be more attractive.

b) However, their construction is more involved and this is considered as a major
dispdvantage. (Most people prefer to work out percentages and draw straight
line bars than calculate dl._‘gﬂ._‘-l:?!—'i of sectors and draw circles.)
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Figure 12 Multiple pie charts for skills classification of the workforce at twe factories

Factory A Factory B

Unskilled

Semi-
skilled

1.. Proportional pie charts

Sometimes, the presentation of multiple pie charts can be taken a stage further than
that shown in Table 8 and Figure 12. This is done by making the areas of the circles
proportional to the class totals. Thus, if the total frequency of one class was twice
that of another, the area of its representative circle would be twice as large. These
are called proportional pie charts. The following procedure describes how to draw
a pair of proportional pie charts, to represent two classes having totals T, and T,
respectively. At the same time, the technique is demonstrated, using the data given
in the previous section.

Constructing proportional pie charts.

STEFP 1 Determine the two class totals.

For the previous data, T, = 116 (total number of workers at factory A) and
T, =322 (total number of workers at factory B).

STEP 2 Draw the first circle using ANY convenient radius.
STEP 3 Draw the second circle according to the following;

T.
Radius of circle 2 = (radius of circle 1) = £

h
where: T, = total for class 1
and: T, = total for class 2.
_ _ _ (322
Thus, for the previous data, radius 2 = radius 1 = Hlm

(1.7) x radius 1
STEF 4 Calculate the size of the sectors for both circles in the usual way.
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Figure 13 shows the data of Table 8 represented by proportional pie charts, where
the radius of the first circle has been multiplied by 1.7 to obtain the radius of the

second circle,

Figure 13 Multiple pie charts for skills classifications

Skills classification of the workforce at two factories

Factory A Factory B
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19.

The obvious impact of proportional pie charts is often outweighed by the consider-
able effort (both calculation and drawing) that needs to be made in its construction.
This is particularly significant if there are more than two classes involved.

Strata charts

Strata charts (otherwise known as cumulative line diagrams or area graphs) are used to
represent component time series. As the middle of the above three titles implies, the
separate line diagrams for the components are stacked (in a similar way to compon-
ent bar charts).

Figure 14 shows a strata chart of the number of flats built (by type) for a local
authority, for the data given in the accompanying table.

Commenls on the situation shown by Figure 14: Total building decreased from nearly
800 flats in 19X1 to a 'low’ of under 400 in 19X7, but over the next three years
(up to 19X9) recovered nearly half to stand at about 550. Over the whole period,
the building of both 2 and 3 or more bedroom flats have decreased by about half
whereas 1 bedroom flats, despite a small slump in 19X7, have remained at just over
300 per year.
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Classification of flat

1-bed 2-bed 3+bed
19X1 333 326 116
19X2 319 290 115
19X3 308 283 123
19X4 330 260 128
19X5 306 210 102
19X6 247 153 74
19X7 217 112 49
19X8 287 143 59
19X9 32 168 55

Figure 14 Strata chart for number of flats built

Number of flats built by a local authority

R0
700
B0

3 or more bedrooms
500

Mumber
of flats . 2 bedrooms
300 o _'M,H.H f{_f
“—hh____F__.-"

200

1 bedroom
100

L]

19XT 19X2 1933 19X%4 19X5 19X6 19X7 19X8 19%9

a) Itis important to shade the various sections of the chart, as shown in Figure 14,

since this emphasises the cumulative nature of the data. Compare this with the
case of a multiple line diagram, where actual data values for each variable are
plotted and no shading would be used.

b) The advantages of a strata chart, compared with a component bar chart, are:

i. the impression of continuity that the lines give (appropriate for a time
series);
ii. easier to construct.

¢) The advantages of a strata chart, compared with a multiple line diagram, are:

i. a total is shown for each year;
il. as many components as desired can be plotted without confusion.
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d) The disadvantages of using a strata chart, compared with a multiple line diagram,
Are;
i. ‘cross-over points’ (i.e. where the value of one component overtakes the
value of another) are not identified on a strata chart;
it. individual component comparisons are not as easy to make,

20. Z-charts

A Z-chart is the name given to a chart which portrays time series data in the form of

a combination of three separate line diagrams, described as follows,

a) The first line diagram drawn describes the actual time series values. Normally,
the time series consists of monthly measurements over one complete year, i.e.
Jan, Feb, ..., through to Dec.

b} The second line diagram drawn describes the accumulated time series values.
For mnnthly measurements, the first plot will coincide with the first plot of
the diagram in (a), i.e. Jan's figure (which is the point corresponding to the
bottom left-hand join of the Zed). The second plot will be Jan+Feb; the third,
lan+Feb+Mar and so on. This diagram is usetul for charting monthly progress
towards an annual total. The more removed from a straight line it is, the more
variation there has been in the actual monthly figures,

Table 9 Calculations for a Z-chart construchion

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Actual year 1 150 154 183 162 181 149 130 152 186 199 193 168
Actual year 2 162 163 171 158 175 145 121 138 172 175 163 152

Cumulative

Year 2 162 325 496 654 B29 974 1095 1233 1405 1580 1743 1895
Moving
Totals 2019 2028 20M6 2012 2006 2002 1993 1979 1965 1941 1911 1895
Year 2 i \
f \
{ \
: \
. \

154 + 183 + ...+ 162 | 2016 + 156 - 162

2019 + 163 - 154

2028 + 171 - 183

¢l The third line diagram is drawn such that each point describes the current
month’s figure plus the previous eleven month's figures, to form a fwelve-month
fotal. Collectively, the twelve values so obtained are called moving fotals (see
Table 9 above). Note that, in order to calculate moving totals for a particular
year, the previous year’s figures must be known. The first point plotted (at Jan,
this yvear) will be the sum of the figures from Feb, last year, to Jan, this year.
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21.

The second point plotted will be the sum of the figures from Mar, last vear, to Feb,
this year; and so on. The last point moving total plotted will coincide with the last
accumulated value of the diagram in b) (which is the point corresponding to the top
right-hand join of the Zed). This particular diagram is useful for determining the
long term underlying trend of the data.

Example 2 shows the construction of a Z-chart.

Example 2 (Construction of a Zcharf]
The data in Table 9 give the monthly production figures of a manufactured compon-
ent and shows the calculations necessary for constructing a Z-chart.

Figure 15 shows the Z-chart, comprising actual, cumulative and moving totals for
vear 2,

Figure 15 Z-chart of monthly production figures

22.

Production of a manufactured component

250 +
Production
ll-ﬂm'mh]g,r mlwing totals
2000 = —_—
1500 + o

Cumula I.ime/

1000 + /f,f-’*"
Actual

—_— —_—

0 — p——t——t——p—————+——1 Year 2
Jan  Mar May  Jul Sep Now
Feb  Apr “Jun Aug  Oct Dec

Comment on the situation shown by Figure 15: Production in year 2 was relatively
steady with a slight drop in the summer months. The long term trend shows a drop
in overall production.

Gantt charts

A method of charting the progress of some project against a defined plan is affected
by means of a Gantt chart. A number of scaled natural time periods (days, weeks
or months) are identified, within each of which three bars can be drawn. One bar
shows the planned achievement and the other two show actual achievement and
cumulative achievement {to date).

As an example, Table 10 shows the planned achievement of five weeks production
for a project, together with the actual achievement up to the end of week three,
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Table 10 Planned and actual details for a project
Cumulative

Week Planmned Planned Actual Actual
number
1 28 28 23 23
2 32 il ety 35
3 30 () 98 40
4 25 115
5 40 155

Figure 16 shows the Gantt chart drawn up for the data of Table 10. The comments
shown on the chart are for information purposes and may or may not be included
on an actual chart.

Figure 16 Gantt chart for production figures project

Production Figures For A Project

( 20 40 Bl 830 1060 120 140 160

Planned Week 1 Week 2 Week 3 | Week 4 Week 5

St‘mrﬂ‘ai] of 5
Actual
{Per Week) J
- i
Excess of| 3 \ |
Excess of 10
|
|
Cumulative !
(To Date) |

! ] T

Shortfallof 5 Shartfall of 2

Excess of 8

Commernt ont e sibuation siown by Figure 16: Despite a shortfall in actual production
in week 1, weeks 2 and 3 both showed an excess of production which resulted in an
overall excess of 8 units by the end of week 3.

23. Actual and percentage increases in time series

In Business, it is somelimes necessary to show clearly, using a graphical method,
whether some time series variable is increasing in actual or percentage terms. The
difference between these two can have a marked effect on successive values of the
variable.
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For example, suppose the yearly demand for a new technological product was esti-
mated as 2000 in year 1. Table 11 shows the difference between an actual increase
of 500 per year and a relative increase of 25% per vear and Figure 17 shows these
values plotted using line diagrams.

Table 11 Comparison of constant actual and relative increases

Year 1 2 3 4 5 f 7 & 9
Situation 1: Actual
increase of 500 per year 2000 2500 3000 3500 2000 4500 5000 5500 6000
Situation 2: Increase
of 25% per vear 2000 2500 3125 3906 4883 6104 Y629 9537 11921

Figure 17 Line diagrams for the daka of Table 11

24,
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However, reversing the situation, given only a diagram showing successive values
of a time series variable, is it possible to determine quickly whether there is a
constant actual or percentage increase in values? For a constant actual increase, the
answer is yes. We look for a straight line. However, for a constant rate of increase,
there is no easy way to tell by looking at the graph.

This problem can be overcome by plotting the logarithms of the values to form a
line diagram called a semi-logarithmic graph, described next.

Semi-logarithmic graphs
a) Semi-logarithmic graphs are used to display time series data and their purpose
is to show whether the rate of increase/decrease in the values of the variable
involved is constant or not. They are constructed by plotting the logarithms
of the given values against their respective time points and, if a straight line
results, the values are increasing or decreasing at a constant rate.
As an example, the data given in Table 11 (situation 2) will be plotted using a semi-
logarithmic graph. The layout of the calculations is shown below.
Year 1 2 3 4 5 B 7 B 9
Est'd production 2000 2500 3125 3906 4883 6104 Ye29 9537 11921
Log (base 10) 3301 3398 3495 3592 3e6BY 3786 3882 3YTY 4076
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The above logs are plotted against vear in Figure 18, Notice that the points form a
perfect straight line (which was expected, since the values were calculated using a
constant 25% increase).

F igure 18 Su*rm'-{:zgan'r.l‘r.luic chart J"r:nr estimated sales

b
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The larger the rate of increase of time series data, so the steeper the (semi-loga-
rithmic) line will be. This fact enables the rates of increase of two or more time
series o be compared on the same set of axes. Note that when comparing time
series data in this way, it is ONLY the steepness {or inclination) of the lines

that is of any interest AND NOT their positions. Figure 19 opposite shows the
significance of some standard shapes of semi-logarithmic graphs.

25. Checklist for the construction of diagrams

The fn]lm-.ring points should be n'-gardm:[ as standards when r.nnslrucling gmp]‘l_'-:
and should be remembered.

a)

b)
c)

d)

All diagrams should be neat and attractive to look at. Always use graph paper
and a ruler.

Diagrams should be easy to read, without excessive detail.

Always try to locate the diagram centrally on the paper, using as much of the
paper as possible.

A general title must always be given which describes what is being portrayed
but it should be as brief as possible and to the point. A long title, crammed with
information, will not be read. (Important qualifications of any words in the title
can be described in a footnote if necessary.)

Axes, if used, should be clearly labelled, giving the units of the data and a note
of any break of scale.

Shading or colouring, if used, must be lightly done as it may detract from the
presentation.
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Figure 19 The significance of some standard shapes of semi-logaritihmic graphs
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g)

If two or more line diagrams appear together, distinguish between them clearly
by labelling, colouring or dotting/dashing. If charts are coloured or shaded,
label them clearly ar provide a separate key.

Summary

a)

b)

d)

e)

f)

&)

h)

Non-numeric frequency distributions describe data by their quality. Time series
consist of measurements of some variable over time. Both of these data struc-
tures, or a combination of the two, are represented by the charts and graphs
described in this section.

Pictograms are charts which represent different magnitudes by repeating or
varying the size of symbols/ pulurcq which are easily identifiable by a non-
specialist audience. Their merit is that they are easy to understand; their disad-
vantages include possible misrepresentation, using varying sizes of symbaol.
Simple bar charts use the heights of standard-width bars to represent magni-
tudes. Variations are “loss or gain’ charts (showing both positive and negative
values) and ‘back-to-back’ charts (which are able to compare characteristics
such as male and female or skilled and unskilled). Their merits include ease of
construction and the ability to represent numeric values accurately.

Pie charts represent the totals of a set of classes using a circle, with individual
sector sizes representing the magnitudes of the component classes. Their main
merits are impact and the ability to compare classes in relative terms, but their
compilation is labarious.

Line diagrams are used for time series alone and consist of plotted points,
drawn to a height corresponding to class frequency and joined with straight
lines. Multiple line diagrams can be drawn on the same set of axes for compari-
son purposes. They are more suitable for representing time series than bar
charts, and are easy to understand and construct. However, too many line
diagrams (with closely associated values) can confuse.

Component, percentage and multiple charts are extensions of simple bar
charts which represent both classes and the components that make them up.
Component charts show a bar for each class, subdivided into components and
representing actual figures, Percentage charts show also a bar per class, but all
drawn to the same height (100%) comprising components in percentage terms.
Multiple charts show a bar per component, grouped together to form separate
classes,

Multiple pie charts can be used to compare two or more sets of classes of
components, including time series. Proportional pie charts is the name given
to this type of representation when the circle areas are drawn in proportion to
class totals. Their advantage is impact but their complexity generally outweighs
this advantage.

Strata charts are cumulative line diagrams and represent time series split into
components forming a natural total. They are easier to construct than the
equivalent component bar charts and give a good representation of continuity.,
However, they do not show cross-over points.
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27.

28.

i} Z-charts are three-in-one line diagrams representing (in turn} actual tigures,
cumulative figures and moving totals. They are normally used to portray
maonthly time series over a single vear.

i} Gantt charts are used to record the progress of some time-orientated project.
Three bars show, respectively, planned, actual {per time period) and cumulative
{to date).

k) Semi-logarithmic graphs plot the logarithms of the values of a time series and
if the graph results in a straight line, this shows that the data is increasing (or
decreasing) at a constant rate. They can be used to compare two or more time
series with respect to their magnitude of rate of change.

I}  When constructing graphs: make them neat and easy to understand; give a
general title and label the axes clearly; show breaks of scale distinctly; do not
shade or colour too heavily; label multiple lines and give a key for colouring
and shading.

Points to note

a) There is often no ‘correct’ graph to use for a given set of data. Some graphs
are usually more appropriate than others in terms of bringing out various
attributes of the data that is of interest; for example, relative rather than actual
COMPAarisons,

b) Misrepresentation of data, either by accident or design, is caused by not
following accepted standards (the most important of these are listed in section
23). Common misrepresentations often result from not showing breaks of scale,
faulty or missing scaling on a numeric axis and confusion over linear, area and
volume pictograms.

Student self review questions

What is a time series? Explain the difference between multiple and component time
series. 3]

What are the main purposes of statistical diagrams and in what circumstances can
they be used? [4]

Which two types of diagrams could represent a time series of total numbers
employed in some industry? [5]

What are the disadvantages of using pictograms? [7]

How can a simple bar chart be adapted to represent both positive and negative
values? [9]

Give some examples of the type of data which could be represented by "back-to-
back’ bar charts. [9]

What type of data would a single pie chart be used to represent? What are the main
disadvantages of this form of representation? [10,11]

Why are line diagrams more suited to represent time series than simple bar charts?
[13(c)]

What factor would decide whether a component or a percentage bar chart is chosen
for a set of data? [16{a,b)]
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10.

11.
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16.

17.

18,

What is the particular advantage that a multiple bar chart has over component and
percentage bar charts? [16(c)]

Why are percentage bar charts generally favoured over multiple pie charts?
[17(a,b)]

What are proportional pie charts? [15]

What is a strata chart and why should the separate strata be shaded? [19(a)]

What would be the deciding factors when choosing between a multiple line
diagram and a strata chart? [19(c,d)]

What are the three separate line diagram components that go to make up a Z-chart?
[20]

What is a Gantt chart? [22]

What is the purpose of a semi-logarithmic graph and what is the significance of the
steepness of the line? [24]

Name some of the standards for constructing graphs. [25]

Student exercises

Represent the following data pictorially by means of both a bar and pie chart.
Policies issued by an insurance broker in one week
Type of policy Life Disability Household Commercial Other
Mumber issued 11 2 25 3 8
Draw a line diagram to display the following data, which relates to reported acci-
dents in a certain industry.
Year 1 2 3 4 5 6 7 8 9 10 1
Number ot accidents 23 17 25 31 15 1% 26 11 9 16 10
Represent the following data diagrammatically in an appropriate way. (Break the
vertical scale, starting at 3500.)
Shift number 121 122 123 124 125 126 127 128 129

NMumber of
7 2 3
finished FI{H:[LIEIZE 3821 36E7 4122 3966 3729 4103 3802 375 4202

Comment on the presentation.
Represent the following data pictorially in TWO completely different ways, saying
which one you prefer and why.
Prices of selected dairy foods (pence)
Mar Apr Mav Jun  Jul  Aug Sep Okt

Eggs (per dozen) 41 41 41 43 40 42 43 43
Cheese (per Ib) s 8 9l 91 91 9 9% 102
Milk [per pint) 31 3 30 30 32 32 M 35

Display the data (on the following page) using:
a) acomponent bar chart;

b} a percentage bar chart.

Which of the two charts is more appropriate?
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Project
Costs A B - [ E
Set-up 26500 32000 18500 19000 24000
Running 41500 38500 19000 28000 18500
Overhead 8500 6500 3000 BO00 000
Labour 12000 18500 16000 11500 14000

6.  Represent the following data pictorially using:
a) acomponent bar chart;
b} a strata chart.
Amount of cercals produced (000 lonnes) in a particular region
1977 1978 1979 1980 1981 1982 1983 1984 1985 1986
Wheat 0 347 336 424 482 478 500 613 449 474
Barley 922 BIY Bk Y53 856 924 901 913 851 Te5
Oats 139 122 131 122 13 125 108 96 8O 76
Other 15 17 25 27 23 24 22 16 14 10

7. Represent the following data using proportional pie charts.
Monthly sales (LD00) for @ national supermarket chatn
Month 1 Month 2 Month 3

Hardware 26340 355000 ARTR0
Greengrocery 42450 44780 43710
Grocery B6S00 126880 141700
Other A2860 51190 74320

8.  Use a strata chart to display the following data:
Turnover {£m) of a large furniture chain
T9X1 19X2 19X3  19X4 T9X5 19X6 19X7 19X8 19X9
Beds o 08 0% 08 07 05 06 09 1.2
Suites 24 25 27 27 31 30 31 32 39

Dining 06 3 03 12 14 07 08 11 10
Misc 15 22 14 1.1 17 23 21 18 27

9. The following data give the monthly sales, in thousands of gallons, of a petrol
service station over a two-year period.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Year1 114 11.8 115 120 11.% 119 121 124 120 11.8 104 108

Year2 110 119 116 117 115 118 11.7 122 118 114 92 106
Represent these figures diagrammatically using a Z-chart.

10, A computer firm planned the production of a new model as 12000 in each of the
first two months, 15000 in month 3, 20000 in each of the next two months and 10000
in month 6. Actual production and distribution to dealers in the first four months is
given in the following table.

Month 1 2 3 4
Production 13500 14200 14800 13500
Distribution 11000 12750 14500 15000

Draw Gantt charts to show:
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5 General charts and graphs

11.

a) planned against actual production;

b) production against distribution,

Sales of gas {thousands of therms) in a particular region

Year 1 2 3 4 5 (&) 7 8 9 10 11
Domestic 2382 2812 3194 3522 3910 4489 4796 5360 5889 6174 6569
Industrial 894 956 1081 1472 2720 4278 4827 6011 5870 6258 6399

Plot the graphﬁ of domestic and industrial sales on a ﬁemi-]ngarithmil: scale and
comment on the results shown.
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Examination questions

1. Sampling methods are widely used for the collection of statistical data in industry
and business. Explain FOUR of the following, illustrating your answers with prac-
tical examples:

i. simple random sampling;
ii. stratification;

iii. quota sampling;

iv. sample frame;

v. cluster sampling;

vi. systematic sampling.

CIMA
2. a) Discuss the relative advantages and disadvantages of the postal questionnaire
and the personal interview as a means of collecting data,
b} Compare simple random sampling and quota sampling as methods of selecting
a representative sample from a population.
IC5A
3. a) Real consumers’ expenditure in 1984 — component categories

(Seasonally adjusted, £000 million, 1980 prices):
Durable Foods  Alcohol Clothing Energy  Other  Renf Other

Londs and i products  goods and serpices
tobacco footwenr rates
16 22 14 1 11 16 17 37

{Sowrce: Ecomomnic Trends, August 1985)

You are required to:
i. draw an appropriate diagram to illustrate the relative shares of real
consumers’ expenditure in 1984;
ii. state one item/category of expenditure which falls under the heading Other
goods, and one item which falls under the heading Other services.
b) Comparative profit before tax (1980=100) of six scotch whisky companies

Company 1980 1931 1982 1983 1984
Bells 100 116 160 183 208
Distillers 100 93 98 110 104
Highland 100 87 100 122 144
Invergordon 100 BY 91 85 not available
Macallan 100 106 120 161 174

MacDonald 100 107 146 170 171
(Source: Datastreqam, September 1985)

You are required to draw an appropriate graph to compare the profit performance

of the six companies.
CIMA




Examination quastions

o

a) Define and give an example of each of the following statistical terms:
i. absolute error ii. relative error
iii. compensating error iv. biased error.

b) A jobbing engineer has quoted £4,000 to his customer for the production of a
special purpose machine. The material is expected to cost £2,600 to the nearest
£100. The production time is estimated at 150 hours to the nearest 10 and the
wage rate is £4 per hour but this might rise by 1(F%.

Required: Calculate the estimated profit and state the error limits.
AAT

The production of each manufacturing department of vour company is monitored

weekly to establish productivity bonuses paid to the members of that department.

250 items have to be produced each week before a bonus will be paid. The produc-

tion in one department over a forty week period is shown below:

382 367 364 365 371 370 372 364 355 347
354 359 359 380 357 362 364 365 371 365
361 380 382 394 396 398 402 406 437 456
469 466 459 454 460 457 452 451 445 4da

Required:

a) Form a frequency distribution of five groups for the number of items produced
per week.

b) Construct the ogive or cumulative frequency diagram for the frequency distri-
bution established in a).

ACCA (A0,

The tollowing table shows the number of insurance policies, by class of business

(numbers expressed in thousands), issued by an insurance company during the

years 1978-82.

Numbers in years
Policy type 1978 1979 1980 1981 1982

Life 24 27 32 31 33
Motor 42 37 31 29 26
Household 10 14 21 28 35
Orther 7 5 B 7 4

a) Carefully draw a suitable chart to illustrate the data.
b} What are the advantages and disadvantages of your form of representation?
¢} Comment on the company's progress,
What are the limitations of the given information in interpreting the progress of the
company?
CiI
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Examination questions

7.  The following figures relating to the distribution of identified personal wealth in
Creat Britain were taken from the Annual Abstract of Statistics 1976 (Table 366).

Present the information in the form of a Lorenz curve and comment on the results.

Ranges of I 1967 1974
net wealth b
Over Notover | Nu:;!:::' of £ thousand Nucn;ii' of £ thousand
v £ | Thousands | million | Thousands | million
- 1000 5,398 2.8 3410 2.0
1,000 3,000 5,273 9.8 . 4775 8.6
3,000 5,000 2,966 1.6 i 2223 B.7
5,000 10,000 2,877 15.3 4,151 30.3
10,000 15,000 620 7.6 2,166 26.5
15000 20,000 270 4.8 757 13.3
20,000 25,000 157 3.4 415 9.6
25,000 50,000 279 9.9 b4l 21.7
50,000 100,000 109 7.5 229 15.4
100,000 200,000 37 a1 65 9.2
200,000 - 14 2.8 26 11.8
Total 17,300 83.6 18,837 157.1

CiMA

8. Your company is in the course of preparing its published accounts and the

Chairman has requested that the assets of the Company be compared in a compon-

ent bar chart for the last five vears. The data for this task are contained in the
following table.

(£000s)
Asset 1978 1979 1980 1981 1982
Property 3 3 6 70 74
Plant and Machinery 176 179 195 210 200
Stock and work-in-progress 409 409 448 516 479
Debtors 330 313 384 374 479
Cash 7 60 29 74 74
Eequired:

1. Construct the necessary component bar charts.

ii. Comment upon the movement in the assets over the five year period.
ACCA35%)
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Examinafion guestions

9.

11,

a) Show by means of sketches four different methods of presenting statistical data
diagrammatically. For each method briefly outline the relative advantages and
disadvantages.

b} Using an appropriate method represent the following data diagrammatically.

Marks & Spencer pic
Shareholders ouming more than TO0000 shares

Type of owner Number of
shareholders
Insurance companies a4
Banks and nomines companies 231
Pension funds 122
Individuals 189
Others 146
Total 782

{ Sowrce: Company accourks)
IC5A
A company is preparing future production plans for a new product. Research find-
ings suggest that next year the company could make and sell 10,000 units { + 209
at a price of £50 {+ 10%), depending on size of order, weather, quality of supply,
discounts etc.
The variable costs of production tor next year, given these data, are also uncertain
but have been estimated as follows:

Type Costs Margin of crror
£

Materials 150,000 t+ 2%

Wages 100,000 + 30

Marketing 50,000 + 10%

Miscellaneous 50,000 + 10¢5%

You are required to find the range of possible error in next year’s revenue, cost
of production, contribution and contribution per unit, in each case stating your
answer both in absolute {actual) and in relative terms.

_ i Maximum error
[F‘.n]mwr error (55 = 100 =

Estimated total

23
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Part 2 Statistical measures

This part of the book deals with the basic analysis of univariate data (data obtained
from measuring just one attribute). Statistical measures is the name given to
describe this type of analysis, the measures themselves being split into various
FrOuUpS.,

Measures of location, commonly called averages, are the most well known measures
of numeric data. They are single values, intended as representatives, which can
neatly characterise a whole group. When Trade Unions are negotiating pay rises for
their members, they often use “the average wage” as a standard on which to base
increases; a business might use the average value of an order to forecast next year’s
turnover; an insurance company would use the average age of death to calculate
the cost of a life assurance policy.

There are different types of averages to suit different situations and requirements
and these are covered in chapters 6 to 8. Chapter 6 deals with the most commonly
used, the arithmetic mean, while chapters 7 and 8 describe others of differing
degrees of importance.

Measures of dispersion describe how spread out a set (or distribution) of values is.
Averages alone are generally not enough to characterise numeric data in a mean-
ingful way, since they only measure location and take no account of data spread.
For example, suppose two separate haulage firms carried on average the same
weight of load on their trips. A measure of dispersion could be used on both sets of
values to see which firm’s loads varied the most, information that could be impor-
tant to an insurance company for instance.

Measures of skewmess show how evenly a set of items is distributed, and these,
lngelhnr with various measures of dispersion, are dealt with in chapters 9 to 11,
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6 Arithmetic mean

1. Introduction

This chapter describes the most commonly used average, the arithmetic mean. It
is initially defined in words with an accompanying simple example, then some
important notation for describing sets of data is given. Technigues for calculating
the mean for (discrete) sets of data and frequency distributions are then demon-
strated and the place of so-called ‘weighted” means is shown.

2. Definition of the arithmetic mean

The arithmetic mean of a set of values is defined as ‘the sum of the values’
divided by ‘the number of values',
the sum of all the values

That is, arithmetic mean =
the number of values

The arithmetic mean is normally abbreviated to just the ‘mean’.

3. Example 1 (Arithmetic mean for o sef)

a) If a firm received orders worth
E151, £52, and £280

for three consecutive months, their mean average value of orders per month
would be calculated as:

£(151+ 52+ 280}  £4483
3 :
b) The mean of the values 12, 8, 25, 26 and 10 is calculated as:

12+8+25+26+10 81
+8+25+26+10 _ 162
5 5
Note that the mean of a set of values is not necessarily the same as any of the ori-
ginal values in the set, as demonstrated in both a) and b} above.

= El61

4. Notation for general values

When dealing with a set of items that have known values, the values themselves
can be written down and manipulated. However, if it is necessary to consider
the values of a set of items in general terms, particularly for use in a formula, the
following notation is used:

Xy Xy Xop oo, X,
where 1 is the number of items in the set. This notation is really just a compact way
of saying: ‘the 1st x-value, the 2nd r-value, ... and so on.
For example, if a salesman completes 4, 5, 12, 8 and 2 sales in consecutive weeks,
this would correspond to: x,=4 (i.e. the 1st x-value is 4), x,=5, x,=12, x,=8 and x.=2,
Here, variable x is ‘number of sales” and x, is the 1st sale, X, is the 2nd sale, ... and
s0 on. In this case, n=5. Note that there is nothing particularly sacrosanct about the
letter “x"; it is simply the letter that is normally used.
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5. Notation for the sum of values

Adding the values of sets of general items together occurs in so many different
formulae in Statistics that it has its own notation, enabling sums to be written very

compactly.
X+ Xt Xt L+ X iswrittenas §ox
¥ is the Greek symbol for capital '5” (for Sum) and ¥ v can be simply translated as
‘add up all the r-values under consideration’.
For the sales example given in section 4 above, we have:
¥ ox =445+ 124842 = 31,
This notation is now used to give a compact formula for the mean.

6. Formula for the mean of a set of values
The Arithmetic Mean is the most commonly used average and is commonly known
as the ‘mean’, which it will generally be called from hereon in the manual.

Using the notation of the previous section, the mean of a set of values x,,x,,...x  is
calculated as follows.

Mean for a set

- Xy + X+ + X, |
T = 1 1 . i
7

7. Example 2 [Mean for a sef]

To calculate the mean for the set;  43,75,50,51,51,47,50,47,40, 48
Here, n =10and ¥ x =502,

Thercfore: ¥ = & = 202 =502
" 10

8. The mean of a simple frequency distribution

Large sets of data will normally be arranged into a frequency distribution, and
thus the formula for the mean given in section 7 is not quite appropriate, since no
account is taken of frequencies.

Consider the following simple (discrete) frequency distribution.

x 10 12 13 14 16 19
f o2 817 5 1 1

The definition of the mean (given in section 3) can still be used as is now demon-
strated.

97



& Arithmetic mean

The total of all the values = the sub-total of the "10°s {= 10=2 = 20)

+ the sub-total of the "12's (= 12x8 = 94)

+ the sub-total of the *13's (= 13=17 = 221)

+ the sub-total of the "14's (= 14x5 = 70)

+ the sub-total of the "16's (= 16x1 = 16)

+ the sub-total of the 195 (= 19x1 = 19)

= 452
MNotice that in order to get the sub-totals 20, 96, 221, ... etc, x is being multiplied by f
each time. In other words, the total of all the values is just ¥ fr (the sum of all the fx
values), which in this case is 452. Also, since there are 2 °10°s, § *12's, 17 "13's, ... etc,
the number of values included in the distribution is 248+17+5+1+1 = 34 = } f(the
sum of the frequencies).

~
Thus, the mean ¥ —& = % =133 (2D
i K

Note that the above formula is a slight adaptation of the formula for the mean of a
set given in section 6,

9. Example 3 [Mean for a simple frequency distribution|

To calculate the mean of the following distribution:
Number of vehicles serviceable (x) 0 1 2 3
Number of days (f) 2 5 1 4 4 1

the normal layout for caleulations is:

=N
(] ]

X f fx
Q 2 0
1 5 a3
2 11 22
3 4 12
4 4 16
3 | ]
Total 27 il

Thus: I‘=E=ﬂ=2.1 (10
n 27

Hence, the mean number of vehicles serviceable is 2.2 (1D,

10. The mean of a grouped frequency distribution

One of the disadvantages of arranging discrete data into the form of a grouped
frequency distribution is the fact that individual values of items are lost. This is
particularly inconvenient when a mean needs to be calculated since, clearly, it is
impossible to find the total of the values of the items, which means, in effect, that it
is impossible to calculate the mean exactly, However, it is possible to estimate it.
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This is done by:

a) using the group (or class) mid-points as representative x-values,

b) estimating the total of the values in each group using x times f (the group
frequency),

c) adding these totals together to form an estimate of the total of all values (i.e.
il

d) dividing by the total number of items (Y ).

: — : : - fx .
MNotice that this gives an estimate of the mean as ¥ = _Ir which is exactly the
same formula as for a simple frequency distribution.

In the case of a continuous frequency distribution, the mean cannot exist since individual
continuous values themselves are not determinable. Again, as in the case of discrete
grouped data, the mean can only be estimated, the same formula as above being used.
The following formula summarises the work of the previous three sections.

11. Formula for the mean of a frequency distribution

The mean for a frequency distribution is calculated using the following formula.

Mean for a frequency distribution

3 fx

Mean, ¥ = 4

Xf

Note: For a grouped frequency distribution, x is the class mid-point.

12. Example 4 [Mean for a grouped discrete frequency distribufion)
Question
The following data relates to the number of successiul sales made by the salesmen
Empll!}’ﬁ.‘d b],r a Iargt:- micmn:nmputc-r firm in a particu[ar (quarter.
MNumber of sales 0-4 59 10-14 1519 20-24 25-29
Number of salesmen 1 14 23 21 15 b
Calculate the mean number of sales.

Answer
The standard layout and calculations are shown in the following.
MNumber Mumber Class
of sales of salesmen  mid point
() (x) {fx)
Oto4d 1 2 2
S5tod 14 7 a8
10 to 14 23 12 276
15t 19 21 17 57
200 24 15 22 330
25 to 29 6 27 162
Totals Ll 1225
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Here: } fr =1225

and

- mean number of sales, ¥ =

Lf =80
. _Xfx 1225

Ef _ﬁ = ]S.J{ID]

13. Notes on example 4

a)

b)

Calculating ¥ fr. Use the "accumulating memory” facility on your caleulator for
both generating and automatically accumulating values of fr. This will obviate
the need for ‘re-keying’ values already produced by the calculator and will
ensure the least number of keystrokes for all the information required in the
table. The procedure on the calculator is as follows.

1= 2 M+ Multiply 1 by 2 and press the ‘add to memory’ (M+) key; then

write down the displaved value (2) in the table.
14 = 7 M+ and write down value (98)

- Bt
6= 27 M+  and write down value (162)
KM Pressing the ‘recall memory” {RM) key finally will display ¥ fx,

which can also now be entered into the table.
Validation of mean. After calculating the mean it is always wise to check on the
reasonableness of the value obtained. Since the mean is a measure of location,
it should be roughly centrally located. In this case, 15.3 is clearly acceptable,
An examiner will always give you credit for noticing that a calculated value
is unreasonable {even if vou have no time or capability of spotting the actual
error!)

14. Example 5 (Mean of a grouped continuous frequency disiribution)

Cluestion

A machine produces circular bolts and, as a quality control test, 250 were selected
randomly and the diameter of their heads measured. Find the mean of the following
resulting diameters.

Answer

Diameter of Number of Dviameter of Number of

head {cm) componenis head fem) components
0.9747-0.9749 2 0.9765-0.9767 49
0.9750-0.9752 B 0.9768-0.9770 23
0975349755 8 0977109773 18
(.97 56119758 15 0.9774-0.9776 12
(.9759-01.9761 42 0.9777-0.9779 4
(L9762-L.9764 68 0.9780-0.9782 1

Since there are many classes and the data is fairly ‘unwieldy’, the given classes have

ot

been repeated in the following table of calculations. This would be perfectly

acceptable in an examination,
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Mid points
{x) (9 ()
(0.9748 2 1.94%6
(.55 i) 28506
(1,9754 5 78032

(.9757 15 14.6355
0.9760 42 409920
(L9763 68 663854
0.9766 49  47.85M

(L9769 25 244225
(19772 18 17.55%0
(L9775 12 11,7300
(L9778 4 39112
(L9781 1 0.9781

lotal 2500 2441041

Here: ¥ fxr =244.1041
and: L f =250

Thus: Y= Lf
E f
2441041
250
= 0.97642 (5D)
That is, the mean diameter of head = 0.97642 cms (5D).

15. Notes on example 5

a) The mean value obtained (0.97642) is located roughly in the centre of the values
and thus is reasonable.

b) It is normal practice when calculating the mean to quote the answer to af leas
one more place of decimals than the original data. Thus, since the data was given
to 4 places of decimals, the mean given to 5 decimal places is quite in order.

¢} The usefulness of the result with regard to the production of the bolts is worth
mentioning here. The mean of (L97642 ins could be used as a specification to
buyers or as a standard for comparison with other machines or for future
production.

16. Manipulation of the mean formula

There are some circumstances where the simple manipulation of the formula:

¥x

xX=

to become
S y=ny

can help solve common problems that arise with numbers involving means.
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17.

For example, if the mean weekly wage of 86 employees has been calculated as
£172.45 and employee number 87 earned £158.80, what is the mean wage of all 87
employees?

To calculate the mean of the wages of all 87 emplovees, it is necessary to find their
total wage and then divide by 87. But the total of the first 86 can be found using the
above formula re-arrangement.

nx
E86(172.45)
= £14830.70
Therefore, total of all 87 wages (in £) = 14830.70 + wage of number 87
= 14830.70 + 158.80
= 14989.50,
Hence, the mean of all 87 wages is £14989.50+-87 = £172.29,

Weighted means

Another common problem arises where the means of a number of groups need to be
combined to form a grand mean. For example, suppose a company splits its home
sales area into three regions, each having a sales representative. Over a particu-
lar period, representative A averages £56.42/sale from 24 sales, representative B,
£112.91 from 37 sales and representative C, £104.22 from 25 sales. It is required to
find the average value per sale overall. That is, the average of all sales completed by
the three representatives.

i.e. tor the first 86 wages, ¥ ¢

The problem can be solved in a similar way to that of the previous section, where
the total value of sales for each representative is calculated then divided by total
number of sales. However, this is best thuught of in terms of a calculation of a
weighted mean where the means themselves are thought of as x-values and their
constifuent numbers as (frequency) f~values.

2f

X HY
In this situation, the formula E-E is replaced by the more relevant Ez'—”

For the data given above:

24(86.42 + 37(112.91) + 25(1(4.22)
24+37+25

mean -

= 102,99
e average value of all sales = £102.99

Significance of the mean

a) Generally understood as the standard average.

b} Tm:]miu:.all],r, it is considered as the ‘'mathematical average’, since its basic defini-
tion is given in arithmetical terms. This is not true of its two rivals, the mean
and median, which are covered in the following two chapters.

¢} Regarded as truly representative of the data, since all values are taken into
account in its caleulation.
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d)

e)

The mean does not necessarily take a value that is the same as one of the ori-
ginal values (whereas often other averages do),

Mot thought suitable for data sets that have extreme values at one end, since
these are taken into account and can result in an average that is not really
representative and therefore not usable in practice. This is seen as the major
disadvantage of the mean. Consider the following weekly wages (in £) of a set
of employees in a small workshop: 158, 138, 141, 148, 148, 146, 157 and 252 {the
latter wage being that for the workshop manager). The mean is easily calcu-
lated as £161, which is representative of neither the seven smaller values or the
single extreme larger value.

19. Summary

a)

b)

cl

d}
)

The arithmetic mean is the most well known example of a measure of location,
or average, which aims to represent a set of items numerically.

The special notation, x;, x,, ¥5, ... etcis used as a method of describing the indi-
vidual values of the items in a group in general terms, without specifying their
actual values.

The summation operator, ¥, is used to represent the addition of a set of values
in general terms.

The mean for a set of values is found by dividing the sum of the values by their number.
The mean is the most popular average, being well understood and taking all
items into account. Its main disadvantage is the fact that it takes extreme values
too much into account and can be considered unrepresentative where such
values occur.

20. Points to note

a)
b}

el

d}

Calculators should be noiseless and cordless {for obvious reasons).
When there are open-ended classes in a frequency distribution and a mean
needs to be calculated, it is necessary to fix a nominal limit to the class in ques-
tion in order to determine a mid-point. There is no particular rule for doing this
other than taking note of what the data are describing and then fixing a limit
which seems reasonable. For example, if a set of classes of data describing the
ages of employees had the two groups ‘under 21" and “55 and over’, these could
be translated as ‘18 to 21" and *55 to 65 for the practical purpose of obtaining
the two mid-points 19.5 and 60 respectively.
As a general rule, the mean is quoted to at least one more place of decimals than the
original data. Thus the mean of data given in whole numbers would be quoted to
at least 1D and the mean of data given to 4D would be quoted to at least 5D.
The swm of the deviations from the mean is ZERQ, This is a particular feature of
the mean that is useful in further statistical work (it is referred to in passing
in chapter 11). This result can easily be demonstrated. For example, consider
the set 2, 4, 6 and 8. The mean is 5, and subtracting it from each of the values
Bives:

2=5m-34-5=-1;b=-5=Tand 8-5=3,
When these four values are added, the result is zero, as stated above,
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21.

LR

=1

Student self review questions

What is a measure of location? [Part intro)

How is the arithmetic mean defined? [2]

Why is the special notation x,,%,,...x,, used? [4]

What does ¥ fv mean? [8]

Why is the formula for the arithmetic mean of a frequency distribution different to
that for the mean of a set? |8]

How is it that the mean of a grouped frequency distribution cannot be calculated
exactly? [10]

How can a calculator’s accumulating memory be used to advantage when calcu-
lating the mean for a frequency distribution? [13(a))

In what situation would a weighted mean be used? [17]

Why is the mean considered to be the ‘mathematical average’? [18(b)]

What is the main disadvantage of the mean? [18(e)]

Student exercises

Find the arithmetic mean of the following sets:
a) 84,92, 73, 67,88, 74,91, 74
bl (.53, (.46, 0.50, 0.49, 0.52, 0.53, 0.44, 0.55, 0.54
Find the mean of the following frequency distributions:
al x 185 195 205 b} 1 23 4 5 &
f 5 12 20 f 2 8245311
MULTI-CHOICE, In a random selection of 20 invoices, the following numbers of
errors were found:
MNumber of errors ] 1 2 3 N 2 bt
Number of invoices f 3 4 4 2 1 (1
The expected value of the number of errors per invoice is:
a) 1.8 b) 20 ¢) 2.1 d) 3.0
A firm recorded the number of orders received for each of 58 successive weeks to
give the following distribution:

Number of . _
orders received 10-14 1519 20-24 25-29 30-34 35-39

Number of weeks 3 7 15 20 9 4
Calculate the mean weekly number of orders received.
The ages of a company’s emplovees are tabulated below:

Age in years 20and 25 and 30 and 35 and 40 and 45 and
under 25 under 30 under 35 under 40 under 43 under 50

Number of
o 2 14 29 43 33 9
employees

Calculate the mean emplovee age in years.
A quality control section of a cannery inspected the contents of 130 randomly

selected tins of cooked spaghetti from output. As part of their measurements, the
following net weights (in grams) were tabulated:

104



& Arithmetic mean

=1

Weight (in grams) Number of tins
under 4249 1
424 900424 925 1
424.925-424 950 b
424 950424975 18
424.975-425.000 33
425.000-425.025 46
425.025-425.050 14
425.050-425.075 3
425.075-425.100 5
425.1 and over 1

Calculate the mean net weight of the contents of the tins and say whether you think
that the consumer is getting reasonable value if the label on the tin advertises the
contents as 4255 Imis.

The following is an extract from a business report,

a)
b)

... Over the past 15 months, the number of orders received has aver-
aged 24 per month with the best three months averaging 35. The
lowest months saw only 14, 14, 16 and 22 orders respectively...”.

Find the average number of orders that were received in the middle 8 months,

[f the target over 16 months is an average of 25, how many orders must be
received in month 16 to achieve this?

During the 1984-85 session, a college ran 70 ditterent classes ot which 44 were
‘science’, with a mean class size of 15.2, and 26 were ‘arts’, with a mean class size of
19.2,

The frequency distribution of class sizes is given below

Mo student belonged to more than one class,

a)
b}

Calculate the mean class size of the college.

Suppose now that no class of 12 students or less had been allowed to run.
Calculate what the mean class size for the college would have been if the
students in such classes:;

i. had been transferred to the other classes;

ii. had not been admitted to the college.

The number of students enrolling in 1986-87 on science and arts courses is
expected to rise by 200 and to fall by 107 respectively, compared with 1984-85,
Caleulate the maximum number of classes the college should run if the mean
class size is to be not less than 20,

Frequency distribufion of class sizes

Size of class Number of Neriher of

{ror of sheedenis) setence classes art classes
1-6 4 0
712 15 3
13-18 11 10
19-24 ) 8
2530 3 +
31-36 1 1
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9.

MULTI-CHOICE. Which one of the following is a false statement.

a) The mean is not necessarily one of the original values

b} The mean is affected by extreme values

c) Ina grouped frequency distribution, the mean can only be estimated.
d) Sometimes the mean cannot be calculated for a large set of values.




7 Median

Introduction

The median is generally considered as an alternative average to the mean. This
chapter defines the median and shows how to find its value for a set and for simple
and grouped frequency distributions. In the case of a grouped frequency distribu-
tion, two equivalent methods are demonstrated, one using a formula, the other a
graphical method. Also described are the standard situations where the median is
most eftectively used.

2. Definition of the median

Suppose a machine produces 5, 3, 5, 21 and 2 defective items each day over a five-
day period. The mean number of defectives per day would be calculated as:

mean = 434542102 =&= £.2
236 5
An objection to using 7.2 as an average here is that it is unrepresentative, both of the
tour lower values (5, 3, 5 and 2} and the largest value (21). As already mentioned in
the previous chapter, the mean takes extreme items into account and thus is some-
times not very useful as a practical average. In cases such as these, the median is
used. This is found by placing the values in size order and picking the middle value
as the average. The above five values, in order of size, can be written as:
2,3 5 5 21

and the median (the middle value, 1.:||'|¢,‘Jrr||m:d] is seen to be 3, which is more useful
as a working average.

The median
The median of a set of data is the value of that item which lies exactly half
way along the set (arranged into size order).

Note 1. When a set of data contains an even number of items, there is no unique
middle or central value, The convention in this situation is to use the mean of the
middle bwo items to give a (practical) median.,

Note 2. For a set with an odd number (1) of items, the median can be precisely

identified as the value uf ‘the ﬂth itemn. Thus in a size-ordered =ot of 15 items, the

median would be the | l:h the 8th item along,

I—

3. Example 1 [Median of a set of values)
al The median of 43,75,48,51,51,47.50 is determined h}' .‘-i:-".L‘-I:Jle"riﬂH the set as:
43,47,48,50,51,51,75 and then: median = middle item = 5(0.
b} The median of 2,4,6,1,2,3,3.2 is found by size-ordering the set as: 1,2,2,2.3,3.4,6
{noticing that there is an even number of itemns) which gives:

median = mean of middle two = ET =25
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4. Median for a simple frequency distribution

Where there is a large number of discrete items in a data set, but the range of values
is limited, a simple frequency distribution will probably have been compiled. For
example, if records had been kept of the number of vehicles not available for hire
on each of B0 consecutive days for a large taxi fleet, the results might appear as
tollows.

Mumber of vehicles unavailable 0 1 2 3 4 5 6

Mumberofdays 15 24 18 12 8§ 2 1

It should be realised that, whereas a grouped distribution ‘loses” the individual
values of the items, there is no real difference between the above {simple frequency
distribution) structure and a long listing of all the items. Indeed, the above data is
already ordered, so that all that is necessary in order to determine the median is to
identify the middle item.
The following section describes the procedure to be followed, using the data
above.

5. Procedure for calculating the median

To calculate the median for a simple {discrete) frequency distribution, the following
procedure should be followed.

if+1 . g s .
STEP1 Calculate the value of —% (identifying the central item)

== STEFP2 Forma F (cumulative frequency) column

STEP3 Find that F value which first exceeds EIF;—I

'
x f F

0 15 15
1 24 39 -
- TF+1 81
Median—-® 18 E] jz—=?=4[].5
3012 69
s 8 77
5 2 L]
6 1 80

/

STEP4 The median is that v-value corresponding to the F value identified
in STEP 3. That is, median = 2.

Note: Sometimes ¥ fis replaced by N for convenience.
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6. Example 2 (The median for a simple discrete frequency distribution

Qluestion

Calculate the median for the following distribution of delivery times of orders sent
out from a firm.

Answer

Delivery time{days) 0 1 2 3 4 5 6 7 & 91011
Number of orders 4 81112211510 4 2 2 1 1
o N+l
STEP1  The median is the ——th
91+1
T
= 4pth item
STEP2  The F column is shown in the following table:
Delivery time Number of
idays) orders Cum f
() (1) (F)
0 4 4
1 5 12
2 I 23
3 12 35
4 21 St
5 15 71
6 10 81
7 3 B85
8 2 87
9 2 ek
10 1 a0
1] ] 91

STEPR3 The first F value to exoeed 46 is F = 56,
STEP 4  The median is thus 4 {days).

Median for a grouped frequency distribution

As mentioned in the previous chapter, the penalty paid for grouping values is the
loss of their individual identities and thus there is no way that a median can be
calculated exactly in this situation. However, there are two methods commonly
employed for estimating the median:

a) using an interpolation formula

b} by graphical interpolation.

Interpolation in this context is a simple mathematical technique which estimates an
unknown value by utilizing immediately surrounding known values.
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8. Estimating the median by formula

Given a grouped frequency distribution, the best that can be done is to identify
the class or group that contains the median item. From there, using cumulative
frequencies and the fact that the median must lie exactly one half of the way along
the distribution, a formula has been derived that will pinpoint a "theoretical’ value
for the median within the class. The following sections describe the procedure
involved and gives a full, worked example of its use.

9. Procedure for estimating the median by formula

The procedure for estimating the median (by formula) for a grouped frequency
distribution is:

STEP 1 Form a cumulative frequency (F) column.
STEP2  Find the value of % (where N= ¥ f).

STEP 3 Find that F value that first exceads, which identifies the median class
M.

STEP 4  Calculate the median using the following interpolation formula;

Median interpolation formula
N
= p
Median = Ly +| === L0y
fua
where: Ly lower bound of the median class
Fyq = cumulative frequency of class immediately prior to the
median class
fiy = actual frequency of median class
cys = median class width.

10. Example 3 (The medion for a grouped frequency distribution by formulal

Cduestion

Estimate the median (using the interpolation formula) for the following data,
which represents the ages of a set of 130 representatives who took part in a statis-
tical survey.

Age in years 20and 25 and and 3Sand 40and 45 and

under 25 under M) under 35 under 40 under 45 under 50

Numberof 14 29 13 13 9
rl.*P]‘l.'!-iL‘I'lt-i-ll]'l.-'L"h
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Answer
STEFP 1
Mumber of
Age (years) representatives
i (F)
20 and under 25 2 2
25 and under 30 14 16
A0 and under 35 20 45
35 and under 40 43 fated
40 and under 45 33 121
45 and under 50 9 130
S N 130 o
aTEP 2 T = T =6
STEP3  The median class is the class that has the first F greater than 65. Here, it
15 35 to 40

STEP 4 The median can now be estimated using the interpolation formula.
I.-IL.I' = ..'-'!'5_. F-"-'I—] = 43; l'lulr =5
I

> —Fy
Thus, median =L, + | == |y
Fa
= 35+ 65_45]*::5
43

3733 vears (2D)
i.e. median = 37.33 years (21)

11. Estimating the median graphically
This particular method can be thought of as the graphical equivalent of the previous
interpolation formula (although in fact, as will be explained, there is a slight differ-
ence between them}. A percentage cumulative frequency curve {or ogive) is drawn
and the value of the variable that corresponds to the 500 point (i.e. half way
along the distribution)} is read off and gives the median estimate. The technique is
summarised next, using a fully worked example.

12. Procedure for estimating the median graphically

The procedure for estimating the median {gmphica[]y,‘l for a grouped frequency

distribution is:

STEP 1 Form a cumulative (percentage) frequency distribution.

STEP2  Draw up a cumulative frequency curve by plotting class wpper bowunds
against cumulative percentage frequency and join the points with a
smooth curve.

STEP3  Read off the 50% point to give the median.
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13. Example 4 (Estimation of the median for a grouped frequency distribution
using the graphical method)

The table on the left below gives the distribution of advertising expenditure for a

number of companies in a month.

The table on the right shows the accompanying cumulative (%) frequency distribution

and the corresponding cumulative (%) frequency curve is displaved in Figure 1.

The 50r% point on the curve gives the median as .:Lppmximah:l}r £155().

Fe'll.;m':' 1 Cm:':r.n'rm'ru'_Fn'rlrm*r.u'y crrte comstrieiiom

Expenditire (£)

Less than 500

500 and up to 1000
to 1500
1300 and up to 2000
2000 and up to 2500
to 3000
3000 and up to 3500
3500 and up to 4000

1000 and up
2500 and up

4000 and over

Mrmbpr nnj

CONTERTIES

210
154
232
348
177
B3
35
12
9

Upper
bonerd

500
1000
1500
2000

= 2500
3000
3500
4000
5000

F F%
210 16.1
394 .2
626 458.0
974 74.8

1151 B8.3
1234 4.7
1282 98 .4
1294 993
1303 100

Cumulative frequency curve of companies' expenditure

Mercentage -
number of
companies
Bl -
i,_
!
/
60 /
507 point fpeeeeeeee- }-( T
40 // §
20 4 n’//j(
_ 1, _ Expenditure
Median estimate = E1550 upper bound
! (£)
] r T * T T T T T T T T ]
1] 1000 2000 3000 4000 S000 G000
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14,

15.

16.

Comparison of formula and graphical techniques

When using a graphical technique to estimate the median, if a cumulative frequency
polygon (i.e. straight lines join the points) is used rather than a cumulative frequency
curve, the result would be identical to that obtained using the formula. That is,
the formula method is the algebraic equivalent of estimating the median using a
cumulative frequency polygon. However, since a curve (if it is drawn reasonably
well} will fit the points plotted more naturally, it should be clear that the standard
graphical technique, using a curve, is to be preferred.
Summary of characteristics.
a) By formula.

i.  Uses linear interpolation.

il. A more mechanical approach.

iii. Can be used in computing routines.
b} By smooth curve graph,

i. No formula to be used or remembered.

ii. Uses (more accurate) non-finear interpolation, but graph needs to be drawn

reasonably accurately.
iii. Curve can be used for further types of estimates.

Median for a simple (continuous) frequency distribution

Occasionally, continuous data will be measured to a particular value rather than
naturally allocated to true continuous groups, For example, during a work study
exercise, the times taken by 46 workers to complete a particular job were measured
(to the nearest minute) to give the following:

Number of minutes 11 12 13 1415 16 17 18 19

Mumberotworkers 2 6 18125 00 1 1 1
Notice that, although at first sight the data might appear discrete, it is strictly
continuous. In order to calculate the median, the values given for number of
minutes must be translated as true continuous groups rather than discrete values,
Thus, the first group ranges from 10.5 to 11.5, the second from 11.5 to 12.5 and so
on. The median can only be estimated using either the formula or the graphical
technique; it should not be calculated using the technique described in section 4, The
calculation of the median for the above data is left as an exercise.

Characteristics of the median

a) Itis an appropriate alternative to the mean when extreme values are present at
one or both ends of a set or distribution.
For the following set of employee weekly wages (in £): 158, 138, 141, 148, 148,
146, 157 and 252, the mean was previously calculated as £161 which is clearly
unrepresentative, The median value, once the set has been sorted into ascending
order, is calculated as £148, a more reasonable and understandable representa-
tive measure, The extreme value of £252 has effectively been discounted.

b) Can be used when certain end values of a set or distribution are difficult, expen-
sive or impossible to obtain, particularly appropriate to ‘lite’ data. In extreme
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17.

18.

cases, the only numeric values that need to be determined are the middle one
or two.

For example, 100 light bulbs can be tested for average (median) length of life
by waiting only until the 50th “goes out’. The length of time that this particular
bulb has stayed alight is the value of the median. That is, it is not necessary to
carry on the test for the rest of the bulbs,

¢} Can be used with non-numeric data if desired, providing the measurements
can be naturally ordered. (The mean cannot be calculated if the data values are
NON-NWMeTic. )
For example, the median size of garment can be determined if all garments are
measured in such terms as “extra large’, ‘large’, ‘medium’, etc.

d) Will often assume a value equal to one of the original items, which is consid-
ered as an advantage over the mean,

¢} The main disadvantage of the median is that it is difficult to handle theore-
tically in more advanced statistical work, so its use is restricted to analysis at a
basic level.

Summary

a) The median is an alternative average to the mean and is particularly useful
where:;
i. asetor distribution has extreme values present and
ii. walues at the end of a set or distribution are not known.

b} The median is defined as the middle item in a size-ordered set or distribution.

¢} For a grouped frequency distribution, the median can be estimated using
either:
i. the linear interpolation formula or
ii. acumulative frequency curve.

d} The median can be used when a distribution is skewed or when end values are

not known. Its main disadvantage is the difficulty of handling it theoretically
and it is not used in further statistical analysis.

Points to note

al

b}

<l

The median item can be identified as the 1

th item along an odd-numbered

set or a simple discrete frequency distribution, but when calculating (esti-
mating) its value in a grouped frequency distribution, it is correct to consider it

as the EJ?—] th = 2— th theoretical item.

The graphical estimation method is generally considered superior to the
formula estimation method as long as a smooth cumulative frequency curve is
drawn, due to its {(superior) non-linear interpolation effect.

When estimating the median graphically, it is necessary to plot cumulative
frequency against the mathematical upper bound of the given classes of values.
For example, if the classes were described as: 10-19, 20-29, 30-39, 40-49, etc, the
correct upper bounds to plot would be: 19.5, 29.5, 39.5, 49.5, elc. This consider-
ation also applies to the use of the interpolation formula, where it is necessary
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20.

to evaluate L, the lower bound of the median class. Thus, if the median class for
the above set was 40-49, the correct lower bound, L, would be 39.5.

d) Sometimes it is convenient to express lite data in the form of a cumulative ‘more
than' {(as opposed to 'less than') distribution. If a cumulative frequency curve is
drawn in this situation, the median can still be determined by finding the 507
point.

Student self review questions

How is the median defined? |2]

If a set has an even number of items, how can the median be determined? [2]
Describe briefly how to estimate the median of a grouped frequency distribution
graphically. [11]

What is the graphical equivalent of the interpolation formula? [14]

On balance, why is the graphical method preferred to the formula method for esti-
mating the median? [14]

Name two separate conditions under which the median rather than the mean
would be chosen as a measure of location and explain why. [16]

What is the main disadvantage of the median? [16]

Student exercises

MULTI-CHOICE, Owver 11 successive workdays, an emplovee of a company regis-
tered the following number of complete hours worked:
35, 36, 36, 36, 40, 38, 40, 37, 35, 42, 43

The median number of hours worked was:
al 36 by 37 ¢} 38 d) 39
Find the median of the following sets of data:
a) 2.52,3.96,3.28, 9.20, 3.75
bl 84, 91,72, 68, 87, 78, 78, 78, 82, 79
The following figures were obtained by sampling the output of bags of walnuts
which were ready to be distributed to a national chain of supermarkets.

Number of walnuts 19 20 21 22 23

Number of bags 2 11 29 3 10
a) Find the median number of walnuts per bag.
b) Why is the median a suitable average for the above data?

¢} State why the mean would probably be chosen as more suitable if the bags had
been measured by weight of walnuts rather than by number.

Use the interpolation formula to estimate the median of the following data, which
relate to the 10 of a special group of an organisation’s employees.

(8} 95-106  107-115 116-124 125-133 134-142 143-151 152-160
Number of 3 5 g 12 5 4 5
employees

Have you any criticism of the structure of the frequency distribution?
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The following figures relate to the length of time spent by cars in a particular car
park during one day.

Time parked (hrs) Upto1 1-2 2-3 34 45 56 69 0912

Number of cars 450 730 640 120 40 3 20 20
Estimate the median parking time (to 202},
The following data show the number out of one hundred electric light bulbs (simul-
taneously connected to a power source), still working at the end of successive
periods of 100 hours.

Elapsed time thrs) 0 100 200 300 400 500 &00 700 800 900 1000

Number working 100 99 98 90 82 70 45 26 12 3 O

By drawing a cumulative (more than) frequency curve, estimate the median life.
[Hint: see section 18(d).]
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8 Mode and other measures of location

1. Introduction

Although the mean and median will be the averages used in most circumstances,
there are situations in which other averages are particularly appropriate. Whereas
the mean can be said to find the cexntre of gravity and the median the middle of a set
of items, the mode identifies the most popular item and is described in the following
sections for sets and frequency distributions. Two other specialised averages
described are the geometric mean and the harmonic mean, used to average percent-
ages and rates respectively

2. The mode

Sometimes a set of data is obtained where it is appropriate to measure a representa-
tive {(average) value in terms of "popularity’. For example, if a shop sold television
sets, the answer to the question “what price does the average television set sell at?
is probably best given as the price of the best-selling television. This value is the
mode. In this type of instance, the mode would be more representative of the data
than, for instance, the mean or median.

Other types of data for which the mode is sometimes used as the most appropriate
average are shoe or clothes sizes, number of defectives found on production runs or
size of company (by number of employees).

The mode

The mode of a set of data is that value which occurs most often or,
equivalently, has the largest frequency.

3. Example 1
a) The mode of the set 2,1,3,3,1,1,2,4 is 1, since this value occurs most often.
b} The mode of the following simple discrete frequency distribution
x 4 5 6 7 B 9 10
i 2 5 21 189 2 1
is B, since this value has the largest frequency (of 21).

4. The mode for grouped data

For a grouped frequency distribution, the mode (in line with the mean and median)
cannot be determined exactly and so must be estimated. The technique used is one
of interpolation, similar to that used to estimate the median of a frequency distribu-
tion. There are two methods that can be used to estimate the mode:

al using an interpolation formula

b) graphically, using a histogram.

The procedure for estimating the mode using an interpolation formula is set out in
section 5, while section 7 shows how the mode can be estimated graphically.
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5. Mode of a grouped frequency distribution by formula

An estimate of the mode for a gmuped [rcquenc':-,' distribution can be obtained
using the following procedure:

STEF1  Determine the modal class (that class which has the largest frequency).

STEP2  Calculate D, = difference between the largest frequency and the
trequency immediately preceding it

STEP3  Calculate D, = difference between the largest frequency and the
frequency immediately following it.

STEP4  Use the following interpolation formula:

Interpolation formula for the mode

I
ode [ Dy + 1y }
where: L = lower bound of modal class
C = modal class width
and: D, D, are as described above in STEFS 2 and 3.

Example 2 demonstrates the use of this procedure.

6. Example 2 ([Estimotion of the mode of a frequency distribution using the
interpolation formulal
Gluestion

Estimate the mode of the following distribution of ages.
Age (years) 20-25 25-30 30-35 35-40 4045 45-50

Numberof 5 14 20 43 33 9
Emplnj.-'ees

Answer

The table below shows the standard layout of the data, with the steps in the proce-
dure clearly specified.

Number of
Age (years) employees
STEP 1 20 and under 25 2
Modal class 25 and under 30 14 STEPS 2and 3
“\.\‘JU and under 35 29, D, =43-29=14
35 and : 43, -
under 40 3 D, =43-33=10
40 and under 45 A3
45 and under 50 9
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STEP 4
The lower class bound of the modal class, L = 35
The class width of the modal class, C = 5 (from 35 to 40)

D
Thus: mode = L-I-[DI +tD2 }C
[ 14 }..
= + 3
14+ 10
ie. mode = 37.92 years (2D)

7. Graphical estimation of the mode

The graphical equivalent of the above interpolation formula is to construct three
histogram bars, representing the class with the highest frequency and the ones on
either side of it, and to draw two lines, as shown in Figure 1. The mode estimate is
the x-value corresponding to the intersection of the lines.

Figure 1 Technique for estimating the mode graphically

- Mode estimate

el |

8. Example 3 (Estimation of the mode of a frequency distribution using the
graphical formula)
The following extract of data demonstrates the use of the above graphical tech-

nique to estimate the mode for the data of Example 2. The histogram bars in Figure
2 represent the following three classes and frequencies:

30 and under 35 29
35 and under 40 43
40 and under 45 33
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Figure 2 Estimating the modal age graphically

10

45 T Number of

employees

40 | Mode estimate
= 38 years
35+ |
30 T S
20 T
15 T
- Age
. :/ (years)
D } - — — i
30 35 40 45

The estimate of the modal value is 38, which agrees with the value obtained using
the equivalent interpolation formula (37.92). (See Example 2.)

9. Characteristics of the mode

a)
b)

c)

d)

e)

f)

Occasionally used as an alternative to the mean or median when the situation

calls for the ‘most popular” value to represent some data.

Easy to understand, not difficult to calculate and can be used when a distribu-

tion has open ended classes.

Although the mode usefully ignores isolated extreme values, it is thought to be

too much affected by the most popular class when a distribution is significantly

skewed.

Sometimes it will either:

i. not exist, as will be the case if a set of items all have different values, or

ii. not be unique, as is the case when two or more values occur equally
frequently or a distribution has more than one ‘hump’ at the same height.

Unlike the mean and median, the mode has no ‘natural’ measure of dispersion

to twin with, which is a particular disadvantage in most cases where further

analysis is required.

Like the median, the mode is not used in advanced statistical work.

10. Graphical comparisons of mean, median and mode

Frequency curves of distributions may be relatively symmetric, but more often
are skewed to some extent. Typical examples of this are distributions of wages,
company turnover or times to component failure and it is of some interest to know
the approximate relative positions of the three main averages, the mean, median
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and mode. Figure 3 shows these positions for moderately left-skewed, symmetric
and moderately right-skewed distributions.
Figure 3 Graphical positions of mean, median and mode
N

.l'.
i

(a) Symmetric “

- ' .
Mean
Median
. Mode -
x’if “~,lll. ff H‘x
(b) Moderate left 5k1y h I “x\\(c} Moderate right skew
|II IIIII
_F’_‘___,-“'ﬂ IIIII' "IIII \ER—%
= s e - ' s ee =
L3
/" T 4 f" | AN

Meanﬁ Median Mode Mode Median Mean

A useful aid in remembering the positions of the three averages in Figure 3 is to use

the following characteristics of the three measures:

a) The mode is the item that occurs most frequently and so it must lie under the
main ‘hump’.

b) The mean is the average that is most affected by extremes and so it must lie
towards the “tail” of the distribution (except, of course, for a symmetric distri-
bution).

¢) The median is the middle item and it also lies in the middle of the other two
averages (but slightly closer to the mean by a factor of 2 to 1 approximately).

11. Example 4 (Comparison of mean, median and mode|

Distributions of incomes are usually right-skewed; that is, although there will be a
clustering of values in a particular area, there will always be a number of them that
lie in the upper regions of the scale with very few (if any) lying in the lower regions.
For example, the following data relates to Personal Incomes.

Total income (£) 675 1000- 1500- 2000- 3000- 4000 &000- S000- 10000+

Number of 1230 2500 2660 5190 4320 4470 970 300 33D
persons (000)

Broadly speaking, the clustering of incomes is from £1000 to £5000 but there is a
significant tail from £6000 upwards. This distribution is moderately right-skewed
with the mean taking the largest and the mode the smallest value. For this type of
distribution, the median would be the most appropriate average.
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12. Relationships between mean, median and mode

13.

14,

For moderately skewed distributions [see diagrams (a) and (c) in Figure 3], simple
relationships between the mean, median and mode can be worked out. Given the
fact that the median lies between the mean and mode, but closer to the mean by
a factor of 2 to 1, the relationship median-mode = 2{mean-median) should be
approximately true. Using this relationship, any one of the three measures of loca-
tion can be expressed in terms of the other two with a little algebraic re-arrange-

ment. Namely:
a) median 2imean) + mode

3
b) mode = 3{median) - 2{mean)

¢} mean = ——
5

Thus, for example, if the median and mean of a moderately skewed wage distribu-
tion were known to be £184 and £202 respectively, the mode could be estimated as:

£]3(184) — 2(202)] = £148
using b) above.

Remember however, that each one of the above relationships is only an approxi-
mate rule for moderately skewed distributions.

Proportional increases and multipliers
The idea of a proportional multiplier needs to be introduced at this stage.

Consider increasing some value, £200 say, by 200, The most efficient way to do this

n
is to multiply the value by 120%. That is, resultant value = £300 » % = £300 = 1.2

= £360. Note that the 120% comes from (100+20)% or, equivalently, the 1.2 is made
upof 1 +0.2.
Thus, for example:

toadd 35% multiply by 135% or1.35

toadd 500 multiply by 150K%  or 1.50

toadd 87% multiply by 187% or 1.87

In the above, 1.35, 1.50 and 1.87 are called proportional multipliers. Using proportions
rather than percentages simplifies the arithmetic involved in calculations.

Formula for the geometric mean

The geometric mean is a specialised measure, used o average proportional increases,

In calculating the geometric mean, there are three steps to follow.

STEP1  Express the proportional increases (p, say) as proportional multipliers
(1+p)
For example, suppose a small firm had been growing over a four year
period, with its average number of employees per year given as

84, 97, 116 and 129,
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15.

The proportional increases from each vear to the next are:

a7 - 54 -~ 11p =97 120 -126
e = (1,155, ———=0.1%; ——— =10.112;
0.15 = 0.1% 136 0.112
The proportional multipliers are therefore: 1,155, 1.1%6 and 1.112

STEP2  Calculate the geometric mean multiplier using:

Geometric mean multiplier = '-l,.'I“ +p i+ )1+ p, )

For the previous example we have:
gm multiplier = 1}."-{1.] 551 1.196(1.112)
11.5361

1.154 (3D}
STEP3  Subtract 1 from the gm multiplier to obtain the average proportional
increase.
For the above example, average proportional increase = 1.154 - 1
=154
= 154%
That is, the (geometric) mean rise in employees per vear is 15.4%
Note that (using the original data) a 154% increase applied 3 times
successively to 84 will give a result of 129, That is, 84 x 1.154% = 129,
The geometric mean can be used to average proportional increases in wages or
goods, such as percentages or index numbers. Because of the way it is defined,
it takes little account of extremes and is occasionally used as an alternative to the
arithmetic mean.
The Financial Times (FT) Index is the most well known example of the practical use
of the geometric mean. It is calculated as the geometric mean of a set of selected
share values.

Example 5 (Caolculation of the geometric mean)

If it is known that the price of a commodity has risen by 67, 13%, 11% and 15% in
each of four successive years, then the geometric mean rise can be calculated as
follows.

=Tk’ 1 The four proportional multipliers are 1.06, 1.13, 1.11 and 1.15
STEP2 The geometric mean is given by

am = ¥1.06%1.13x1.11x1.15
- 4/1.5290

= 1.112 (3D}
STEP3  The (geometric) average rise = 1.112-1 =0.112
=11.2%
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16.

17.

18.

This value of 11.20% can be translated as the constant increase necessary each year to
produce the final year price, given the starting vear price.

Note on calculation of the geometric mean

There are several ways of calculating the geometric mean; for example, with a
calculator, using logarithms or with a command line in the computer language
BASIC {on a micro computer).

Using a calculator. Unless there are only two items, the calculator must have a
special ‘¥ key. If it has, the program for the above example is:

106 x 1,13 % 1,11 x 1.15=x¥ (.25 = (Ans 1.112)

i
(Mathematical note: ¥x = x4 = 2%

)

The harmonic mean

The harmonic mean is another specialized measure of location used only in particu-
lar circumstances; namely when the data consists of a set of rates, such as prices
(£/kilo), speeds (mph) or productivity (output/manhour). It is defined as the recip-
rocal of the mean of the reciprocals of the item values. Symbolically, the harmonic
mean (hm) of x,,x......x,, is given by:

Harmonic Mean
1

hm = E]

X

As a simple example, the harmonic mean of 2, 4 and 6 is given by:

3 3
hm =557 = 955025+ 017
FAr
~ 327 (2D)

Motice that the harmonic mean in this example is less than the arithmetic mean
(which is easily calculated as 4).

Use of harmonic mean compared with arithmetic mean

Care must be taken when considering averages of rates. Depending on the basis

of measurement, rates can be averaged using either the harmonic or the arith-

metic mean. Remembering that a rate is always expressed in terms of the ratio of

two units (e.g. price/kg or hours worked per man or miles/hr), the criterion for

choosing which average is appropriate can be stated as follows.

a) if the rates are being averaged over constant numerator units, the harmonic mean
should be used,

BUT

b) if the rates are being averaged over constant denominator units, the arithmetic
mean should be used.
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19.

Suppose we wished to average the productivity (in items/ day) of two production
lines which are both producing the same items. Then, if the productivity for each
line was measured over, say, one week (i.e. the same e, thus making the denom-
inator units constant for both lines), the arithmetic mean would be used to average
the two rates. However, if the productivity for each line was measured over, say,
the production of 5000 items (i.e. the same guantity, thus making the numerator
units constant for both lines), the harmonic mean would be used to average the two
rates,

Example 6 shows the calculation of the harmonic and arithmetic means in a prac-
tical situation, demonstrating the difference between cases a) and b} above.

Example 6 (Comparison of the harmonic and arithmetic means]

A firm has two types of lorry in its fleet.

a} If two lorries, one of each type, were tested over a distance of 200 miles to yield
the two rates 14 and 18 mpg, then the numerator unit (miles or distance) is a
uniform amount for both and so the harmonic mean is the appropriate average

to use,
2
Here, average consumption = hm = 1 1
14 18
= 1575 mpg

b} If now the two lorries are each filled with 10 gallons of fuel and tested until the
fuel runs out to vield the two rates 14 and 18 mpg, then the denominator unit
{gallons or fuel units) is now a uniform amount for both and so the arithmetic
mean is the appropriate average to use.

Here, average consumption = am = 14+13
2
= 16 mpg

The interpretation of the difference between the two averages is that the arith-

metic mean of 16 mpg is based on consumption using 10 gallons of fuel, while the

harmonic mean of 15.75 mpg is based on consumption over 200 miles.

Characteristics of the geometric and harmonic means

a) For all sets of data, the following relationship is always true:

Arithmetic mean > geometric mean = harmonic mean.

—a

As a demonstration of this relationship, using the rates in the above example:

am = lo mpg, hm = 15.75mpg and the gm = 1-y1.14x 1.18 = 1 -1.1598 = (.1598
= 15.98 mpg.
That is, the hm is the smallest and the am the largest.

b) Both of these means must be seen as special measures, used only in particular
circumstances and not to be compared or contrasted with the other three stand-
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c)

ard averages (the mean, median and mode) except for the special case noted in
section 19 above.

Both means have the advantage of taking little account of extreme values
compared with, for instance, the arithmetic mean which is affected (often
severely) by extremes.

For example, suppose the highest of one of five shares doubled in price overnight.
Table 1 shows the effects that this change would have on both the geometric and
arithmetic means.

Table 1 Comparison of arithmetic and geomebric means

22.

23.

1.
2.

Share prices Qmam
Yesterday 142 181 270 180 95 164 174 164 174
Today 142 181 540 180 95 188 228 185 228

It is clear that the arithmetic mean is severely affected by such extremes, whereas
the geometric mean can cope with the extremes adequately.

Summary

a) The mode is defined as that value of a set which ocours most often.

b} The mode is found by inspection for a set of values, and for a frequency distri-
bution can be estimated using either:

1. the linear interpolation formula or
ii. a histogram.

¢) The relative positions of the mean, median and mode are fairly well defined in
svmmetric and moderately skewed distributions. Given any two, it is possible
to estimate the third.

d) The geometric mean is a specialized measure of location, generally used to
average proportional increases and is defined as the n-th root of the product of
n values.

¢) The harmonic mean is another specialized measure of location, generally used
to average rates or ratios and defined as the reciprocal of the mean of the recip-
rocals of the given values.

Points to note

a) The mode may not be uniquely defined {unlike the mean and median) as it
is possible to obtain two or more modes for a given sel. For example, the set
1,3,4,4,2.6,3 has fwo modes, 3 and 4.

b} The modal value of a set may not exist, as is the case with the set 1,3,4,57,10,
which has no one number that occurs more frequently than another.

c) The relationships between the mean, median and mode, described in sections
10, 11 and 12, are only approximate but will NOT hold for excessively skewed
data.

Student self review questions

How is the mode defined? [2]

Why is the mode not used extensively in statistical analysis? [9]
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8 Mode and other measures of location

E.a:

Tl

Under what conditions may any one of the mean, median or mode be estimated,
given the values of the other two? [12]

Write down the definition of the geometric mean and the type of values that it can
be used to average. [14]

Write down the definition of the harmonic mean and the type of values that it can
be used to average. [17]

Student exercises

Determine the value of the mode for the following sets of data:
a) 10,11,10,12,11,10,11,11,11,12,13,11,12
by 2,1,1,23.2.3.34.64.1,23
c) x 14 15 16 17 18 19 20
t 14 26 18 9 2 1 1

Caleulate a modal value for the following data of age at commitment of crime of
500 male criminals.
Age (years)  Underlse 16-17 18 19-20  21-27  28-3ph
Number of men b 70 95 133 161 33
Comment on the suitability of the mode to represent this data.
State the mode of the following distribution and comment on its use in this situa-
tion.

Number of children in family 01 2 3 4 5 bormore
Mumber of families 11 47 28 9 4 1 1

MULTI-CHOICE. For a right-skewed distribution, which one of the following state-
ments is false.

a) The mode is less than or equal to the mean.
b) The median is less than or equal to the mean.
¢} The mean is less than or equal to the median.
d)} The mode is less than or equal to the median.
The following data relates to Personal Incomes.
Total income (£} 675 1000= 1500- 2000- 3000 4000- a000= BOOO= 10000+
No. of persons (000) 1230 2500 2660 5190 4320 3470 970 300 130
Calculate estimates of the value of:
a} the mean
b} the median, using the appropriate interpolation formula and
¢} the mode, using the appropriate interpolation formula.
Calculate the value of:
d) 2Hmean-mode)
e} 3imedian-mode)
and give the reason why these two values should be approximately equal for this
distribution.

Calculate the arithmetic mean, geometric mean and harmonic mean of the three
numbers 2, 3 and 4.
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7.

10,

11.

Each of four large supermarkets, A, B, C and D, underwent a time and motion
study to investigate cash-point service and movement of customers. The measure-
ments began at the same time in each supermarket and ended in each after exactly
100 customer visits. As part of the results, the flow through A, B, C and D was
measured as 80, 68, 81 and 74 customers per hour respectively. Find the average
number of customers per hour per supermarket while the study measurements
were being carried out.

The price of a particular model of car was £4760, £4983, £5104, £5421 and £5500,
over five successive vears, Use the geometric mean to calculate the average yearly
percentage increase in price.

A group of workers have received 5.8%, B.5% and 3.2% wage increases over the last
three years. What percentage do they need this year in order to average 67 over the
whole period?

In a car factory there are three lines working a scheduled seven hour day, each
producing different models. Line A produced 44 cars per day, line B 68 per day and
line C produced 9 cars per hour. Find the average daily rate of production:

a) if each line worked steadily for 2 hours

b) while each line produced 10 cars.

The cost of sand, small pebbles and cement is £12, £24 and £60 per vard respec-
tively. A mix for heavy duty paths consists of equal parts of sand, small pebbles
and cement. Another mix is used as mortar for bricklaying and consists of 5 parts
of sand to 1 of cement. Find the average price per yvard of the relevant constituent
components for:

a) a mortar mix

b) aheavy duty path mix.
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9 Measures of dispersion and
skewness

1. Introduction

This chapter introduces dispersion and skewness in general terms and introduces
the range and mean deviation as particular measures of dispersion. The two most
important measures of dispersion, the standard deviation and quartile deviation,
and related measures of skewness are covered separately in chapters 11T and 12.

2. Comparison of location, dispersion and skewness
Dispersion is the statistical name for the spread or variability of data, while skewness
describes how non-symmetric (or ‘lopsided’) the data is.
a) Distributions 1 and 2 (in Figure 1), although spread out in the same way, are
located differently. The two distributions might describe the daily rates of semi-
skilled(1) and skilled (2) workers employed on a large contract.

Figure 1 Dhistributions (of unges) with equal dispersion but different locakion

Distribution 1 /\ /_\HIH Distribuation 2
5

f |

/ \ /
X )

E£100 £130 £140 £170

Figure 2 Distributions (of sales) with equal location but different dispersion
Distribution 3 \

Distribution 4

/
/ _

E£2000 £4000 £6000) L5000 E10000

b) Distributions 3 and 4 {in Figure 2) are located in the same place but dispersed
differently. These might be the values of monthly sales for two companies,
where company 3 can be described as being more consistent {or less variable)
than company 4.

¢} Distributions 5 and & {in Figure 3) have equal dispersion but are skewed
{and also located) differently. These might be the distributions of the ages of
employees in two different companies
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@ Measures of dispersion and skewness

Figure 3 Dustributions (of ages in years) with different skeweness but equal dispersion

Distribution 5 hstribution 6
=
7\ N\
/ |
/ \
f \
/ \
f o —
26 28 30 38 40 42

3. Measvres of dispersion

Measures of dispersion describe how spread out or scattered a set or distribution of numeric
data is. There are different bases on which the spread of data can be measured.

a) Spread about the mean. This is concerned with measuring the distance between
the items and their common mean. There are two measures of this type used:
i.  the mean deviation
ii. the standard deviation (a measure so important and widely used that the
whole of chapter 11 is devoted to it).
b} Central percentage spread of items, These measures have links with the median.
1. the 10 to 90 percentile range
ii. the quartile deviation (included in chapter 12).
c)  Owverall spread of items. This measure is called the range and is dealt with next.

4. The range

The range is the simplest measure of dispersion available in statistical analysis.

The range
The range is defined as the numerical difference between the smallest and
largest values of the items in a set or distribution,

Thus the range can be calculated as largest value minus smallest value.

The attraction of this measure is its simplicity, with everyone {at one time or
another) using it as a matter of course. The range of prices of different models of
the same car; the range of times of delivery of different items ordered; the range
of manpower available on a production line at different times. All these examples
provide relevant information on the dispersion of a set of values, albeit of a basic
kind.

5. Example 1 [Determination of the range|
a) The daily number of rejected items detected from the separate output of two
industrial machines over fourteen days were:
Machine 1: 4,7,1,2,2,6,2,30,4,5,3,7. 4
Machine 2: 3,2,233241,1,3 24212
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9 Measures of dispersion and skewness

The range of values for machine 1157 -0 =7 and for machine 2is4-1=3. Thus
the daily production of rejects is more variable for machine 1.

b} For the two sets of data in Figure 2, distribution 3 has a range of £8000-
£4000=£4000 and distribution 4 has range £10000-£2000=£800K),

¢} The two distributions in Figure 3 have equal ranges of 14.

6. Characteristics of the range

a) The range is a simple concept and easy to calculate,

b) The major disadvantage of the range is the fact that it only takes two values into
account {the smallest and largest) and is thus only too obviously affected by
extreme values.

c) The range has no natural partner in a measure of location and is not used in
further advanced statistical work.

d) One of its common practical uses is tor quality control purposes. Small samples
of output are taken at regular intervals and the sample mean and range are
calculated and recorded on separate charts. The chart for the ranges of samples
enables a check to be kept on the variability of production in a quick and easy
way.

7. The mean deviation

The mean deviation
The mean deviation is a measure of dispersion that gives the average absolute
difference (i.e. ignoring ‘minus’ signs) between each item and the mean.

The mean deviation is a much more representative measure than the range since all
ibem values are taken into account in its calculation,

As an example, suppose an assembly line produced 3, 10, 5 and 2 defective products
34104542 _ 20,

4 5
The absolute differences between each value and the mean (5) are respectively:

on four successive runs. The mean number of defectives =

3-5 2 {or 2, ignoring the ‘minus’ sign)
10-3 =5
5-5 =0
2-5 = =3 {or 3, ignoring the "minus’ sign).

The mean deviation can now be calculated as the average of the above absolute
differences. That is:
mean deviation = 2503 10 2.5

4 4
Depending on whether the data consists of a set of items or a complete distribution,
different formulae need to be used in the calculation of this measure. These are
shown in the following section.
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9 Measures of dispersion and skewness

8. Formulae for the calculation of the mean deviation

The niean devintion (md) is calculated through the use of the following formulae.

- - —_— R = amm e, m——mmme 1 .o e

Mean deviation
|
X =2
For a sot: mid L
i
_ Y fle—-x
For a frequency distribution: md= "<,
: 2 f
|
MNote: The modulus symbol | v | means ‘the absolute value of® and simply ignores

the sign of the expression inside it.

For example: —6|=6=6
and: 2-5=|-3=3

9. Example 2 (The mean deviation for a sef)

Gluestion
Calculate the mean deviation of 43,75,48,39,51,47, 50,47

Answer

First determine the mean as: % = 50}, and then:

Llr-x

M
143 — 50|+ |75 — 50] + |48 — 50| + |39 - 50{+
8

md =

51~ 50+ [47 ~ 50{+ |50 — 50 + |47 - 50

7242411 +14 3+ (3
8

= 6.5
In other words, each value in the set is, on average, 6.5 units away from the
COMIMON mean.

10. Example 3 [(Mean deviation tor a frequency distribution)

Guestion

The data in Table 1 following relates to the number of successtul sales made by the
salesmen employed by a large microcomputer firm in a particular quarter.
Calculate the mean and the mean deviation of the number of sales.
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Answer

The standard layout and caleulations are shown in Table 2. The mean is calculated
first, then used to find the mean deviation.

Table T Number of sales made by salesmen

MNumber of sales -4 59 1014 1519 20-24 25-29
Mumber of salesmen 1 14 23 21 15 (4]
Table 2 Layout of calculations
Number Nrumber Mid-
of sales  of salesmen point
(f) {x) {fx) x-x  flr—-3|
Otod 1 2 2 13.3 13.3
Sty i4 7 9s 853 116.2
10t 14 23 12 276 i3 7549
15t0 19 21 17 357 1.7 5.7
200t0 24 15 22 330 6.7 100.5
25029 (3 27 162 11.7 70.2
Totals 80 - 1225 4118
Mean number of sales, ¥ = Igﬁj
=153 {1013}

For the ‘04" group: [v —¥] = [2-15.3]
_ 133
=133

For the ‘5-9" group: |x —¥| = [7 —15.3|
= |-8.3|
=83

2fk- ]

p
411.8
i

= 5,1 sales

o and so o,

Thus, miean deoiation, md

11. Characteristics of the mean deviation

al The mean deviation can be regarded as a good representative measure of
dispersion that is not difficult to understand. It is useful for comparing the vari-
ability between distributions of like nature.

b} Its practical disadvantage is that it can be complicated and awkward to calcu-
late if the mean is anything other than a whole number,

¢} Because of the modulus sign, the mean deviation is virtually impossible to
handle theoretically and thus is not used in more advanced analysis.
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12.

13.

14,

15.

16.

Other measures of dispersion

As mentioned earlier, the bwo most important measures of dispersion, the standard
deviation and quartile deviation, are dealt with separately in the following two chap-
ters.

Skewness

Remember that skewness is concerned with how non-symmetric or ‘lop-sided’ a
distribution is. The direction of skew is determined by the position of the “long tail’
of the distribution: thus it the h‘I'I"IE tail is to the left, then the distribution is said to
be left or negatively skewed, Wage (or salary) distributions normally have right
skew, due to the fact that there will inevitably be a small proportion of the wages
(or salaries) that are unrepresentatively high.

Chapter 8, section 10 described an approximate relationship between the mean,
median and mode for moderately skewed distributions and it is this relation-
ship that enables a simple measure of skewness to be derived. Tt the distribution
is skewed to the right, then the mean is greater in value than the mode (and vice
versa). Thus the numerical difference between the values of the mean and mode
will be an indicator of the degree of skewness.

Generally, measures of skewness are given in terms of measures of location and
dispersion, the two most commonly used involving the two measures of dispersion
dealt with in the following chapters. Thus their precise forms are left until then.

Summary

a) Measures of dispersion can be linked to the mean, median or the spread of all
items.

b} The range is the simplest measure of dispersion and is defined as the numerical
difference between the smallest and largest items.

¢l The range is used to measure the dispersion of small samples in industrial
quality control, but is not used extensively in situations where more advanced
statistical analysis is required.

d) The mean deviation is a measure of dispersion that measures the average
distance between each item and the mean of a set or distribution.

¢} Skewness describes the extent of non-symmetry of a distribution.

Point to note

Sometimes the mean deviation is called the mean deviation from the mean, since it is
deviations from the mean that are averaged. It is possible for example to calculate
the mean deviation from the median {or any other value) if required.

Student self review questions
Why are measures of location alone not enough to characterise data in a meaningful
way? [2]
On what bases can dispersion be measured? 3]
What is the significant use of the range in an industrial situation? 6]
Why is the range not used extensively in statistical analysis? 6]
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™

17.

How does the mean deviation measure dispersion? |7]
What is the major disadvantage of the mean deviation? [11]
What is skewness? [13]

Student exercises

Find the range and the mean deviation of the following sets of values:
B4, 92, 73, 67, 88, 74, 91, V4.
Weekly withdrawals (to the nearest £) from petty cash for a six-week period before
and after a new claim scheme was introduced were recorded as follows:
Before new scheme; 145, 124, 84, 78, 124, 138
After new scheme: /3, 128, 85, 57, 136, 122
Show, using the mean and mean deviation, that although the new scheme has cut
down the weekly claims, the variation in the claims has increased.
For the distribution:
X 1 2 3 4 5 6
t 2 8B 24 532 31 11

L

calculate:
a) the mean
b} the mean deviation from the mean
¢}  the median

d) the mean deviation from the median.

A firm recorded the number of orders received for each of 58 successive weeks to
give the following distribution:

MNumber of orders received 10=14 1519 20-24 25-29 30-34 35-39

MNumber of weeks 3 7 15 20 9 )

Calculate the mean deviation from the mean, given that the mean number of orders
is 25.2 (100}
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10 Standard deviation

1. Introduction

Recall from the previous chapter (section 11) that the mean deviation cannot be used
extensively because of the awkward modulus sign. Instead, we use an adaptation
of it to form the most commonly used measure of dispersion, the standard devia-
tion. It is the ideal partner for the mean, as will be demonstrated in this chapter.

The standard deviation is first described for a set, then special computational
formulae are given for both a set and a frequency distribution. Finally, two special
measures based on the standard deviation are given; the first, a relative measure
of dispersion called the coefficient of variation, the second, Pearson’s measure of
skewness,

2. Calculating the standard deviation

A procedure for calculating the standard deviation is now described and, at the
same time, demonstrated using the set of values, 2, 4, 6 and 8.
STEP1  Calculate the mean.

2+4+6+8

X=——— =5
4

STEF 2 Find the sum of the squares of deviations of items from the mean.
(2-5)7 + (4-5)" + (6-5F + (8-5) =(=3F + (-1)*+ (1)* + (3}¥
=9+14+1+9
=20
STEP3  Divide this sum by the number of items and take the square root.
| 20 o
HT =+'5=224(2D)
This value 50 aobtained, 2.24, is the standard deviation.
This procedure can be summarised in general terms as follows,

Standard deviation for a set of values

In words, the standard deviation can be defined as “the root of the mean of the
squares of deviations from the common mean’ of a set of values.

Note: If the mean is not a whole number, the calculations could involve some
awkward, decimal-bound work. An example of this follows,

3. Example 1 (Standard deviation tor a sef)

Question

Find the standard deviation of 6, 11, 14, 10, 8, 11 and 9.
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Answer

The tabular layout shown below in Table 1 is used so as to be able to carry out the
required calculations in a systematic manner.

The mean is calculated first and then used to obtain the values in the second two
columns.

T - f’—;=~'~:-.55? 3Dy T (x - = 38.854 (3D)

 ¥e-3? (38854

= | — 7
\ - =V = 2360030
Table 1T Layout of calculations
¥ ¥ X {x - %)
fa ~3.857 14.876
11 1.143 1.306
14 4143 17.164
10 0.143 (1020
B -1.857 3448
11 1.143 1.306
G —{1.857 (1734
&9 38.854 (3D

4. The link between the standard deviation and the mean

At this pm'nt it is worth putting the standard deviation in its correct context,

Given a set of data, there would be litthe point in calculating a measure of disper-
sion as sophisticated as the standard deviation without reference to its natural
partner, the mean. This is because the mean needs to be calculated anyway in order
to obtain the value of the standard deviation, as can be seen quite clearly from Table
1 and the accompanying calculations,

Hence, from now on, the mean and standard deviation will be calculated and
referred to as a linked pair.

5. Adaptation of the standard deviation fermula

As mentioned in section 2 earlier, particular problems can occur when calculating
the standard deviation if the mean is not a whole number. These are due to the fact
that each item must have the mean (with its usual ‘awkward” value) subtracted
from it In order to overcome these F.lrubl.i_'m:i., the formula given in section 2 can
be re-arranged into a more suitable form. The adapted {computational) formula
avoids having to subtract the mean from each item.

It is described in section 6 and is followed with an example of its use.
6. Computational formula for the standard deviation of a set of
values

The use of the computational formula is now shown, working with the same set of
values (2, 4, 6 and 8) as in section 2.
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STEP1  Sum the squares of all values.
22+ 42+ 60+ 80 =120
S5TEP2  Divide this sum by the number of values.

E = M)
4
STEP3  Subtract the square of the mean.

(The mean is 2HH648 5, the square being 25.)

We now have: 30 -25=5,
STEP4  Take the square root, giving the standard deviation.

Thus the standard deviation is: v 5 =224 (2]

Notice that the same value has been obtained here as in section 2.
The generalized formula for this procedure is now given.

Computational formula for the standard deviation of a set

§= -X
V n

z

Note: The formula givnn will a]h-'al-r'.-'. ].-'iq:-]d the same value for the standard devi-
ation as the formula in section 2.

However, the previous computational formula is generally preferred since it
involves less awkward arithmetic.

7. Example 2 (Stondard deviation for a set using the computational fermula)

(Juestion

Calculate the mean and standard deviation of the values
43,75.48,51,51,47,50.47 40,48

Answer

The standard layout is shown on the opposite page and the calculations are as
tollows:

x
2500 _ o

=1k } x= 50 Y oxd = 25H02, =
= M 10

R
_ 2 _52
1||| n

(25802 50
Vo0
= 896 (2D)
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X 2
43 1849
75 SH25
48 2304
51 264011
51 2601
47 2209
501 2500
47 2204
40 1600
48 2304

00 25802

8. Notes on example 2

a)

b)

Calculating ¥, r? Use both the automatic squaring and "accumulating memory’
facility on your calculator to generate these values. This will ensure the
least effort for the information needed. The procedure on the calculator is as
follows:;
43 = M+ aquaring 43 and ad ding it to memory

(M+ is the ‘add to memory’ key)

Now write down the x? value displayed
75x M+ Write down the x2 value
48 = M+ Write down the x2 value

and s0 on, down tor
. 4 4
48« M+ Write down the x* value
. . .
Finally, press the "'memory recall’ key to display ¥, x-

25802

Calculating the standard deviation. The expression — 507 {in example 2) can

be evaluated on any standard caleulator, without ﬂlmding to write down any
intermediate results. The procedure to follow is always the same. Evaluate the
mean, square it and transfer to memory. Then evaluate the left hand side and
subtract the contents of memory, finally taking the square root,

In this case, the steps on the calculator are:

50 = Squaring 50 (With some calculators it is necessary to key 50 x =)
M Adding {2500) to memory

25802+10 Evaluating left hand side

- EM Subtract the contents of memory (RM is the “recall memory” key)
= Perform the subtraction, giving 80.2 (DO NOT forget this step!)
SOR Square root, to give the result.

9. Standard deviation for a frequency distribution

For large sets of data, a frequency distribution is normally compiled and the compu-
tational formula for the standard deviation for a set needs to be dulv adapted. The
adapted formula is given in section 10 and is followed by a worked example.
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10. Formula for the standard deviation of a frequency distribution

The following standard deviation formula has been adapted from the formula for a
set and can be used for both simple discrete and grouped distributions.

—_——

Computational formula for the standard deviation of a frequency
distribution

Note: For a grouped frequency distribution, x is the class mid-point.

1 . Example 3 (The standard deviation for a frequency distribution)

& aestion

The data in Table 2 below relates to the number of successful sales made by the
salesmen employed by a large microcomputer firm in a particular quarter. Calculate
the mean and standard deviation of the number of sales.

Answer

The standard layout and calculations are shown in Table 3 and the 5ub54-:quent

text.
Table 2 Successful sales made

Number Number of
of sales salgsmien
Dto 4 1
5to9 14
10 to 14 23
15 to 19 21
20 to 24 15
25 tp 29 [
Table 3 Table of calculalions
Number Number Mid-
of sales of salesmen point
(N {x) (fx) (fc2)
0to 4 1 2 2 4
5to9 14 7 o8 686
10 to 14 23 12 276 33z
15t0 19 21 17 357 6064
20to 24 15 22 330 7260
25to 29 fr 27 162 4374
Totals 80 BY 1225 21705
Mean, ¥ = 1225
Bl
= 15.3 sales (1D)
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Standard deviation, s

s _[ 3 fx ]1

VIf LEf
121705 _[ 1225 ]2
| 80 80

= 6.1 sales (1D)

The next spreadsheet shows a layout for these calculations. The formulae necessary
are shown on the immediately following spreadsheet.

- e S TR I3 - = me—mm s m el
& | B | € | © | E |F] G | W | [ | J
1
2 If = 80 ﬁ
5 Efx = 1225
4 Efe2= 21705
5 mean = 1551
[ = 607
7
[[] Totals 80 87 1225 21705
9
10 i -4 T el
1 2 2 4
(12 14 7 98 31
13 23 12 276 3312
i4 21 7 357 6069
15 15 22 IO 7260
(16 | 3 27 162 4374
7
18
19
Z0 s
21 i
ﬂ b -
WL 4P [w) Sheet1 (Shusiz 7 1l J?I%
Ew Ehll]—ug.’i e = ——E
1 B | C | 1] | E | F
2 - a's
| 2 | zf= =BB =
| 3 | =fz= =D8
4 | £x2 = =EB
5 | mean = =B5/B2
[ s = =S0RT{B4s/B2-(B3/B2)"2)
T
B | Totals =SUM{B11:820) =SUM{C11£20) =SUM{D11:D20) =SUMCENT:E20Q)
9
10 f ¥ fx fed
11 1 2 =B11#C1 | =011%C11
!2 14 T =Bl1Z2%C12 =D1Z*CI 2
13 23 12 =B13*C13 «D13#C13
(14 21 17 =B14%C14 =D14%C14
15 15 22 =B1S*C15 =D15%C15
16 i 27 =BIE*C16 =D16*C16
17
(19
20 |
21 i
22 o
ﬂ EIE’E Sheetl ', Sheet2 / B . |.¢.|%|
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12. Notes on Example 3

al Take care when r'nﬂ:mh'ug_,[r-"'.

b)

c)

0 j:l“!'

means f times x times x (and not fx times fx). Thus, values of _J".r3 can be

calculated using fx times 1.
Lse of a calculator,

When calculating (and at the same time accumulating) values of fr and fx? |, use
the type of technique described in the previous example. It will ensure the least
number of kevstrokes for all the information required in the table. For example,
in the case of fx values, the calculator procedure is:

1% 2 M+ and write down value (2)

14 = 7 M+  and write down value (98)

. etc, down to:

6 x 27 M+ and write down value (162)

RM

gives the value of ¥ fx (1225)

Validation of calculated measures.

Whenever the mean and standard deviation are calculated, it is .ZIl.“'i-.‘I:,.'H wise to
{'hl‘(‘k on the reasonableness of the results.

Since the mean is a measure of location, it should be mugh]v centrally
located. In this case, 153 is acceptable.

The standard deviation should be approximately ‘one-sixth of the range
for mughl}r symmetric distributions. For moderately skewed distributions,
it will be ﬁlighﬂ}r larger. In this case, the distribution is not very skew and
dividing thie range (29-=29) by 6 givies approximately 5, which APTEES VETy
well with the calculated value of 6.1,

An examiner will always give students credit for noticing that a calculated value is
unreasonable (even if they have no time to correct their error).

13. Characteristics of the standard deviation

a) The standard deviation is the natural partner to the arithmetic mean in the
following respects:

b)

cl

i
I.

"By detinition’. The standard deviation is defined in terms of the mean.
‘Further statistical work’. In further statistical analysis there is a need to
deal with one of the most commonly occurring natural distributions, called
the Normal distribution, which can only be specified in terms of both the
mean and standard deviation.

It can be regarded as truly representative of the data, since all data values are
taken into account in its calculation.

For distributions that are not too skewed:

i,

virtually all of the items should lie within three standard deviations of the
mean.

Le. range = 6 x standard deviation (approximately ).
05% of the items should lie within two standard deviations of the mean.
50% of the items should lie within 0.67 standard deviations of the mean.
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14.

The coefficient of variation

It is sometimes necessary to compare two different distributions with regard to
variability. For example, if two machines were engaged in the production of iden-
tical components, it would be of considerable value to compare the variation of
certain critical dimensions of their output. However, the standard deviation is used
as a measure for comparison only when the units in the distributions are the same
and the respective means are roughly comparable.

In the majority of cases where distributions need to be compared with respect to
variability, the following measure, known as the coefficient of variation, is much more
appropriate and is considered as the standard measure of relative variation.

[ - - —— e — —— — —

Coefficient of variation

standard deviation .
&= - x 100,
mean

15.

16.

In words, the coefficient of variation calculates the standard deviation as a
percentage of the mean. Since the standard deviation is being divided by the mean,
the actual units of measurement cancel each other out, leaving the measure unit-
free and thus very useful for relative comparison.

Example 4 |Calculation of the coefficient of variation)

Over a period of three months the daily number of components produced by two
comparable machines was measured, giving the following statistics.
Machine A: Mean=242.8: sd=20.5
Machine B: Mean=281.3; sd=23.0
20.5
242.8
= B.4%
The coetficient of variation for machine B = —%3]%&{ 1004
=8.2%
Thus, although the standard deviation for machine B is higher in absolute terms,
the dispersion for machine A is higher in relative terms.

The coefficient of variation tor machine A = x 100%

Pearson’s measure of skewness

Skewness was described in the previous chapter and it was shown that the degree
of skewness could be measured by the difference between the mean and the mode.
However, for most practical purposes, it is usual to require a measure of skewness
to be unit-free (ie. a coefficient) and the following expression, known as Pearson’s
measire of skewness (Psk) is of this type.
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Pearson’s measure of skewness
mean - mode
Pk = e, "_ -
standard deviation
3x(mean — median)
standard deviation

Thus the skewness of two different sets of emplovee’s remuneration can be
compared if, perhaps, one is given in terms of weekly wages and the other in terms
ot annual salary.
Note that:

Psk < 0 shows there is left or negative skew.

Psk = 0 signifies no skew (mean=maode for a symmetric distribution).

Psk = 0 means there is right or positive skew.
The greater the value of Psk (positive or negative), the more the distribution is
skewed.

17. Example 5 (Determination of Pearson’s measure of skewness)

Gluestion
The following data relates to the number of successful sales made by the salesmen
emploved by a large microcomputer firm in a particular quarter.
Mumber of sales -4 59 -4 1519 20-24 25-29
Number of salesmen 1 14 23 21 15 3]
The mean and standard deviation (earlier calculated) are 15.3 and 6.1 respectively.
Estimate the value of the mode and thus calculate Pearson’s measure of skewness.

Answer
The interpolation formula (given in chapter 8, section 5) is used to estimate the
mode.
The modal class is 10-14 {since it has the largest frequency) with a lower class
bound of 9.5. The differences between the largest frequency and those either side
are: D, =23-14=9; D, = 23 - 21 = 2 and the modal class width is 5.

Thus, mode = 9.5+[ ]:-:5 = 13.6 (1D)

mean = mode
standard deviation
153-136

6.1
=+ 0.28 (2D)

This value of Psk demonstrates a small degree of right skew, which can be
confirmed by inspecting the given frequency distribution table.

Pearson’s measure of skowness, Psk
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18.

19.

The derivation of the standard deviation

in chapter 9, it was noted that the mean deviation, although an ideal measure of
dispersion, is awkward to handle both practically and theoretically. It is for this
reason that the standard deviation was derived as a practical and theoretical alter-
native. The steps involved in the transition from mean deviation to standard devia-
ton are now described.

Yle—x]

I

a) Mean deviation

The objection to the above is the awkward modulus sign. We remove it, to
give:
b} Yix-Xx)
"

However this expression is alwavs zero (from Arithmetic Mean, chapter 6
section 20), since the deviations from the mean cancel each other out, The
expression in (a) conveniently disregards all the minus signs! But there is
another way of disregarding minus signs, by squaring. Thus:

d Y (x - %)
1

This expression is known as the variance. Itis quite useful as a measure of disper-
sion and, indeed, 15 used for numerous purposes in more advanced statistical
analysis. For practical purposes however it has one drawback, it is measured
in square units. For example, if the original units were, say, in £, then the mean
would be in £ but the variance would be in £2 This particular inconvenience can
be overcome, of course, by taking the square root of the above expression, to
givin _

. Y-

) 3 "

Summary

a) The standard deviation of a set of values is defined as ‘the root of the mean of
deviations from the mean’,

b) This most important measure of dispersion is always paired with the arithmetic
mean because:
i. it is defined in terms of the mean
i it is relatively easy to handle lhunn.-tical]}-
iii. both measures are needed when dealing with Normal distributions.

¢} The standard deviation is usually calculated using the ‘computational
formula’,

d} For distributions that are approximately ‘normal’, the standard deviation
should cover approximately one-sixth of the range.

e) The coefficient of variation is an alternative {unit-free) measure to the standard
deviation when comparing distributions. It is found by calculating the standard
deviation as a percentage of the mean.

145



10 Standard deviation

20.

21.

1.

b2

L

22.

f) Pearson’s measure of skewness is a coefficient which gives the difference
between the mean and mode as a proportion of the standard deviation.

Points to note

a) When calculating the standard deviation, care must be taken to use the actual
value of the mean and not an approximate {rounded) value. Rounded values
are often acceptable when quoting answers but should not be used in inter-
mediate calculations.

b) Intelligent use of a calculator is very important in obtaining tables of calcula-
tions. Remember to accumulate automatically x%, fr and f? at the same time as
entering their values. This both saves time and cuts down the total amount of
keving necessary.

c) Due to the fact that, for moderately skewed distributions:

mean - mode = {mean - median)
the numerator ‘(mean - mode)’ in Pearson’s measure of skewness (given in
section 16) can be replaced by “3(mean — median)’. This is particularly useful if
(for the given set of data) either:
i only the mean and median are known, or
i, the mode is particularly unrepresentative,

Student self review questions

What characteristic of the mean deviation precludes it from being the natural
partner to the mean? [1]

How is the standard deviation defined? [2]
What is the practical advantage in using the computational formula for calculating
the standard deviation? [5]
Having just calculated the standard deviation of a frequency distribution, how can
it be quickly validated? [12(c)]
"The standard deviation is the natural partner to the mean’. Explain why this is so.
[13(a)]
What percentage of an approximately symmetric distribution lies within two stand-
ard deviations of the mean? [13{c)ii.]
What is the coefficient of variation and how is it used? [14]
How is Pearson's measure of skewness calculated and how does it measure skew-
ness? [16]
What is the variance and why is it not used for practical purposes as a measure of
dispersion? [18{(c]]

Student exercises

Calculate (to 2D) the standard deviation of the set: 2,4,2,3,6 and 1.
MULTI-CHOICE. A manager has obtained the values of petty cash amounts and
found the mean to be £25 with standard deviation £5. All the values he has used
now need to be expressed as a percentage of the maximum petty cash amount of
£100. What (percentage) value would the standard deviation now take?

a) v 20% b} v 50K c) 2 d) 100
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b}
cl

Find the mean, mode, range and standard deviation of the following simple
frequency distribution:

X 2 4 6 810

f 1 & 18 10 5
Calculate Pearson’s measure of skewness.
Validate the standard deviation (using the range) and explain why it is larger in
value than might be expected.

MULTI-CHOICE. A bus company has a mean average number of complaints of 12
with standard deviation 3. The coefficient of variation is:

a) 0.25% b) 4% c) 25% d) 4007

A large firm tabulated the ages of its employees to give the following;

a)
b)

Apein years  Percentage of Ageinyears  Percentage of
employees employees
15 up to 20 1.3 4l up to 45 7.8
200up to 25 8.8 45 up to 50 9.2
25 up to 30 19.0 30 up to 53 74
30 up to 35 22.6 55 up to 60 2.3
35 up to 40 19.4 B0 up to 65 2.2

Estimate the mean and standard deviation age.
Given that the above distribution is not too skewed, between what ages should
the central 957 of employees lie?

A sample of 50 ball bearings was taken from the production of a machine and their
diameters {in cms) were measured to give the tollowing distribution.

b

)

d)

. Mumber of
Diameter {em) ~ pall bearings
0.160-0.162 1
0.162-0.164 3
0.164-0.166 4
0.166-0.168 20
0.168-0.170 14
0.170-0.172 2
0.172-0.174 1

Calculate the mean and standard deviation of diameters.

A second sample of 100 ball bearings was taken from another machine, giving a
mean diameter of 0.16500 cms with standard deviation 0L00300 cms.

Compare the dispersion of the diameters from the two machines using the coef-
ficient ol variation.

Calculate the mean of the combined sample of 150 ball bearings. It is subse-
quently discovered that the measuring device used in the second sample was
faulty and consistently underestimated the diameters by (0003 cms.

What should the true mean and standard deviation of the diameters in sample
2 be and would this affect the comparison made in b) above?
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Quantiles and the quartile deviation

1. Introduction

This chapter introduces a particular type of measure known as a quantile (some-
times called a fractile), which collectively split a set or distribution of items up into
equal portions,

The most important example of a quantile is called a quartile, and these are
described lngelher with their use in calculating measures of dispersion and skew-
ness. Other types of quantiles described are deciles and percentiles.

2. Quantiles and their use

A quantile is the name given to an item that lies at some proportional way
along a size-ordered set or distribution,

They are normally considered in groups, the members of which split up
the data set into n:qual portions.

a} The median, as we already know, is the middle item of a size-ordered set. Thus,
by definition, it can be said to split a set (or frequency distribution) into two
equal portions. In other words, it is a particular example of a quantile.

b) Quantiles are best suited to types of business data that:

i. are particularly susceptible to extremes: wages of employees; turnover of
companies; value of customer orders; in fact, any distribution that has at
least a moderate amount of skew.

ii. have distributions that have either open-ended classes or data that are diffi-
cult, expensive or impossible to obtain at extremes.

Remember that this is just the type of data that was described in chapter 7 as being

best suited for analysis using the median.

c} A particular problem at this stage is the fact that no measure of dispersion so far
introduced can be paired naturally with the median, in order to represent data
of the type described above.

The range is a simple measure of dispersion which stands alone.

Both the mean deviation and standard deviation are defined in terms of the mean,

and thus unsuitable.

Thus it is necessary to find measures of dispersion and skewness, based on the

idea of splitting size-ordered data into equal portions, that will naturally partner

the median. Such a measure, the quartile deviation, is developed in the following
sections.

3. Quartiles

A (size-ordered) set of data can be split up into four equal portions. The three values
that do this, lying respectively one-quarter, one-half and th ree-quarters of the way
along the set, are known as ‘quartiles’.

For example, the set 7,4,5,3,3,9,8 can be size-ordered and the quartiles identified as
follows:
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33457809

/ \
I\
",
Middle (2nd) qunrtl]c\
Lower {1st) quartile = median Upper (3rd} quartile

For this particular set of data, the quartiles are easily identified as 3, 5 and 8 respec-
tively and are shown above. (Note that the middle quartile is the median.)
To summarise:

The gquartiles of a distribution
The three quartiles of an ordered set or frequency distribution are those |
values that lie one-guarter, one-half and three-quarters of the way along the

group, and are respectively called the lower, middle and upper quartiles |
(Q,, Q,and Qy) |
The median is the middle quartile (Q,). I

4. ldentification of the quartiles for a set

For an ordered set of data, just as the median can be identified as the value of the
n+l

th item, the other two quartiles can be identified as follows:

Q, is the value of the n—? th item

Q, is the value of the l‘}‘—} th item

Note that although the median is, by definition, the middle guartile, the term
‘quartiles’ is often used to describe only the lower and upper quartiles, 0, and ),
respectively.,

5. Example 1 (Calculation of the quartiles for a sef)

The quartiles of the set
43,75,48,51,51,47 50

are found first by size ordering as:
43,47 48,50,51,51,75

and then:

(2, is the value of the 741 th = 2Znd item, which is 47.

Q, is the value of the 37+ 4, - 6th item, which is 51.

Notice that if there had been, say, one more item in the set, the values of % and

3nt+1) would not have been whole numbers,
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This would have necessitated some sort of interpolation formula to obtain (untyp-
ical) values. This is usually done for the median when there is an even number of
items in a set (the median is then defined as the mean of the middle two values).
However, the other two quartiles (1 and Q3) are normally not calculated in cases

n+1 and %‘-l are not whole numbers.

where

6. The quartile deviation

The identification of the quartiles enables a measure of dispersion to be defined.
This is known as the quartile deviation and is defined as half the range of the middle
50% of items (i.e. the difference between the lower and upper quartiles divided by
two). It is thus sometimes referred to as the “semi-interquartile range’,
For the set of values,

7.4,533938
introduced in section 2, we found that: ;=3 and Q,=8.
Therefore, the quartile deviation is calculated as: % =2.5.

To summarise:

Quartile deviation (semi-interquartile range)

g
gd = —LH EQI

7. The place of the quartile deviation

It was stressed earlier that, because of the importance of the median, there is a need
for a measure of dispersion to pair with it. This measure is the quartile deviation.
Q, ~ O, gives what is called the interquartile range, which is the range covered by the
central 50%% of items, and dividing by two gives {what can only be described as) the
average distance between the median and the quartiles. Thus, approximately, it can
be considered that approximately 50°% of all items lie within one quartile deviation
either side of the median.

Generally, from now on, the median and quartile deviation will be calculated and
referred to as a linked pair.

8. Example 2 (The gquartile deviation for o sed

For the set
43,75,48,51,51,47,50
the quartiles were found (in Example 1) as: ;=47 and Q,=51.

Thus, the quartile deviation, gd = QJ_I_“Q_I

31 —47
2
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9. ldentifying the quartiles of a frequency distribution

a} The quartiles have the property that they split a distribution into four equal
segments, which means effectively that the area under the frequency curve is
divided into tour equal parts. See Figure 1.
Figure 1 The place of the median and quarfiles in a distribution

/

256
x'f
//‘ 25%

Q, ‘|l Q,
Median

b} When calculating the median and quartiles for a simple discrefe frequency distribu-
tion (consisting of discrete values which are not grouped), the technique used
is essentially the same as that for a set. However, the form of the data requires
the same approach as that used tor the calculation of the median {chapter 7,
sections 5 and 6). Example 3, which follows, demonstrates this technique for the
calculation of the median and quartiles.

c) Fora grouped frequency distribution, the quartiles can only be estimated (as was
the case for the mean, standard deviation and median). The technique normally
used is graphical. The procedure is described in section 11 and demonstrated in
Example 4.

10. Example 3 (The medion and quartile deviation for o simple frequency
distribution)

Gluestion

Calculate the median and quartile deviation for the following distribution:

Delivery time(days}) 0 1 2 3 4 5 6 7 8 9 10 11
Number of orders 4 B 1112 2115104 2 2 1 1

Answer
See the table for calculations overleat.

So that, median ~ 4
1, —
quartile deviation = %
5-2
S22

= 1.5
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Delivery Number

Hme  of orders

(F)

(x) {f)
( 4
| 8
2 11
3 2
4 21
5 15
b 10
7 4
8 2
9 2

11} 1

11 1

Cum

Jr

N+1 i
4 Q, is the th = T th = 23rd item

12
73 * The tirst F value to exceed {or =) 2315 23

a5 Thus ), =2

5{'3' =+

ﬂ A The median is the —th 46th item
\ The first F value to exceed 46 15 56

E" Thus median = 4
oo\ ™

gﬂ Similarly, (, is the 69th item = 5
1

11. Graphical estimation of quartiles

The procedure for estimating the median and quartile deviation for a grouped
frequency distribution, which is an extension of the procedure given for the median
in chapter 7, section 12, is:

STEP1  Form a cumulative (percentage) frequency distribution (using the given
frequency distribution).

STEP2  Draw a cumulative frequency curve by plotting class upper bounds
against cumulative percentage frequency and join the points with a
smooth curve,

STEP3  Read off the 25%, 50% and 75% points to give Q,, the median and Q,
respectively.

STEP 4 The quartile deviation is calculated in the usual way.
The following example demonstrates this technique.

12. Example 4 (Estimation of the median and quortile deviation using the
graphical method)

Qluestion

Estimate the median and quartile deviation for the distribution of advertising
expenditure for a number of companies in a month, given in the table at the top of

the following page.

Answer

Figure 2 shows the layout for calculations and the cumulative frequency curve
drawn and used for the necessary estimating measures.

From the graph:

Therefore, quartile deviation = £

Median = £1500; Q, = £800; Q, = £2000

2000 - 800
2

= E6()
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Figure 2 Cumnlative frequency curve with Layout for caleulations

. Mumber of Upper .
Expendimr&' (£) COmMpanies L"LFIFnd o F _F_'
Less than 500 210 500 210 1.1
S0 and up to 1K) 184 10000 394 302
1000 and up to 150 232 1500 626 480
1500 and up to 2000 B 2000 974 748
20001 and up to 2500 177 —= 2500 1151 883
2500 and up to 00 B3 300 1234 947
J000 and up to 50K 48 3500 1282 4984
3500 and up to 4000 12 0 124 993
4000 and over g S0* 1303 TiKLD
* dominal upper bound
Percentage
100 7 number of K
companies A

o~

jMedian
ET] -| ,-/?‘ D
o0 A
20 J{,:'(“
; Expenditure (£}
T

i 1000 2000 300 4000 5000 L LY

13. General interpolation formula for quantiles

a) There are two methods of estimating the median value of a grouped frequency
distribution; the graphical and interpolation methods, although it should be
noted that the graphical method is generally preferred.

The median interpolation formula can be generalized to include the other
two quartiles {and indeed any of the other quantiles described in following
sections).

b) The generalized interpolation formula to estimate the value of some defined quan-
tile, (0, is given as follows:

Formula for a quantile
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14,

where: I_u lower bound of the quantile class
Py = position of quantile in distribution
f'u_ . = cumulative frequency of class prior to the quantile class
fo = actual frequency of quantile class
(p = quantile class width

¢} It should be noted that the above formula can be used for the median as well as
other quantiles. In the case of the median,
i
Fo= 5
and for the other two quartiles,

N
YiPo=—
r"-| I;:' 4

' _3N
Gfo=—7

The use of the above formula is demonstrated in Example 5 below, which uses the
data from Example 4.

Example 5 (Quartiles of o frequency distribution using the formula
method|
To calculate the quartiles for the distribution of Example 4.
The cumulative frequency distribution for the data is given below.

Upper bound 500 1000 1500 2000 2500 3000 3500 4000 5000
F 210 184 232 38 177 B3 48 12 9
Cum f(F) 210 394 6de 974 1151 13234 1252 1294 1303

[
For ();: Position is % = Jiﬂ =318.75="F,

S0, lies in class 5001000,
L=500; Fiy ¢ = 210; f;=184; ¢

ﬂ=5m

325.75- E]E}l

Hence, (, = 500 + I S0

= B14.5 {n:umpared with 800 from graph)
For Q4 Position is 3N +4 = 3(1303) + 4 =977.25= Fﬂ,.
So (2, lies in class 2000-2500.

Ly=2000; F 5 =974 fy=1151; c =500

[ 977.25-974 ],Em

Hence, {;}1 = 2000+
= 20092 {compared with 2000 from graph)

Notice that the values obtained above for (J, and (3, (814.5 and 2009.2) are very close

to those obtained using a cumulative frequency curve (800 and 2000) in Example 4.
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11 Guantiles and the quartile deviation

15.

16.

17.

The quartile coefficient of dispersion

Just as it was necessary to be able to compare distributions in respect of variation
involving the mean and standard deviation, so there is a need for such a compari-
son involving the median and quartiles. Such a measure is the guartile coefficient
of dispersion (ged), which measures the quartile deviation as a percentage of the
median (in the same way that the coefficient of variation measures the standard
deviation as a percentage of the mean), Thus the quartile coefficient of dispersion is
a relative measure of variation.

Quartile coetficient of dispersion

qua rtile deviation

_  100%,
median

ged =

Example 6 demonstrates the use of this formula.

Quartile measure of skewness

For a symmetric distribution, the median (Q,) lies exactly halfway between the other
two quartiles. If a distribution is skewed to the right (positive skew), the median is
pulled closer to ; (or pulled closer to (), for negative skew) and this relationship
enables the following coefficient to be derived for measuring skewness.

Quartile measure of skewness

K = Gy +05 =20,

!
+ o c:;._. - _J

Note that:  gsk < (1 shows there is left or negative skew,

q:;k = ) HiET‘IiFi.i.‘H o skew
qsk = 00 means there is right or positive skew.
E:{.E.ITLFI[EJ A demonstrates the use of this formula.

Example 6 [Skewness and relative dispersion for a frequency distribution)
To calculate a measure of skewness (qsk) and relative dispersion {gcd) for the
advertising expenditure data of Example 4.

The three quartiles were estimated as Q, = £800; median (Q,) = £1500; Q, = £2000
and quartile deviation = £600,

k= Q) + Q5 - 20,

S
d Q-
B 8O0 + 2000 — 2(1500)
h 200 = BOOD
~ 017 (2D}

which signifies some degree of negative skew.
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11 Quantiles and the quartile deviation

18.

19.

qod

artil viation .
quartile deviation _ ,one
median

600 |
_ 800 o0
1500

= 4%

This value could, for instance, be compared with the expenditure for the same or
different companies in a later month.

Some other quantiles

a)

b)

Deciles. These are the nine points of a distribution that divide it up into TEN
equal parts. They are normally denoted as D), D,, ... Dy Note that the fifth
decile, Dy, is the median.

Sometimes the deciles are used in circumstances where ‘blocks of 10%" are
convenient, and particularly where extremes need to be discounted. For
example, it is not uncommon to see the first and ninth deciles of national wage
and income distributions used as practical low and high values, since the two
ten percentiles are thought of as unrepresentative.

Percentiles. These are the ninety nine points of a distribution that divide it up into
one hundred equal parts. They are normally denoted as Py, P,, ... Pgg. Note that
the 50th percentile, P, is the median.

The 10 to 90 percentile range. This particular measure of dispersion is defined as
Pyi=P ;o that is, the value obtained by subtracting P, from Py, It is useful as a
practical range, cutting out the ten percent extremes at the two ends of a distri-
bution,

Summary

a)

b)

¢l

d)

A guantile is the value of an item which lies at a particular place along an
ordered set or distribution, the most well known being the median.

The three quartiles split a distribution up into four equal parts and can be iden-
tified as the numerical value of the (n+1)/4th, the n/2th (the median) and the
3(n+1)/dth items.

The quartile deviation is the measure of dispersion that is paired with the
median and is defined as the range covered by the first and third quartiles
divided by two.

The quartiles of a frequency distribution can be estimated using either:

i. ageneralized linear interpolation formula or

. acumulative frequency curve.

The quartile coefficient of dispersion describes relative variation by measuring
the quartile deviation as a percentage of the median.

The quartile measure of skewness enables a measure of skew to be calculated in
terms of the quartiles.

Deciles and percentiles split a distribution into ten and one hundred equal parts
respectively.
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11 Quantiles and the quartile deviation

20. Points to note

21.

22.

a) Since, for an approximately symmetric distribution:
i, 50% of items Lie within 1 QD of the median {(section 7), and
ii.  50% of items lie within 0.67 SDs of the mean (chapter 10, section 13 (c) iii),
it follows that, for an approximately symmetric distribution, QD = 0.67[J5D.

b} Of the many quantiles that could be defined, the quartiles are obviously the
most important. Deciles and percentiles are used occasionally in special circum-
stances, especially with wage or salary distributions.

Student self review questions

What are quantiles and for what type of data are they most commonly used? [1,2]
How can the quartiles of an ordered set or distribution be identitied? [4]

How is the quartile deviation defined and why is it the natural measure of disper-
sion to pair with the median? [6,7]

Define the quartile coefficient of dispersion. [15]

What relationship between the three quartiles does the quartile measure of skew-
ness use in its measurement of skew? [16]

What measure of dispersion is based on the percentiles? [18(c)]

Student exercises
MULTI-CHOICE. Which one of the tollowing is a unit-free measure of variation.
a) Coefficient of variation
b} Mean deviation
¢}  CQuartile deviation
d) Standard deviation
Find the median and the quartile deviation for the following set of values:
32,30,24,24,36,33,29,29,30,28,30,32,32,34,28
An observer visited an off-licence’ on 20 occasions to note the number of people in
the gqueue. The results were as follows:
Mumber of people inquewve 0 1 2 3 4 or more
Number of queves 6 8§ 3 2 1
Find the median and quartile deviation of the queue length.
The following data relates to the ages of policy holders in a particular insurance
scheme,
Age 10-19 2029 39-39 4049 50-59 6069 7079 B89 9+

N_uml'urrnf e 6R94 9229 5714 3575 14492 170 0 l
policy holders

a) Find the median and quartile deviation of ages.

b) Using an appropriate formula, measure the skew of the distribution.

(Note: Pay careful attention to the class bounds and widths,)

MULTI-CHOICE. The diagram below shows an ogive for a sample of the values of
80{) invoices.
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11 Quantiles ond the quartile deviation

B . —
L'_umul':'ltivu
frequency
G H
LT
|
o
20
Value
; (£}
n+r == %7 -T—— -~ Y

C

The paoint C on the Value axis represents the value
a) which 75% of the sample take
b) below which 75% of the sample values lie
c} which 25% of the sample take
d) above which 75% of the sample values lie
The lite of electric light bulbs is tested by lighting 100 and observing at noon each
dav the numbers still burning or burnt out. The results of the observations are
given in the following table.
Time in days since lighting ¢ 7 8B 9 10 11 12 13 14 15
MNumber still burning 1000 98 03 87 73 47 20 16 & O

a) By plotting a smooth cumulative frequency curve, estimate the median and the

7th decile.
b) Explain what the value of the Tth decile shows.
Notes:

1. Either a “more than® (as given) or a “less than’ curve can be drawn, but be

careful with the calculation of the 7th decile.
2. Remember that a cumulative frequency curve is drawn using class bound-
Aries.
One way that a company classifies its bad debts is by how many days overdue
the particular account is. A new accountant decided to approximate the data by
dividing the number of days overdue by seven and then rounding (to the nearest
week). The following table is the result.
Mumber of weeks overdue(x) 1 2 3 4 5 6 7
Number of accounts (f) 2 5 12 23 18 7 1

By treating the data as continuous, estimate the median number of weeks overdue
of a bad debt. [Hint: Express each x-value as a class of values.|
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Examination example (with worked solution)

(uestion

a)

Give a specific business, commercial or industrial example of when:

i. the median would be used in preference to the arithmetic mean;

ii. the mode would be used in preference to the median;

iii. the arithmetic mean would be used in preference to any other average.

bl A company has ten sales territories with approximately the same number of sales
people working in each territory. Last month the sales orders (£000) achieved were
as follows:
Area A B Con E F i H I 1
Sales 150 130 140 150 140 300 110 120 140 120
For these sales data calculate the tollowing;:
i. arithmetic mean ii. mode i, median
iv. lower quartile v. upper quartile vi. quartile deviation

vil. standard deviation villi. mean deviation.

State clearly the most appropriate average and the most appropriate measure of

dispersion for these data.

Answer

a) i Whenever a distribution is significantly skewed or data is difficult or expensive
to measure, the median will be the most appropriate measure of location. For
example, salaries of employees, turnover of a large set of companies, time to
destruction in tests of components.

ii. The mode is the most useful measure of location when the ‘most common” or
the ‘most popular’ item is required. For example, number of customers in a
queue, number of defects in a sample, sales of shirts by neck sizes.

iii. The mean would always be chosen in symmetric distributions or where further
statistical calculations or analysis might be required. For example, number of
items produced per day on a large assembly line, number of orders received per
month for a firm.

b) X x* xlin
size order)
150 22500 110
130 16900 120
140 19600 120
150 22500 130
140 19600 140
300 Q0000 1410)
1o 12100 140
120 14400 150
140 19600 150
120 14400 300
1500 251600
i mean = 1500 + 10 = 150
. mode = 140 {most common)
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Examination example

. median = w _ 140
v, lower quartile = 2.75th item = 120
V. upper quaﬂih:- = B.25th iteim = 150
Vi quarii]r_- deviation H"%”“ = 15
|75 .
Wil standard dewviation = ,III ID:ED‘E’ - 150" = 56 (10}
o ¥ e —150|
viiil. mean deviation = ——————
10
N 05204+ 1040+ 130+ 40+ 30+ 1 0+ 300
10
_ 300
10
= 3

Since there is a single (very) extreme value present, the median and (its natural
partner) the quartile deviation would be the most appropriate measures to use,
since they are not really affected by the extreme value. The mean and sd {and the
md) are severely affected and thus most unrepresentative as measures.

CIMA
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Examination questions

1.

As part of a marketing exercise your firm has collected the following data on the
population of a small town.

Age No of persons

0 and less than 5 39
5 and less than 15 91
15 and less than 30 122
30 and less than 45 o9
45 and less than 65 130
65 and less than 75 50
75 and over 28

a) Find the mean age of the population.
b} Find the standard deviation of the population’s age.
¢} Display the data using a histogram.
d) Diraw a percentage less than ogive of the data.
e) What is the median age of the population?
ACCA

16-Year-Old Entrants: Distribution by Length of Training Received, England and
Wales 1978.

Length of Male I Female
training Avoren- | Appren-
(in weeks) A YRS others | oan PREEY Others
% e E % ! E:
No training 36.4 - 577 | 482 - 522
1to2 2.6 - 4.2 3.4 - 4.7
Jto B 7.5 - 1me 18 - 207
Tto 26 5.0 - 12.7 13.0 - 14.1
27 o 52 33 - 3.2 | 35 - 3.5
53 to 104 6.0 8.1 47 | 4.5 21.8 3.2
105 or more 36.2 919 X 7.2 78.2 1.3
All entrants 100 100 1) 100 1104 100
All entrants - | - )
sample size 19793 7316 12477 ! 14411 1mo 13301

{Sowrce: Employment Gazette, December 1980, To-year-olds entering employment in 1978, Table 4.)
The table above shows the length of training received by a sample of school
leavers in their first employment in England and Wales in 1975,
a) Of these who received some training, what percentage of
i.  males ii. temales
received at least 105 weeks of training?
bl Draw ogives (cumulative ‘less than' frequency) on the same graph for both
female and male non-apprentices who receive training,.
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Examination quastiﬁns

From the ogives estimate the median length of training received by
i.  male and
ii. female
non-apprentices,
c) What do you consider to be Hiree of the main points shown by the data in the

table?
CIMA

An analysis of access time to a computer disc system was made during the running
of a particular computer program, which utilised disc file handling facilities, The
results of the 120 access times were as follows:

Access time Iin

milliseconds Frequency
30 but less than 35 17
35 but less than 40 24
40) but less than 45 19
45 but less than 50 285
50 but less than 55 19
55 but less than 60 13

Reguired:

i, Determine the mean access time for this program.

ii. Determine the standard deviation of the access time for this program.

iii. Interpret for your superior, who is not familiar with grouped data, what the

results of parts (i) and {ii) mean.
ACCA

A machine produces the following number of rejects in each successive period of
five minutes:

16 21 26 24 11 24 17 15 26 13
27 24 26 3 27 23 24 15 22 22
12 22 29 21 18 22 28 25 7 17
22 28 19 23 23 22 3 19 13 31
23 28 24 9 20 33 30 23 20 8

a) Construct a f]'E'LIUL‘['lE}-' distribution from these data, using seven class intervals
of equal width.
b) Using the frequency distribution, calculate an appropriate measure of: (i)
average; (i) dispersion.
cl Hrieﬂy X p]ain the MEeAning of your calculated measures,
CiMA
Your company manufactures components for use in the production of motor
vehicles. The number of components produced each day over a forty day period is
tabulated below.
553 526 521 528 538 323 538 546 524 34
532 554 517 549 512 528 523 510 555 545
524 512 525 543 532 533 519 521 536 534
541 535 531 551 535 519 530 549 518 531
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Examination questions

e |

b}
)
d)
el

f)

Group the data into five classes.

Diraw the histogram of the frequency distribution that vou have obtained in (a).
Establish the value of the mode of the frequency distribution from the histogram.
Establish the value of the mean of the distribution.

Establish the value of the standard deviation of the distribution.

Describe briefly the shape of the frequency distribution, using the values you
obtain in {c}, (d) and (e).

ACCA
Building Society mortgages

Income of Percentage of

borrowers all mortgages
Under £30,000 5
£0L 000 = £39 9099 2
£40,000 — £44,999 3
£45,000 - £49,999 5
£50,000 - £59,999 10
60,000 — £69,999 ]
£70,000 - £599,999 18
£100,000 — £149,999 21
150,000 and over 4

Calculate suitable measures of average and dispersion and comment upon your
results. Discuss in general terms the value of descriptive statistics for management
purposes,

Réel

What is the best ‘average’, it any, to use in each of the following situations? Justify
each of vour answers.

aj

b}

d)

e)

To find the average percentage increase per annum when the price of a share
has doubled in a period of four vears.

To establish a typical wage to be used by an employer in wage negotiations for
a small company of 300 employees, a few of whom are very highly paid special-
15185,

To calculate the average speed for the entire trip when on the outward journey

from A to B the average speed was 30mph while on the return journey on the
selfsame route the average speed was 60mph.

To determine the height to construct a bridge (not a drawbridge) where the
distribution of the heights of all ships which would pass under is known and is

skewed to the right.

To ascertain the average annual income of all workers when it is known that the
mean annual income of skilled workers is £4500 while the mean annual income
of unskilled workers is £3500,

To state the amount to be paid to each employee when the company intro-
ducing a profit sharing scheme requires that each employee receives the same

amaount,
CiM A
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Examination q pastions

8.  Income of females in 1981 by highest educational qualification.
Highest educational qualification

Range of Degreeor O level or

weekly income equivalent CSE grade 1
(£) (percentages)
40 and under 60 5 15
Al .. .. ... . BD 7 30
oL I (1. 1 7 28
100 ... .. .120 18 14
120, .. ... .. 140 23 7
140 .. .. ...... 160 14 3
160 . .. ... . 180 10 2
180 ... ......220 16 1
Number interviewed 104 a53

i.  For the first distribution, i.e. those with degree or equivalent qualifications,
calculate the mean and standard deviation.

ii. For the second distribution, ie. those with O level or CS5E grade 1, the mean
income was £88.00 with a standard deviation of £29.33. Using appropriate
measures, compare the two distributions.

tii. Comment on your results.
IC5A

1&4



Part 3 Regression and correlation

The analysis of bivariate numeric data is concerned with statistical measures of
regression and correlation, which can be thought of as the bivariate equivalents of
location” and "dispersion’. Generally, regression locates bivariate data in terms of a
mathematical relationship, able to be graphed as a line or curve, while correlation
describes the nature of the spread of the items about the line or curve. The basic aim
of the overall analysis is to discover the extent to which one variable is connected
to the other.

Chapter 12 begins with a basic revision of linear functions and graphs.

All the standard linear regression and correlation techniques available are covered
in the subsequent sections, including validation checks on results and useful calcu-
lator procedures.

Chapter 13 describes the various standard techniques for obtaining regression lines,
including fitting by eye and the methods of semi-averages and least squares. The
relationship between regression and correlation is dealt with in chapter 14, together
with two measures of a coefficient of correlation, product moment and rank.
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12 Linear functions and graphs

1. Introduction

This chapter is intended mainly as revision and covers linear (straight line) equa-
tions and their graphs. It deals specifically with:

a) Plotting a straight line, given its associated equation.

b) Identifying the equation of a given line graph.

¢} The meaning of a ‘gradient’” and its determination.

2. linear functions and graphs

If variable y is expressed in terms of variable x in the form y=3+2x, then the rela-
tionship between y and x can be represented in graphical form as a straight line, and
because of this, 3+2x is sometimes called a linear (ot a line) function of x.

[Special note. Those students who understand the above statement and feel confi-
dent in this area can quickly skip through the rest of the chapter.]

Other examples where vy is a linear function of x are: y=5-Jx, y=—3+x and y=9+12.
In general, a linear function of x takes the form y=a+bx, where a and b can be any
numerical values, positive or negative.

If these relationships are plotted on a graph, the result is always a straight line.
Section 3 gives the procedure for plotting a line, given a linear function,

A linear function
The function y=a+bx is called a linecar function, since, when the relationship
is plotted on a graph, a straight line is obtained.

a is the y-intercept; b is the gradient (or slope).

For example:
if y=12+4x, then the gradient is 4 and the y-intercept is 12;
if y=6x-3, then the gradient is 6 and the y-intercept is —3.

3. Plotting a straight line

Plotting a straight line is quite straightforward. Consider the line whose equation

15 y=2+7x. When x=1, the value of y can be found by substituting ¥=1 into the given

equation, i.e. 2+47(1) = 9, Therefore the point defined by x=1 and y=% must lie on

the line. Any other x-value will also determine a point which lies on the line. For

example r=4 gives y = 2+7(4) = 30. Thus the point at =4 and y=30 defines another

point on the line. These two points can be plotted. Any other points that are found

can also be plotted and they can all be joined to form the line required.

Given a linear function in the form y=a+bx, the procedure for plotting the corres-

ponding straight line is now described.

S5TEP 1 Select a few convenient values of x (normally three).

STEP 2 For each x-value calculate the corresponding value of v, using the given
function.
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12 Linear functions and graphs

STEP3  Draw a y (vertical) axis and an x (horizontal} axis, suitably scaled to
accommodate all values of ¥ and y obtained in (b).

STEF4  Plot the pairs of x and y values as points.
STEP5  Join the points to obtain the required straight line,
Note that only two points are absolutely necessary to define a straight line but if

three are plotted, it will be obvious if any error has been made in the calculations
{since the points will not all lie on a line!).

4. Example 1 [Plotting a straight line)

To plot the 5|:raighl_ line corresponding to y = 2y + 3.
Choosing x =1, 2 and 3 (for pure convenience), the calculation of the corresponding
y-values is shown as follows.
For x=1: y=21)+3=5
x=2 y=222)+3=7
y=3 y=23)+3=9
These three points are plotted on the graph at Figure 1. Joining the points gives the
required line,
Frgure 1 Plotting a me wsing three poinis

W0y o

2 -

iy T T T T T | X
0 | 2 3 4

5. The gradient and y-intercept

al The y-intercept of any linear function ¥ = a + b is the point on the y-axis where
the line crosses. In Example 1, the straight line crossed the y-axis at 3, which is
the value of a in the function y = 2x + 3.

by The gradient of a linear function determines the slope of the line. In numerical
terms, the gradient gives the rate of change of ¥ for each unit increase in x. In
Example 1 above, three x,y values were identified and notice that y increased by
2 (the value of the gradient) for each unit increase in x. Thus if y=4-3x, for every
unit increase in x, ¥ decreases by 3, the value of the gradient.
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12 Linear functions and graphs

6. Determining the value of the gradient
If a line is given or shown on a graph without its equation, the procedure for caleu-
lating its gradient is shown below.
STEP1 Identify any two points on the line.
STEP2  Calculate:
i. the vertical numerical difference between the points, and
ii. the horizontal numerical difference between the points.
STEP3  Calculate:

vertical nume rir.;l difference

gradient =
horizontal numerical difference

The following example demonstrates this technique.

7. Example 2 (Finding o gradienf
a} To find the gradient of the line joining the point x=1, y=2 to the point x=3, y=8
[which in future will be written in the form (1,2} and (3,8)].
The difference in the x-values (horizontal difference) is 3-1 = 2; the difference in
the y-values (vertical difference) is B-2 = 6, Figure 2{a) shows these differences,
enabling the gradient to be calculated as 6+2 = 3.
Figure 2{a)  Finding a gradient

10 1 ¥ /
| {3.8)

L]

8
6 -

1 "
4

2 1
| / X
U | ' H T T ]
1] | 2 3 el

MNote that horizontal and vertical differences defined here must always be
consistent. In the example above, the differences were obtained by taking
values of the first point from the second for both x and y. The following example
demonstrates a negative gradient.

b} To find the gradient of the line joining the points (0,1) and (12,-2).
Subtracting the values of the first point from the second gives:
difference in the x-values is 12-0 =12; difference in the y-values is <2-1 = -3
See Figure 2(b).

Therefore, the value of the gradient is % = —{).25.
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12 Linear functions and graphs

Figure 2(b)  Finding a yradient

. (0.1
1 E‘“‘a
.
t‘ T “"'\-:_\_\_\-H ]
|
- 5™~ 10 15
-1 4 —
1! - (12,-2}
H"'\-\. L
2 - 12 -=-==-=--~ <
e
HRM..
.3 -

8. Determining the equation of a given line

In this section, we are concerned with determining the equation of a straight line,
given its graph.

If the equation of the line is put in the standard form y = a+bx, then the problem is
simply to find the values of @ and b.

Suppose it could be seen that a line passed through the two points (1,10) and (3,24).
The gradient of the line is determined as the difference in the y-coordinates divided
by the difference in the y-coordinates.

24-10 14 -
4-1 2 '

Thus the line can now be written as y = a + 7x (since the gradient, b =7).

Lo b=

But, since this relationship satisfies all r,y points on the line, it must satisty, for
example, x=1 and y=10 {one particular point that we know lies on the line),
Substituting these two values into y =g + 7x gives: 10 = a + 7(1}. Therefore, a = 3.
Thus, the line has the equation y = 3 + 7x.
This procedure is now generalised.
To find the equation (y = @ + bx) of a line given only its graph.
STEFP 1 The value of the gradient, b, can be determined by identifying two
peints that lie on the line and proceeding as described in section 6.
STEFP2  The value of the y-intercept, a, can be found either:
i. by inspection - seeing where the line cuts the y-axis, or
ii. by substituting the values of x and v (of a point through which the
line passes) into the equation.
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| 2 Linear functions and grophs

9. Example 3 (Defermining an equation, given a line)
Figure 3 Line passing through two known points

14 u
12

f”);mz}
10 -

X

0 1 2 3 4 5 &
We wish to find the equation of the line in Figure 3. Let the line be y =a + bx.
The line can be seen to pass through the two points (0,3) and (5,12).
Therefore, gradient = b = % =18
Thus the line has -:'quﬂti.nn:.y =g+ 1.8x
The line also crosses the y-axis at y=3. Therefore a=3.

The linear equation required is thus y =3 + 1.8x.

10. Example 4
To find the linear equation of the line that passes through the two points (18.6) and

(14,54).

Let the required equation be y=a + bx.
ST 5 -6 45
erlli.nt—b—u_m— 2 12.

Therefore y = a - 12x,

Also, since (18,6) lies on the line, we must have that: 6 = a - 12(18) = a - 216.
Therefore a = 222,

So that, y = 222 - 12x is the required equation.

11. Summary

a) A linear function takes the form: y = a + by, where:
i. ais the y-intercept, and
ii. b is the gradient.

b) If a linear function is plotted on a graph, a straight line results.

c} FPlotting a straight line, given its linear function, involves substituting three
convenient values of x and obtaining the corresponding values of v. When
plotted, the points obtained can be joined to form the required line.
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12 Linecr functions and graphs

d) i The y-intercept of a linear function is the value of y where the line crosses
the y-axis.
ii. The Eradivnt of a linear function is the rate that i INCreases (Chﬂ:l‘IH_L"S::l Foyr
each unit increase (change) in x.
e} Determining the gradient of the line joining two given points can be accom-
plished by evaluating the ratio of the vertical divided by the horizontal numer-
ical differences between the two points.

12. Point to note

Sometimes a linear equation may not be given in the form of y=a+bx, but can be put
into this form if necessary by a little re-arrangement.

For example:

i. ¥+ 3=3x+ 10 can be re-arranged to give y=3x + 7

1. 4y = 12y — 8 can be re-arranged to give y = 3x -2

lil. 2x = 2y + 14 can be re-arranged to give y= x =7

13. Student self review guestions

1 What is a linear function and how s it used? (2]

2. How is the gradient of a line defined? [5(b}]

3. How can the gradient of a line be determined, given only two points through which
the line passes? [6]

14, Student exercises
1. MULTI-CHOICE. The following formula is used in inventory control:

p_ [2D0
Y H
Rearrange the formula to give H in terms of D, O and E.
E* 2D0 12D0 " E
al H= by H==-—+ ey H=_— d) H= j——
200 E- Y E ¥ 2D0

2. Write down the gradients and y-intercepts of the following linear functions:
a) y=13+4x

b) y=3x-12
c} 2y=4x-3
d) r=4y-2
3. Plot the graphs corresponding to the following linear equations:
a) y=3xr+7
b} v=12x-5
) 2y=4x-3
d) x=dy-2
4.  Find the gradients of the lines jpining the following pairs of points:

a) (1,2)and (2.3)
b} (3,4)and (2,-2)
¢ (50,5) and (100,10}
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12 linear functions and graphs

5.

=
.

Determine the equations of the lines that pass through the points:

a) (1,2) and (2,3)

b) (4.2) and (3,3)

¢} (=2,-2) and (6,2}

A straight line meets the x-axis at x=2 and the y-axis at y=—4. Determine its equa-
tiomn.

MULTI-CHOICE., The gradient of the line represented by the following relation-
ship: y+2x-4 =10 is:

a) 2 b +2 -4 d) +4

MULTI-CHOICE. A straight line passes through the point x=12, y=2 and crosses the
v-axis at x=8. Which one of the following describes it?

=42 by y=2-X N .
a) y 5 2]y 1 cly 3 Yy 4
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13 Regression techniques

1. Introduction

Regression is a technigque used to describe a relationship between two variables in
mathematical terms. This chapter describes:

a} the uses of a regression relationship, and

b) three common methods of obtaining a regression relationship.

2. Regression and its uses

Suppose a large firm (firm A) are interested in measuring the relationship between
annual expenditure on advertising and their overall annual turnover. If a relation-
ship between the two (i.e. a regression relationship) was found, the firm might
reasonably expect the following question to be able to be answered: *If we increase
our annual advertising expenditure to £30000, what effect will this have on annual
turnover? This question can be answered and, in fact, demonstrates the most
important use of regression; that is, the ability to estimate the value of one of the
variables, given a value of the other,

Regression relationships are also useful for comparison purposes. For example, our
firm might want to compare their own regression relationship between advertising
expenditure and turnover with that of another firm, to see whether their adver-
tising is generally more or less effective.

To summarise:

Regression
Regression is concerned with obtaining a mathematical equation which
describes the relationship between two variables.

The equation can be used for comparison or estimation purposes.

Note: For the purposes of the svllabuses covered in this manual, only linear regres-
sion equations are considered.

3. Example 1 (The use of a given regression relationship)

Suppose the firm {firm A in the preceding section) fed the values of turnover, y, and

advertising expenditure, x, (both in £000) for the past eight years, into a computer

and obtained the regression relationship y = 26.7 + 85y, How can this functional
relationship be interpreted and used?

a) First, it acts as a model. That is, in the absence of any other information, the
regression line describes the approximate relationship between advertising
expenditure and turnover that might be expected from the firm. It could also be
used for comparison with other firms of similar size, circumstances and busi-
ness activity.
see Figure 1.
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1.3 Regression techniques

Figure 1 Regression lines represenfing advertising expendifure

- Firm A
W00 4 1 Firm B {y = 26.7 + 8.51)
200 " Firm C
Turnover
{E000)
100
¥
U I ! T 1
] 10 il 30

Advertising Expenditure (£000)

The other two regression lines shown are for similar tirms B and C. Since firm
B's line is always above firm A's line (in terms of turnover), it could be argued
that firm B gets better value from its advertising. Similarly it seems that firm C,
on average, gets slightly worse value than A from its advertising expenditure.

bl Second, the regression line can be used to estimate the value of turnover, given
a particular level of advertising expenditure.

For example, suppose next year’s advertising expenditure was planned as £24000.

Then, by substituting ¥ =24(£000} into v = 26.7 + 8.5x, we have:

= 26.7 + (8.5)(24)

230.7(£000)

= £230700

That is, using the regression model, the turnover can be estimated as £230700, if

advertising expenditure was £24000,

If

sl

4. Standard methods of obtaining a regression line

The process of obtaining a linear regression relationship for a given set of (bivariate)

data is often referred to as fitting a regression line.

There are three methods commonly used to fit a regression line to a given set of

bivariate data.

a} Inspection. This method is the simplest and consists of plotting a scatter diagram
for the relevant data and then drawing in the line that most suitably fits the
data. The main disadvantage of this method is that different people would
probably draw different lines using the same data. It sometimes helps to plot
the mean poimt of the data (i.e. the mean of the x's and v's respectively) and
ensure the regression line passes through this. Example 2 demonstrates this
technigue.
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b)

<)

Semi-gverages. The technique consists of splitting the data into two equal
groups, plotting the mean point for each group and joining these two points
with a straight line. This technique, together with a worked example, is shown
in sections 7 and B.

Least squares. This is considered to be the standard method of obtaining a regres-
sion line. The derivation of the technique is mathematical and while examina-
tion boards do not require students to derive the formulae used in obtaining
the least squares line, they do expect students to have an idea of its basis. The
least squares technique, together with a fully worked example, is dealt with in
sections 10, 11 and 12,

5. Example 2 (Fitling, identification and interpretation of o regression line

by inspection)

Gluestion

The figures show the output (in thousands of tons) and the expenditure on energy
(£} for a firm over ten monthly periods.

Output (x) 20 22 25 26 21 23 28 20 25

Expenditure (y) 106 138 158 172 120 142 184 102 164 192

You are required to:

a)
b)
)
d)
e)

Answer

a)
b)
)

d]

e)

Draw a scatter diagram tor the data.

Caleulate the mean point of the data and plot it on the diagram.

Fit a regression line (by inspection) which passes through the mean point.

Find the equation of the regression line.

Estimate the energy expenditure if the following month’s output is planned at
27000 tons.

The scatter diagram is shown as part of Figure 2.

The mean point for the data is calculated as ¥ = 29 =2319:§ = 1478 _ 1478
10 . 10

By inspection, a regression line has been fitted (passing through the mean
pn'mt} and is shown at Figure 2 overleaf.
Labelling the regression line as y = a + bx, the gradient, b, has been estimated
(see the graph) as E'—IE = 10.4. 50 that the line can be written as y = a + 10.4x,
Also, since the line passes through the mean point (23.9,147.8), substituting, for
¥ =239 and y =147.8 in the above line gives 147.8 = a + (10.4)(23.9).
Hence, @ = <100.76.
Theretore the regression line is y = -100.76 + 10.4x.
If the following month’s output is planned as 27000 tons, then the energy
expenditure could be estimated by substituting x =27 into the above regression
model to obtain:

y==100.76 + (10.4)(27) = 180.04
i.e. estimated energy expenditure (at 27000 tons production) = £180 (approx).
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Figure 2 Chutput and expenditure on energy over ten months

N - Regression line

Mean point / (by inspection)
180 - % .
Energy 10U 7
expenditure
(£} 140 - .
52
120 -
100 - ’/'/f 5
Cutput
0 ' oo T " —— (D00 tons)

15 20 22 24 26 28 30

6. The ‘y on x' regression line

As already mentioned, an important use of regression lines is for estimating the

value of one variable given a value of the other. Before proceeding to the other two

methods of obtaining a regression line, it 15 necessary to discuss briefly two distinct

ways in which regression can be used for estimation purposes.

For any set of bivariate data, there are fwo regression lines which can be obtained.

a) The yon x regression ling is the name given to that regression line which is used
for estimating y given a value of x.

b} The x on y regression line is the name given to that regression line which is used
for estimating ¥ given a value of y.

These two regression lines are quite distinet.

Suppose, for example, a Sales Manager recorded the expense claims (y) against the

number of visits (x) made by his salesmen for a defined period. If one particular

salesman forgot to submit an expense claim, the manager could estimate it using

the number of visits made. In this case, the ‘claims’ (y) on *visits’ {x) regression line

would need to be determined and used.

For the syllabuses that this manual covers, only the v on x regression line is dealt

with.

Note that the previous method of inspection gives a general regression line. It does

not specify particularly which variable can be estimated and in this sense is thought

of only as an approximate method,

7. The method of semi-averages

The method of semi-averages was briefly described in section 4.

The procedure for obtaining the y on v regression line using this method is
described as follows.,

STEP1  Sort the (bivariate) data into size order by x-value.
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STEF2  Split the data up into two equal groups, a lower halt and an upper half
(if there is an odd number of items, ignore the central one).

STEP3  Calculate the mean point for each group.

STEF4  Plot the above mean points on a graph within suitably scaled axes and
join them with a straight line. This is the required ¥ on x regression line.

This method is considered superior to the method of inspection. Example 3 demon-

strates its use,

8. Example 3 [Obiaining and interpreting o regression line using the method of
semi-averages

Gluestion
I'welve administrative trainees in a com pany took an .e!pti[‘ud e test in two parts, one
designed to test ability to do appropriate calculations and the other designed to test
skill in interpreting results. Their scores were as follows:
Trainee A B CDETFGH ] KLM
Calculation score 23 56 74 29 82 45 36 51 60 55 52 88
Interpretation score 16 38 65 39 32 51 11 19 47 54 43 50
a) Obtain the interpretation on calculation regression line, using the method
of semi-averages, and plot it, together with the original data, on a scatter
diagram.
b} Trainee N obtained 72 in the calculation test but was absent for the interpreta-
tion test. Use the regression line to estimate trainee N's interpretation score.
Answer
The situation involves obtaining a regression line and using it to estimate an
Interpretation score given a Calculation score. Thus, labelling Interpretation as y and
Calculation as x, the y on x regression line is the one required.
a) InTable 1, the data has been sorted into size order by x-value and split into two
halves as required in the procedure described in the previous section.
Mean value 1 is (39.3,29.8) and mean value 2 is (69.2,47.7). These are both
plotted, along with the original data in Figure 3.
Table 1 Calculations for semi-average method

Lotoer half of data Upper half of data
Celculation Tterpretation Calculabion Interpretation
(x) (1) (x) (v
23 16 a5 34
29 34 b a8
36 11 Al 47
45 51 74 a5
51 19 82 32
i 43 54 )
Totals 236 179 415 286
Averages 393 298 69,2 477

b} It can be seen from Figure 3 that trainee N's Interpretation score is estimated as
approximately 50,
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Figure 3 Calcwlation and interpretation scores for trainee N
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9. The background and basis of least squares regression

10.

A major drawback of the semi-averages technique for obtaining a regression line
is the fact that it relies on only two points, both means of the two respective data
groups, If there are extreme values present, either or both of the means are easily
distorted, thus so is the regression line. As mentioned earlier, the least squares
method of obtaining a regression line has a mathematical base which involves all
values and is thus considered to be superior. While its technical derivation is not
required to be known by students, a general idea of its nature is.

Consider a scatter diagram of a set of bivariate data. Of all the regression lines that
could be drawn to represent the data, the least squares regression line of y on x is that
line for which the sum of squares of the vertical deviations of all the points from the
ling is least.

e & 1] I"igun' d.,

Formula for obtaining the y on x least squares regression line

The least squares method of obtaining the y on x regression line has already been
outlined in section 9. If, as usual, we label the line as y = a + bx, the values of g and
b can be obtained using the following formulae.

e ———— = - R T e e ———r

Least squares regression formulae
If the least squares regression line of y on x is given by y = a + bx, then

poMEW-Txyy Sy, Tx

5 ¢

”EI:_I:EI] H ]

Note: There are alternative (but equivalent) formulae for determining the values of
a and b. Section 20 d) gives one of these alternatives.
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Figure 4 The basis of the least squares regression line of v on x

*r V¥
o The y on x least squares
regression line

T

-

In Figure 4 the line shown is the least squares regression line of yon x. d,, d,, ... etc
are the numerical differences between each plotted value and the regression line.
Note: No other line which can be drawn through the mean point for the data has
a value of d *+d,*+ ... +d.* smaller than the least squares regression line of y on x,
shown in the above diagram.

Example 4 demonstrates the use of the previous formulae and the standard layout
for calculations.

11. Example 4 (Finding the least squares regression line for a given set of dota)

Gluestion

The data in Table 2 relates the weekly maintenance cost (£) to the age (in months)
of ten machines of similar type in a manufacturing company. Find the least squares
regression line of maintenance cost on age and use this to predict the maintenance
cost for a machine of this type which is 40 months old.

Table 2 The age and weekly maintenance cost of 10 machines
Machine 1 2 3 4 5 6 7 8 8 10
Age (x) 3 10 15 200 30 3 30 50 50 60
Cost(y) 190 240 250 300 310 335 300 300 350 395

Answer

Notice that the regression line of y on x is being asked for, and if we express it in the
formy =a+ bx, the values of @ and b can be found using the formulae given in the
previous section. Table 3 shows the standard layout for calculations.

Here:  n=10; Zx=300; Ey=2970; ZExy=97650; Xx’=12050
nyYry-Yx¥y  10x 97650 ~ 300 = 2970

I.II"I'l..:IE: b = HE,I:_(EI]I IHHIEDEE_SEEJE

- 859005 a3 (4p)
00
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Table 3 Standard layout for calculation of regression line

12.

13.

X ¥ Xy x?
5 190 950 25
10 240 2400 100
15 250 3750 225
20 300 000 400
30 310 9300 900
30 335 10050 900
30 300 9000 900
500 300 15000 2500
50 350 175000 2500
60 395 23700 3600
300 2970 97650 12050
Sy  Tx 2970 300

o a4 == pEL oS 833N T
Alsor—a " n 10 . 10

= 212.90 (2D}

The least squares regression line of cost on age is thus ¥ = 212.90 + 2.8033x,
This can now be used to estimate the maintenance cost associated with an age of 40
months. Substituting x =40 into the above regression line gives:

estimated maintenance cost = y = 212.90 + (2.8033){4) = £325.

Notes on Example 4

As demonstrated in previous chapters, the efficient use of a calculator saves time
when calculating sums of multiples and squares of variables. The particular tech-
nigues that were used then can also be used when calculating sums of multiples
and squares of variables involved with regression line calculations,
Using the data of Example 4:
a) When calculating Try (and writing intermediate products down), use the
following program:
5% 190 M+ (write down 950)
10 = 240 M+ (write down 2400)

15« 250 M+  (write down 3750)

elc...
b} When calculating Tx* (and intermediate squares):
5= M+ (write down 25)
10 = W+ [write down 100)
15 % M+ (write down 225)
ete...

Dependent and independent values

Bivariate data always involves two distinct variables and in the majority of cases
one variable will depend naturally on the other. The independent variable is the one
that is chosen freely or occurs naturally. The other, the dependent variable occurs as a
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14.

consequence of the value of the independent variable. The following cases demon-

strate this idea.

a) MNumber of items produced (independent) and total cost of production {depen-
dent). The total cost naturally depends on the number of items produced.

b) Cost per item and number of items produced. This is a well known relationship
in business. The cost per item is normally dependent on the level of produc-
tion.

c) Turnover (dependent} and year (independent). In this case the independent
variable occurs naturally and the turnover can only be expressed in terms of
some time period, such as a vear.

In the above three examples, and in all cases where there is a clear case of a depen-

dent and an independent variable, it is usual to label the dependent variable as y

and the independent variable as x. Thus it would be meaningful to want to estimate

v given x (and not x given y) which is the reason for the standard use of the regres-

sion line of y on x.

Sometimes the relationship between a dependent and an independent variable is

called a causal relationship, since it can be argued that the value of one variable (the

dependent variable) has been ‘caused’ by the value of the other (the independent
variable).

Non-causal relationships

Occasionally there are circumstances where a set of bivariate data will yield
no obvious, clear-cut case of an independent and dependent variable. A classic
example of this is a set of people measured for both height and weight. Does height
generally depend on weight or weight on height? The true answer is, of course,
neither! Both hu:ighl: and w:.*igh{ du}mnd o a Elamp]ux sob of variables (Le. diet,
exercise routine, gene structure, etc...) that are inextricably linked with the physical
structure of each person.

Data of this type are normally described as non-causal, since the value of any one of
the variables is not directly attributable to the value of the other.

Some other examples of non-causal relationships are given as follows.

al Gross turnover and number of c-mpln}ru-r-ﬁ (for a set of cnmpanies}l-

b)  Annual salary and size of household (for a set of employees).

¢) Number of days unserviceable and mileage (for a set of company trucks).
Sometimes it is debatable whether a relationship is causal or not, arguments being
able to be put for both cases. However, in examinations, unless there is a clear-cut
case of causality, a definite lead will be given in the question. Example 5 demon-
strates this type of situation,
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15. Example 5 (Calculation of o least squares line, where o cousal relationship
is not obvious)

Question
The following figures relate to the carriage of Goods by Road in Great Britain.

Goods carried Number of goods

Year { thousand million velricles registered

torne kilometres) {thousands)

1968 79 1640

969 B3 1640

1970 "5 1630

1971 B 1632

1972 58 1660

1973 a0 1736

1974 a0 1778

1975 95 1791

1976 96 1773

1977 98 1712

Labelling ‘number of goods vehicles® as the dependent variable:
a) Calculate an appropriate regression line.
bl Use this line to estimate;
i. the number of goods vehicles that would be expected if the goods carried
amounted to 80 (thousand million tonne kilometres), and
ii. the amount of goods carried when the number of goods vehicles is 1800
{thousand).

Answer

Motice that it is not absolutely clear which of the two variables is the naturally
dependent one. However, we have been told that the variable ‘number of vehicles’
should be taken as the dependent one and thus this will be labelled as y and “goods
carried’ as x.
a) The appropriate regression line is the y on x line and, as usual, it will be labelled

asy=a+ bx.

The layout for the calculations of @ and I is identical to that demonstrated in

Example 4 and the product totals are:

i =10; Zx =890; Zy=16992; Zxy=1515051; Zx =79540.

Using the formulae of section 10:

b nEay-5xEy _ 10x 1515051 - 890 = 16992
S oaExi(Exf 10x79540-890°

_ 27630
3300

= B.3727 (4D)

182



13 Regression techniques

99
a=Z¥ p2X 16992 45707, B0
J n 10 10
= 954.0297 (4D)
The y on x regression line is thus y = 954.03 + 8.37x (2D).
b) i. Using this line, when x=80, y = 95403 + (B.37)(80)
= 1623.

In other words, when the amount of goods carried is 80 thousand million

tonne kilometres, the number of goods vehicles is estimated as 1 623 000,
ii. Using the same line, and substituting v =1800,

gives: 1800 =954.03 + B.37x
which yields: x = 1800-934.05
: 8.37

= 101.

Thus, when the number of goods vehicles is 1 800 000, the goods carried is

estimated as 101 thousand million tonne kilometres.

' The following spreadsheet shows a layout for the calculations in part a).
The formulae necessary are shown on the 5pmad9hcel overleaf.
=] ==t - @}
A | B8 | € [ B | E [F 3 | H | [ | J &
1
2 fo= ] =
3 b {pum) = ZT7630
4 Ib(denmam) = 300
5 b= 8.37
6 a= 954.0%
ri
B8 Totala B0 16992 1515051 F9540
EN
10 p i iy X2
l! F9 0 1640 129560 GiZdl
12 83 1640 136120 sBED
| 15 &5 1630 138550 T225
| 14 g6 1632 140352 TI06
5 g8 1660 146080 1744
[ 16 90 1736 156240 8100
T 0 1778 160020 g100
18 95 171 170145 9025
19 95 177% 170208 az16&
| 20 | 98 1712 167776 9604
21

SR

[» TH], Sheet 1 /Sheeiz 7 [Tl ] - 3 |'V‘l%

16. The least squares line and the mean point

A particular property of the least squares regression line of i on x is given as follows:

Regression line and mean point

For any set of bivariate data, a least squares regression line always passes
through the mean point (x, y) of the data.
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R Elnj—eﬂﬁ e — F_lﬂ
;] | B = C 1] E | F | &

1 —

z n= =COUNT(B11-B27) =l

k| binum) = =BZ2¥DB-B8*CH

4| bidenom) = =BZ*EQ-B8°2

5 b= =83/84

[ a= =LB/BZ-BS*BE/B2

T

i) Totala =SUM{B11:B200 =SUMCC T 1 C20) =5SUM{DY 1-020) =SUM{E11:E20}

q

io x y ] %2

11 EL) 1640 =E11%Ci1 =Hi1*2

12 BZ 1640 =B1Z2*C12 =012°2

13 Bs 1630 =H13%C13 =B13°2

14 86 1632 =B14%C14 =H14"2

15 B 1660 =BiS*C15 =0i5*2

1 0 1736 =B1&6*C 16 sBig*2

17 a0 17ra =H17#C17 =B172

18 a5 1791 =B18*CiA =B1g°2

19 L 1773 =B19%C 19 =g19"2

20 28 1712 =BZ0* 20 =BZ0"2

21

22 N
[ [ 4] [Pl Sheeti | Sheet2 / & =2 )

This property can be demonstrated for the data of Example 5. If the mean point lies
on the regression line, then substituting x =X and y =¥ into the equation of the
line should satisfy it.

MNow, the mean point of the data is given by:

- ¥x AR90
==2=""_go
TTh T
§=E—=@=1m.2
1n 10

Substituting this point into the regression line y = 954.03 + 8.37x gives:
1699.2 =954.03 + (8.37)(89)
= 1698.96 (slight error due to rounding).

This shows that the mean value (89, 1699.2) lies on the regression line.
This is demonstrated diagrammatically in Figure 5, where the original bivariate
data are shown together with the regression line.
The regression line, y = 954.03 + 8.37x, has been plotted by calculating two points
through which it passes as follows:

when x = 80, y = 954.03 + (8.37)(80) = 1624

when x = 100, y = 954.03 + (8.37)(100) = 1791.
These two points have been plotted and the regression line drawn through them.
Notice that the line does pass through the mean point.
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Figure 5 Demonstration of the regression line passing through the mean points
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17. Interpolation and extrapolation
Estimation using a regression line can be classified in two distinct ways.
a) Interpolation.

This is the name given to estimation carried out within the range of values
given for the independent variable. As an example, consider the data for
goods by road in the previous Example 5. The values used for x, to calculate
the ¥ on x line, ranged from 79 to 98 and so any estimate for y based on a
value of x within this range is known as an interpolated estimate, The esti-
mation carried out in part (b} (i) was interpolation, since the value of x used
was x =8,

Interpolated estimates can usually be regarded with a degree of confi-
dence.

b} Extrapolation.

This is the name given to estimation that is based on values of the indepen-
dent variable in a region that has not been considered in the calculation of
the appropriate regression line. Thus, for the goods by road data, where the
x values ranged from 79 to 98, estimating a value for y given x =120, would
be an example of extrapolation.

Extrapolation is most commonly used for forecasting, using values of a vari-
able described over time, otherwise known as Time Series (and discussed
later in chapters 15 to 17). For example, a firm's total number of employees
(y) described over a number of vears (x) and treated as bivariate data might
have a y on x regression line calculated. One of its most obvious uses would
be for forecasting levels of manpower for future vears, which could be
obtained by extrapolating the data (using the calculated regression line).
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iii. Because one can never be certain that the regression line caleulated from
the data given will still be appropriate in regions of values not used in the
calculation of the line, extrapolation must be undertaken with care. In the
above manpower illustration, given the number of employees for the years
between 1973 and 1985, it is reasonable to forecast manpower levels for
1986 and also for 1987, but hardly for 1995,

18. Diagrammatic illustration of interpolation and extrapolation

Figure 6 shows the scatter diagram of a hypothetical set of bivariate data, where the
least squares regression line of ¥ on x is assumed to have been calculated.

Figure 6 A regression ling and 1ls use

L
extrapolated estimate
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Least squares regression line |
of yonx

|
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YWwW“w.~-—--—-=-—--- |
|

- |—
Fd

smallest oy largest
x-value x-value

In Figure 6, y, is an interpolated estimate, since the x-value on which it is based lies
within the range of the given dafa x-values. However, i, is an extrapolated estimate,
since the x-value on which it is based lies outside the range of given dafa x-values.

19. Summary

a)

b)

cl

d)

Regression is concerned with producing a mathematical function which
describes the relationship between two variables. It is normally used for estima-
tion purposes,

There are three common methods for determining a regression line for a set of
bivariate data.

i. Inspection method,

ii. method of Semi-averages and

iti. method of Least Squares.

The method of least squares is the standard technique for obtaining a regression
line.

For any set of bivariate data, the v on x regression line is used for estiimating a
value of y given a value of r.
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e)

£}

)

With respect to bivariate data, an independent variable is one that occurs natur-
ally or is specially chosen in order to investigate another (dependent) variable.
Relationships involving the dependence of one variable on the other are some-
times known as causal relationships.

For any set of bivariate data, the least squares regression line passes through
mean point of the data.

Interpolation involves estimating a value of the dependent variable given a
value of the independent variable within the range of the data used to calculate
the regression line and can be carried out with some confidence. Estimation
outside this range is known as extrapolation and the results obtained should be
treated with caution.

20. Points to note

a)

b

d)

In most examination questions the bivariate variables involved will be labelled
(usually x and y) and the regression line of y on x will be asked for. Where this is
not the case, it is usual to label the independent variable as x and the dependent
variable as y and thus the ¥ on x regression line will be appropriate.

Although only linear regression has been considered in this chapter, students
should be mvare that other forms of regression are sometimes appropriate and
can be calculated. Figure 7 shows examples of bivariate data which display a
distinct non-linear pattern, sometimes called curvilinear regression.

If the regression line y = a + bx is used to describe the relationship between vari-
ables x and v, the implication is that only variable x atfects the way variable y
behaves. However, this may not be the case, since there might be other factors
or variables involved.

For example (and see exercise 7 in the following section), suppose that a regres-
sion line of overtime worked on orders received per week was being considered
by a particular company. One could argue that although the number of orders
received is the most important factor in determining overtime levels, other
contributory factors could be: employee availability, machine readiness, mater-
1al stock, complexity of order and so on. In more advanced statistical analysis
this is dealt with by developing a multiple regression model such as, for instance:
y =+ by + ¢z + diw, where x, z and i are three numeric variables representing
contributory factors which are thought to affect the value of y.

As mentioned in section 10, there are different but equivalent formulae for
calculating the values of a and b in the least squares regression line y = a + b,
Une alternative is:

N — S R —

Alternative least SQUAres regress ion formulae

b SN b
¥ xt-nx? :

where the least squares regression line of y on x is y =a + bx.
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Figure 7 Examples of curvilinear regression

L}
Number of (a)
reject itemns
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X

Age of car

However, note that the above formula can cause difficulties since there is a
temptation to use rounded (and thus inaccurate) values for ¥ and ¥. If you
are required to use these alternative formulae, take care to calculate the mean
values accurately using the normal formulae:

f=£ and E:H
" n

rather than using rounded values.

21. Student self review questions

1. What is regression and what purpose does it serve? [1,2]

2. What is the ‘method of inspection’ for obtaining a regression line and what place
does it have compared with other methods? [4]

3. What is the meaning of the expression 'y on 1’ regression line? [6]

4. Although the method of semi-averages is superior to the method of inspection for
obtaining a regression line, why is it not used extensively? [9]
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22,

On what basis is the method of least squares derived? [9]

In the context of regression, what is an independent variable? [13]

What is meant by a ‘causal’ relationship? Give some examples of causal and non-
causal relationships between variables. [13,14]

What is the essential difference between interpolation and extrapolation and what
reliance can be placed on estimates obtained using each of them? [17]

Give two different, unconnected, reasons why a linear regression line such as v =

a+ brx might not be Elppl'npl'iﬂl'.-l'_' b describe I‘ul]],r the movements and /or variation in
values of . [20{c,d)]

Student exercises

For the following data:

r 1 3 4 6 8 91114

y 1 24 457 889
a) Draw a scatter diagram,
b) By inspection, fit a straight line to the data (ensuring it passes through the mean

value).

c) Estimate a value for y corresponding to x =10.
Rework the data of Exercise 1 using the method of semi-averages.
The following data were obtained by recording the number of days taken to
complete 30 building contracts, where x =maximum and y =actual.

x 42 57 27 4576 88 20 67 46 52 43 73 3966 53

35 50 47 4581 75 20 56 55 46 31 71 3272 52

¥
x 7550 36 4762 B2 64 41 48 54 73 32 56 39 34
y 56 40 24 3651 53 41 33 42 46 67 22 6226 28
Using the method of semi-averages, find the regression line of ¥ on x. Estimate the
number of days that a contract which was allocated a maximum of 55 days would
be expected to take in reality.
Obtain the least squares regression line of y on x for the following data:
x 1012 8 1312 1111
y 27 41 27 32 34 26 38

MULTIPLE-CHOICE. Select the equation below which properly describes the
regression line in Figure 8 that has been fitted to the plotted points by eve.
al y=6-6xr bly=bxr+6 c)y=x+6 d)jy=6-x
A large company's Sales Manager has tabulated the price (£) apainst engine capacity
(c.e.) for 10 models of car available for salesmen as follows:
Price 4900 5200 6160 7980 7930 319 3190 51680 4050 7150
Capacity 1000 1270 1750 2230 1990 600 650 1500 1450 1650
Obtain the least squares regression line of price on engine capacity.
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=]

As part of an investigation into levels of overtime working, a company decides
to tabulate the number of orders received weekly and compare this with the total
weekly overtime worked to give the following:
Week number 1 2 3 4 5 6 7 B 9 10
Orders received 83 22107 55 48 92 135 32 w7 122
Total overtime 38 9 42 18 11 30 45 10 29 51
a) Use the method of least squares to obtain a regression line that will predict the
level of total overtime necessary for 100 orders.
b} Given that normal weekly hours for an employee are currently 35, state in
words what criterion is necessary for the company to consider taking on a new
employee.
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1. Introduction

Correlation is a technique used to measure the strength of the relationship between
two variables. This chapter describes the general nature and purpose of correlation and
gives two techniques for measuring correlation, known as product moment and rank
respectively. Also covered is the connection between regression and correlation and
how they can be linked through the coetficient of determination. Finally, correlation
and causality are discussed, introducing the idea of "spurious’ correlation,

2. The purpose of correlation

The purpose of regression analysis is to identify a relationship for a given set of
bivariate data. What it does not do howewver, is to give any indication of how good
this relationship might be.

This is where correlation comes in. It provides a measure of how well a least squares
regression line “fits” the given set of data. The better the correlation, the closer the
data points are to the regression line and hence the more confidence one would
have in using the regression line for estimation.

As an illustration, suppose that a Data Preparation manager receives statistics on
operator performance with regard to the number of errors made in keving in data
from batches of documents. The two scatter diagrams shown in Figure 1 have had
regression lines superimposed and show the performance of two particular opera-
toes,

Figure 1 Tiwo scatter diagrams showing a similar relationship but different ‘spreads’

ta) (b}

Total O Total
number of number of
eTTOrS ETTOrS

G
ao

Operator 1 Operator 2

MNumber of batches Mumber of batches

The striking difference between the two sets of data is the scatter of the points.
Operator 2's data is much more consistent, giving a better fit to the regression line
and thus a higher degree of correlation. We would be much more confident in esti-
mating the number of errors that would be made by operator 2 than operator 1 if
they were both about to key in the data from a number of batches.
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3. The definition and meaning of correlation

Correlation can be defined as follows.

Correlation

Correlation is concerned with describing the strength of the relationship
between two variables by measuring the degree of ‘scatter” of the data values.

The less scattered (or variable) the data values are, the stronger the correlation is

said to be. The following section describes the way in which the strength of correla-
tion is measured.

4, The correlation coefficient

We need a way of measuring the strength of the correlation between two variables.
This is achieved through a correlation coefficient, normally represented by symbol r.
It is a number which lies between -1 and +1 (inclusive). That is: -1 <= r <= +1.

A value of r =0 signifies that there is no correlation present, while the further away
from 0 (towards -1 or +1) r is, the stronger the correlation.

5. The product moment correlation coefficient

The standard measure of correlation that has the features described in section 4 is
called the product moment correlation coefficient and, given a set of bivariate (x,y)
data, it 15 calculated using the following formula.

Product moment correlation coefficient formula

HLXy-L A3 Y
'|,||I”E. x? I:E,-‘-'.l2 1.||”E. H'E |:E.'-']:

r=

MNote that n is the number of bivariate (x,y) values.
An example of the calculation of this coefficient follows.

6. Example 1 (Product moment correlation coefficient)

Cduestion

The data of Table 1 relates the weekly maintenance cost (£} to the age (in months)

of ten machines of similar type in a manufacturing company. Calculate the product
moment correlation coefficient between age and cost.

Answer

The normal Ia}rnut of the calculations is shown in Table 2.
Table T Maintenance cost and age of ten machines
Machine 1 2 3 4 5 3] 7 8 b 10

Age (x) 5 0 15 20 30 30 30 50 50 &0
Cost (y) 190 240 250 300 310 335 300 300 350 395
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Table 2 Normal layout for calculation of the product moment corvelation coefficient

x y Xy x i

5 190 450 25 36100
10 240 2400 10K 576400
15 250 3750 225 /2500

20) 300 B0 400 90000
30 310 4300 900 9100
30 335 10050 900 112225
30 300 3000 900 90000
50 300 15000 2500 90000
50 350 17500 2500 122500
6 395 23700 3600 156025
300 2970 97650 12050 913050

From Table 2: n =10; T x=300; ¥ y=2970; ¥ xy=97650; T 17=12050; ¥ v*=913050.
nY xy-%x%a
Thus: r= — z ‘”2 EI' LY :
-,Il':rE ! (¥ x| N nEy? (Y
10 = 97650 = 3K = 2970
".'r'lﬂ x 12050 — 300° ‘ul'l[]' x 913050 - 2970°

B5500
174.64 x 556,42

e,  r=0880{3D)

The result shows a strong measure of correlation between machine maintenance
cost and machine age.

7. Positive correlation

Correlation can exist in such a way that increases in the value of one variable tend

to be associated with increases in the value of the other. This is known as positive

{or direct) correlation. In this case, the correlation coefficient, r, will take a value

between 0 and +1, with r=+1 signifying ‘perfect’ positive correlation.

Some examples of bivariate data which would be expected to be positively correl-

ated are:

a) Age of employee and salary. (With age would come qualifications and experi-
ence, both of which would be reflected in a hiEhur ::i..}!..'!!’}-'._:l

b) Number of calls made by salesman and number of sales obtained. (The more
calls a salesman makes, the more sales would be likely.)

¢} Age of insured person and amount of premium. {The older a person is, the
greater is the chance that they will fall ill or die.)

d) Machine maintenance cost and age. (Example 1 showed r =+{.88, a high degree
of positive correlation for the particular data given.)

e} Number of vehicles licensed and road deaths.

The scatter diagram in Figure 2 illustrates the situation that might be expected for

example (c).
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Figure 2 Age of insured against premium

Premiums for disability benefit insurance

Amount of
maonthly
prr_-mium

2
Q

o O

DD'D

Positive correlation

Notice that, generally speaking, the monthly premium would increase with age,
with of course a certain amount of variation due to the particular state of health
and past medical history of the insured. In other words, the two variables ‘age’ and

Ape of person

‘amount of premium’ are positively correlated.

8. Negative correlation

Correlation also exists when increases in the value of one variable tend to be associ-
ated with decreases in the value of the other (and vice versa). In this type of case the
correlation is said to be negative (or inverse). In this case, the correlation coefficient,
r. will take a value between 0 and -1, with » =1 signifying ‘perfect’ negative correl-

ation.

Some examples of bivariate data which one would expect to be negatively correl-

ated are:

a) MNumber of weeks of experience and number of errors made. (As one becomes
more experienced in performing a particular task, so less errors would be

made.)

b} Age at death and age at retirement. (Actuarial records show that, within certain
limits, the older a person is at retirement, the earlier they will be expected to

die.)

¢} Amount of goods sold and average cost per good.

Figure 3 shows the scatter diagram that might be expected from example a) above.

194

= - - —_——m



1 4 Correlation techniques

Figure 3 Number of weeks experience against number of ervors made

’ Workers performance on a production line
Number of O
errors made 03 . )
) - Negatioe corvelation
C 0
-0
Cy O
'R '
Iﬁ.-' L
o ©
o

Number of weeks of experience

It would normally be the case that the more experience a worker had, the fewer
errors would be made. There would obviously be a certain amount of variation due
to particular workers' skills and learning ability.

9. Diagrammatic demonstration of correlation

The pictures in Figure 4 show a number of scatter diagrams, each with an approxi-
mate correlabion coethicient.

Notice that when there is no correlation (r =0) the points are scattered in a
haphazard fashion but as the correlation increases in strength (in both directions,
positive and negative) so the elliptical boundary containing the points narrows,
which means there is much less scatter. When correlation is perfect, that isr =~ =1 or
¥ =+1, so the points form a straight line. This straight line is the least squares regres-
siont fine of y on x.

10. Example 2 |Product moment correlation coefficient)

Qluestion

The following data, obtained from claims drawn on life assurance policies for a
particular category of employment, relates age at official retirement to age at death
for nine males.
Age at retirement 57 62 60 57 65 6 58 62 56
Ageatdeath 71 70 66 70 6% 67 69 A3 70
Calculate the pn'ﬂiul:‘t moment coefficient of correlation between age at et rerent
and age at death.
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Figure 4 Patterns of scatter expected with various values of the correlation coefficient
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Answer

Labelling age at retirement as variable x and age at death as variable y, the following
table shows the standard layout of the calculations.

x y xy x? ¥
57 71 4047 3249 5041
a2 70 4340 3844 4900
&0 66 3960 3600 4356
57 70 3990 3249 4900
4 69 4485 4225 4761
6l 67 4020 3600 4489
58 69 4002 3364 4761
62 63 3906 3844 3969
56 70 3920 3136 4900
537 615 36670 32111 42077

fnlluwing calculations.

Thus: n =9; ¥ x=537; ¥ y=615; ¥ xy=36670; ¥ x*=32111; ¥ y*=42077.
Using the formula for the product moment coefficient in section 5 gives the
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11.

12,

13.

R ay-yx¥y
ﬁ"rrrz.rz - I_EA':I-1 -.,.'IHI W -5y
9w 36670 — 537 x 615
V9 % 32111 - 5372 9 x 42077 — 6157

225
174,64 x 556,42

r =

ie r=-.414 (3D)
This result shows only moderate negative correlation.

Correlation, regression and variation

Correlation was defined earlier as measuring the degree of scatter or variation that
bivariate data exhibit. A particular use of the correlation coefficient is to determine
the appropriateness of a corresponding linear least squares regression line. That
is, given the regression line in the form y = g+ by and a set of observed data, how
well do the given variations in x alone account for the observed variations in y? If,
for example, the turnover of a company was being regressed against advertising
expenditure, it would be of considerable value to know just how much of the vari-
ability of turnover was due to factors other than advertising; such as, for example,
market share or product lite.

The following sections explain how the y-variations can be split up and the particu-
lar way in which the correlation coefficient, r, is used to account for variation.

Explained and unexplained variation

Suppose figures for turnover (y) and advertising expenditure (x) were available for
a company over a number of months. The turnover () values are obviously going
to vary from one month to the next, and the best estimate of a typical value of turn-
OVer l[given Mo rz_,ﬁrrrrrrm'::ur about advertising ex]:hr:nditure]l is the mean value of tum-
over over the period. The variation between individual y values and their mean is
known as the total variation.

However, a better estimate of y (given a specific value of ¥} can be obtained from
the 1 on x regression line. The differences between the values of y given by the iy on
x regression line and the mean of the y's is known as explained variation ('explained’
by the yr-variations),

The numerical difference between total and explained variation is thus called unex-
plained variation, since it must have been caused by factors (variables) not taken into
account by the regression model.

The coefficient of determination

The coefficient of determination is the ratio of explained variation to total variation
and is obtained by squaring the value of r (the product moment correlation coeffi-
cient).
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14.

15.

In words, the coefficient of determination gives the proportion of all the variation
(in the y-values) that is explained (by the variation in the x-values).
Suppose that for the example of turnover (y) measured against advertising expend-
iture (x), given in section 11, the correlation coefficient is calculated as r =0.76.
Then: coefficient of determination, 2 = {(0.76)°

= {1L58 (2D).
This means that only 38'% of the variation in turnover is due to advertising expend-
iture.
Put another way, 42% of variation in turnover is due to factors other than adver-
tising ex punditL;re: IJEr]‘Ii]].‘I'S product quality, l:hanging trends or productivity.

Coefficient of determination

od = explained variation in all items
total variation in all items

9
=

=1

where r is the product moment correlation coefficient.

Notice that, since =1 < r = +1, it follows that < r? < +1,

Example 3 (Calculation and interpretation of the coefficient of
determination)

In Example 1, the correlation coetficient between maintenance cost and age of a set
of ten machines was r = 0.88(2D),
Thus, the coefficient of determination = r* = 0,882 = 0.77(2D).
That is, only 77% of the variation in the maintenance costs is accounted for by the
variation in the machine ages. The other 23% of the variation comes, perhaps, from
amount of machine use and / or operator experience.

Spearman’s rank correlation coefficient

An alternative method of measuring correlation, based on the ranks of the sizes of

item values, is available and known as rank correlafion.

The measure of rank correlation most commonly used is known as Spearman’s rank

correlation coefficient and the procedure for obtaining it is given as follows.

STEP1  Rank the x values (to give | values).

STEP2  Rank the y values (to give r values).
MNote that the rankings of the yr-values are performed quite independ-
ently of the rankings of the y-values and ranking is normally performed
in ascending order (although this is not essential).
An example follows.
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X f‘._l_ ;Ij F‘u
23 2 245 4
35 3 236 2
w1 218 3
36 4 2321
41 5 250 6
43 6 475
# 7 152 7

STEP3  For each pair of ranks, calculate d* = {r,_—r )

Using the data above:
the first pair of ranks is 2 and 4, giving % = (2-4)° = 4;
the second pair of ranks is 3 and 2, giving d = (3-2 = 1;
... and so on, giving the other d* valuesas 4.9, 1, 1 and (L

STEP4  Calculate Yd*

Using the working data:
TP =4+1+4+9+1+1+0=20

STEF5  The value of the rank correlation coefficient can then be found using the

following formula:

Using the working data above: v =1-

Rank correlation coefficient
) L
min~ —1)
where i is the number of bivariate pairs.
B 20)

=(L.643 (3D
18 (3D}

£

16. Rank correlation and its uses

Rank correlation is used in the following circumstances.

a)

b)

As an approximation fo the product woment correlation coefficient. Rank correlation
is a quick and easy technique and so is sometimes vsed as an approximation
to product moment correlation. This is particularly appropriate if the values
of numeric bivariate data are difficult to obtain physically or involve great
expense and yvet can be ranked in size order.

To measure corvelation between non-numeric variables. It one or both ot the variables
involved is non-numeric, the product moment correlation coetficient cannot by
calculated. However, as long as the non-numeric values can be ranked in some
natural way, rank correlation can be used. For instance, status or importance
can usually be ranked; a set of companies can be ranked by industrial classifica-
tion; in competitions, ranking is naturally performed by placing competitors as
first, second, third and so on.
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17. Example 3 (Spearman’s rank correlation coefficient]

Question

The data of Table 3 show the average rent and rates (£ per square foot) for a selec-
tion of areas. Calculate Spearman’s rank correlation coefficient to assess whether
there is any correlation between rates and rent,

Table 3 Average rent and rates for a selection of areas

Answer

Rates{x) 1.68 146 1.57 1337 318 195 107 171 122 o646
Eent{y} 3.81 419 4.87 2285 647 648 266 649 533 1523

The standard layout for calculations is shown in Table 4, where the steps detailed in
the previous section have been carried out in sequence.

Table 4  Standard layout for calculations

Rates Rankofx Rent Rank of y

X r, Y . d*
1.68 5 3.81 2 g
1.46 3 4.19 3 i
1.57 4 4 57 4 ()
13.37 10 22 .85 10 0
3.18 bl 6,47 i 4
1.95 7 .48 7 ]
1.07 1 2,66 1 0
1.71 5 .49 8 4
1.22 2 543 5 G
b.46 o 15.23 9 0
Total = 26
From the table: n =10 and Y47 = 26.
Thus: poqo LA 626 000 (3p)

Calni-1)  10x99

This result demonstrates relatively high positive correlation. Thus high rates tend
to be paired with high rents and vice versa.

18. Notes on the rank correlation procedure

al

b)

cl

Clearly, if rankings are already given for one or both sets of bivariate values,
steps 1 and 2 in the procedure (of section 15) would not be necessary.,

Ranks are usually allocated in ascending order; rank 1 to the smallest item, rank
2 to the next largest and so on, alt]mugh it is perfectly feasible to allocate in
descending order. However, whichever method is selected must be used on both
variables.

Ii one or more groups of data items have the same value (known as fied values),
the ranks that would have been allocated separately must be averaged and this
average rank given to each item with this equal value. For example, the four
numbers 14, 26, 26 and 28 would be allocated ranks 1, 2.5, 2.5 and 4 respectively
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{since two items have value 26, they each must be allocated the average of ranks
2 and 3. i.e. 2.5). The numbers 9, 8, 9, 9, 5, 10 and 12 would be allocated ranks
4, 2,4, 4,1, 6 and 7 respectively (since three items share the value 9, they must
each be ranked as the average of 3, 4 and 5. i.e. rank 4).

d} Given a set of numeric bivariate data, both rank and product moment coef-
ficients can be calculated and in general slightly different results will be
obtained. It should be understood that the rank coetficient here is an approximation
to the product moment coefficient.

19. Example 4 [Ronk correlation coefficient for data with fied values)

Gluestion

The following data relate to the number of vehicles owned and road deaths for the
populations of 12 countries.

Vehicles per 100 30 31 32 30 46 30 19 35 40 46 57 30
population
Road deaths per 100,000 33 14 30 23 32 26 20 21 23 30 3526
population

Calculate Spearman’s rank correlation coefficient and comment on the result.

Answer

Labelling vehicles as x and deaths as y, the following table shows the results and
layout of calculations.

Fank of x Rank of y
X . v Fy o
30 3.5 30 9 30.25
3l f 14 1 25
32 7 30 9 4
&1 a5 23 4.5 1
46 10,5 32 11 0.25
30 35 26 6.5 9
14 1 20 2 1
A5 8 21 3 25
40 9 23 4.5 20,25
46 10.5 30 9 2.25
57 12 as 12 H
30 35 26 f.5 9
In the previous table, successive values of @ have been evaluated as:

(9-35¢  =(55F =3025

(1-6) = (5)2 = 25;

©@-77 =P =4

... and 50 on,

This results in ¥ d* = 127.00 with n = 12.
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21.

¢ aq--PRE
i —1)
- 6x127
122143

= (1.56 (2D)

The result shows a moderate degree of positive correlation indicating that there is
some correlation between vehicles owned and number of road deaths, but the rela-
tinns‘.hip is not strong,

Comparison of rank and product moment correlation

Listed below are some significant features of each method, with “+" and *~" signi-
fving whether the feature can be thought of as an advantage or disadvantage
respectively.
a)  Product moment coefficient.

1. The standard measure of correlation. (+)

2. Data must be numeric. (-}

3. The calculations can be awkward. (=) This is ];'rithiE.‘u-]i‘lT]}' ﬁigniﬁ{ﬂnt if there

are many digits in each value of the original data.

b)  Rank coefficient.

1. Only an approximation to the product moment coefficient. (-
Fasier to use with less involved calculations. (+)
Can be used with non-numeric data. {+)
Can be insensitive to small changes in actual values, (=) This is easily seen
using the data values 12,3, 124 and 23, say, where the allocated ranks
would be 1, 2 and 3. No account is taken of the small difference between the
first two values compared with the large difference between the second and
third values.

B 12

Correlation and causality

a} It will be recalled that a causal relationship is said to exist between two variables
when the value of one is directly attributable to the other. Another way of
thinking of thiz concept is that there is a distinct “cause and effect’ relationship
between the two variables. Further simple examples of this type of situation
are:

Age of machine (cause) v Maintenance cost {effect);
Number of TV licenses (cause) v Mumber of cinema attendances (effect);
Age of insured person (cause) v Cost of life assurance premium (effect);
In cases such as these it is usual to expect some degree of correlation, but it need
not necessarily be strong,

b) Correlation mighl exist between fwo pariables (and it could be strong), vet no
causal relationship exist. This is sometimes known as spurious corvelation. Two
examples are:

. Yearly profit of company and rateable value of premises. Both of these
variables are likely to increase if the size of the firm increases, but the two

202



1 4 Correlation techniques

variables are not directly associated. That is, there is no causal relationship
present.

ii. Awverage hours worked per week and percentage of fibre in diet. Clearly, the
results of automation, general affluence and social awareness are cutting
down the hours we all need to work, while general medical awareness is
causing diets to become healthier. The correlation in this case, based, say, on
yearly measurements, will obviously be high and the spurious deduction
one would not wish to make is that "healthy eating causes laziness"!

¢} The conclusions that can be drawn from a) and b) above are:
i. Correlation does not necessarily imply causality;
whereas: ii. Causality normally implies correlation.

22, Summary

al Correlation is concerned with describing how well two variables are associated
by measuring the degree of "scatter” of the data values.

b} There are two types of correlation that can exist:

i. [Positive (or direct). This is where increases in one variable are associated
with increases in the other.

ii.  Negative (or inverse). This is where increases in one variable are associated
with decreases in the other.

cl A quantitative measure of correlation is given by the (product moment) correl-
ation coefficient, r, which satisfies <1 <= r <= =1, and:

I. r=-1signifies pertect negative correlation

ii. r={signifies no correlation
iii. r =+1 signifies perfect positive correlation.

The product moment correlation coefficient is the standard measure of
correlation for numeric data. It cannot be used with non-numeric data.

d}) The product moment correlation coefficient is the standard measure of correl-
ation tor numeric data, It cannot be calculated for numeric data,

e) The coefficient of determination, %, is used to indicate the proportion of the
total variation in the dependent variable (y) that is due to variations in the inde-
pendent variable {(x}.

[} Spearman’s rank correlation coefficient can be used:

i. as an approximation to the product moment coefficient,
ii. with non-numeric data that can be ranked.
g) Correlation does not necessarily imply causality.

23. Points to note

a) The type of correlation (i.e. positive or negative) can always be seen clearly
from a scatter diagram as long as the lengths of the two axes are the same and
cach covers the range of values over which each variable is distributed. For
example, suppose the x-values ranged from 20 to 40 and the y-values ranged
from 300 to 1200, In this case a range of 20 (i.e. 40-20) on the x axis should cover
exactly the same physical distance as a range of 900 (1200300} on the y axis. In
other words, always represent a scatter diagram inside an approximate square.
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n

B

25.

b) The correlation coefficient as described in this chapter is only concerned with
linear relationships involving tiwo variables. Thus a low value (either positive or
negative) of r signifies only that there is no significant (linear, two-variable)
association present on the evidence of the data given. However, there still could
be correlation:

i. of the curvilinear type (for example y = ax® + bx + ¢}, or
il. of the multiple linear type (for example y = ax + bz + cw + ).

¢} Rank correlation is only considered as an apprmclmatlnn to product moment
correlation when the two variables involved are numeric. If, however, one or
both of the variables are non-numeric, rank is the only type of correlation that
can be defined.

e} An alternative formula for the calculation of the product moment correlation
coefficient which is sometimes used is given as follows.

Alternative product moment correlation coefficient formula

e Y xy—nxIy
=7

. |
JEy —nft yExt - n¥

r——— P— — i — L ———— - =L

= Ry R Sy S m—" e p—

Note however that care must be taken in the use of the above formula.
Approximations, particularly for the two means, should not be used.

Student self review questions

How is correlation defined and how is it connected with regression? [1,2,3]

What is a correlation coefficient and between what limits must it lie? [4]

What are the twao distinct types of correlation that can exist between two variables
and give two examples of each? [7,8]

Diagrammatically illustrate examples of:

1. moderate positive correlation,

ii. no correlation, and

iii. strong negative correlation. [9]

What is the coefficient of determination? [13]

What purpose does a rank correlation coefficient serve? [16]

What is a causal relationship and why is an understanding of it important in the
interpretation of the value of a correlation coefficient? [21]

Student exercises

Calculate the product moment correlation coefficient for the following data:

x 1 3 46 8B 911 14

y 1244578 9
MULTI-CHOICE. The rank correlation coefficient between the ages and the resale
values of lorries in a large haulage fleet is *minus 17, Which one of the options below
best describes the situation.
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a) pertect correlation exists b} no correlation exists
¢} weak negative correlation exists  d) an error has been made in calculations

MULTI-CHOICE. Which one of the options below best describes the correlation
shown in the diagram.

o
oS
.
O
2
5
'DD“
o
a) Strong positive correlation b} Moderate negative correlation
) Strong negative correlation d) No correlation

The following data relate to length of public roads (000km) and number of goods
vehicles with current licenses (000) for eight successive years.

Length of roads 316 318 320 322 325 327 329 331

Number of licences 1692 1640 1640 1630 1632 1660 1736 1778
Calculate the product moment correlation coefficient.
The following figures give (in units of £10m) the turnover and profit before taxation
for a firm.

Tarnover 106 125 147 167 187 220
Profit w 12 1s 17 18 22
Calculate the coefficient of determination for this data and comment on the result.
A cost accountant has derived the total cost (£000) against output (000} of standard
size boxes from a factory over a period of ten weeks, yielding the following data.
Output 20 2 4 23 18 14 10 8 13 8
Cost 60 25 26 66 49 48 35 18 40 33

a) Calculate the product moment coefficient of correlation.
b) Interpret the result with a view to tuture extrapolation.
The following data shows median regional incomes for men aged 21 years and
over in full-time employment and average regional house purchase prices for a
particular year for the twelve major regions of the United Kingdom.

Median income (E) 57 54 54 51 63 56 52 56 55 5556 50
House pun:hase price (000} 10 9 10 12 15 1512 11 10 1011 10
Caleulate:
a) The product moment correlation coefficient
b) Spearman’s rank correlation coefficient,
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5.

10.

On ten different days (picked at random) the tollowing values were obtained for
the price of a share for a particular company together with the value of the FT Index
on that day.
Share price (p) 77 46 B0 76 65 71 60 75 Th 88
FT Index 319 315 387 339 383 340 340 356 358 398

Calculate Spearman’s rank correlation coefficient and say whether the FT Index is a
reasonable indicator for the price of the company’s share.
As an exercise, a company asked its Stores Supervisor and Purchase Manager to
independently rank its eight main suppliers (A, B, C, D, E, F, G and H} in order of
value to the company, taking into account such factors as reliability, volume, special
discounts and product quality. The two managers ranked the suppliers in order of
preference as follows:

Stores supervisor ECLGHBDAF

Purchase manager E G B D C AH F
Use Spearman's rank correlation coefficient to determine the amount of agreement
between the two. Can any conclusions be drawn about the suppliers?
MULTI-CHOICE. Which of the following is an incorrect statement.
a) The product moment correlation coefficient can be used with non-numeric

data.
bl The product moment correlation coefficient is the definitive measure of correla-

tiomn.
¢} The rank correlation coefficient can be used as an approximation to the product

moment correlation coetficient,

d} The rank correlation coefficient can be used with non-numeric data.
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Examination EKUIHP'EE (with worked solutions)

Question |
A national consumer protection society investigated seven brands of paint to
determine their quality relative to price. The society’s conclusions were ranked
according to the following table:
Brand T U VoW X Y Z
Price/ litre 192 158 135 160 205 139 1.77
Quality ranking 2 6 7 4 3 5 1
Using Spearman’s rank correlation coefficient, determine whether the consumer

generally gets value for money.
CiIMA

Answer
The quality value {y say) has already been ranked in descending order of quality
and it seems reasonable to do the same for price (x say).
2 5 7 4 1 6 3
r 2 6 7 4 3 5 1
H#" i 1 () (} 4 1 4
With n =7 and Yd?=10, the calculations for the rank coefficient are:

6Ld”
nn” = 1)
10
7x48
=(.821 (3D}
A coefficient of this value shows a high degree of positive correlation which means
that in general the consumer gets value for money.

P’

Question 2
Marks and Spencer plc
Year 1977 1978 1979 1980 1981 1982
Turnover (£10m) 106 125 147 167 187 220
Profit betore taxation (£10m) 10 12 16 17 18 22
i. Plot a scatter diagram showing the relationship between profit before taxation

and turnover.
ii. Calculate the least squares regression line of profit before taxation on turnover.

i, Comment generally on vour results.
ICS5A
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Answer

1.
Marks and Spencer turnover
and profit for years 1977-1982

25 —_
Profit before
taxation (E10m) 1 [}
En —
|
™
]
15 1
[ ]
10 1 @
Turnover
(£10m)
El < 1T 1T "+ 1 T 1 I R

100 120 140 1e0 180 200 220 240

ii. For this data, the independent variable is turnover (x say} and the dependent
variable is profit before taxation (y say). The table of values and calculations are
shown below.

Year Tumowver Profit
x ¥ Xy x?
1977 106 10 1060 11236
1978 125 12 1500 15625
1979 147 16 2352 21604
1980 167 17 2839 27889
1981 187 15 3366 34969
1952 220 22 4840 48400
952 95 15957 159728
For the calculations, n = 6: X = Y52: Zy = 95; Xry = 15957; ¥yl 159728,
The regression line required is y on x, in the form y = a + bx.

Thus: b nELyy-3x3y 6x15957 - 952x95
e — |_ —— ____" - _— o — = -— - 2
AT {Ex) ﬂ..',,Ey: iy 6= 159728 - 952
= 55,,32.{;24 — 0.1018 (4D)

S 952
_Zy Ex _ _5_9.10155:% — 0.3193 (4D)
i | L

The required regression line is thus: y = -0.3193 + 0.1018x

iii. The scatter diagram shows good correlation between the variables and,
notwithstanding the small sample size {n=6), so the regression line will be
useful for extrapolating profit from turnover for 1983
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Examination questions

1. A cost accountant has derived the following data on the weekly output of standard
size boxes from a factory.

Week Qutput (x)  Total cost ()
{thousands) (E000)

1 200 6l
2 2 25
3 l 26
4 23 By
5 18 49
f 14 48
7 10 35
8 8 18
9 13 40
10 B 33

Zx =120; Ly = 400; Zx? = 1866; Zy* = 18200; Zxy = 5704;

a)
b)
c)

d)

Plot a scatter diagram of the data.

Which weekly outputs, if any, appear to be different from the rest of the data?
State the co-ordinates of a point which must lie on a regression line fitted to the
data above.

Find the least squares regression of total cost on output, and plot the line on the
graph.

What is the fixed cost of the factory?

In a given week it is planned to produce 25000 standard size boxes. Use your

regression equation to estimate the total cost of producing this quantity.
CivaA

2. Your company is planning a take-over of a small UK chain of multiple stores whose
main competitors are co-operatives. As part of the preliminary work, you have been
asked to investigate relationships between turnover, number of stores and region,
Data for nine regions on the number of stores and turnover (Em) of multiples and
co-operatives in 1985 is given below:

Multiples

Region: A B C D E F & H I
Stores (X): 952 253 360 484 593 639 498 371 416
Turnover (Y): 3657 819 1250 1302 1861 1635 1452 717 1179
Co-operatives

Region: A B C B E F O H I
Stores (X)) 379 322 210 36 575 451 498 257 550

Turnover (Y):: 260 236 194 308 445 427 286 130 335
(Source: Market Research Society Yearbook, 1986 amendded )

The least squares regressions of turnover on stores have been calculated via

MINITAB (a computer program). Thq:-}' are as follows:

Y = <508.50 + 4.04X, r=095 [Multiples]
¥ =22.73+ 067X, r=083 [Co-operatives]
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a} On the same graph, plot scatter diagrams of Y against X, including the regres-
sion lines, and interpret your results.

b} For a region with 500 stores of each type, predict the turnover for Multiples and
for Co-operatives, and comment on the likely accuracy of these predictions.

c) By any method vou consider appropriate, compare turnover per store between

Multiples and Co-operatives.
CIMA

a} “Correlation does not prove causation.” Discuss this statement.
b} Cinema admissions and colour television licences:

Year Cinema admissions  Colour T.V. licences
(millions) {millions)
1973 134 ol
1974 138 0.8
1975 116 8.3
1976 104 9.6
1977 103 10.7
1978 126 12.0
1979 112 12.7
S0 L 1249

{Sowrce: Annual ahstract)

Calculate the product moment correlation coefficient between the number of

cinema admissions and the number of colour television licences issued. Briefly

comment on your results.

IC5A

A cost accountant has derived the following data on the running costs (£ hundreds) and

distance travelled (thousands of miles) by twenty of a company's fleet of new cars used
by its computer salesmen last year. Ten of the cars are type F and ten are type L.

CarF CarL
Distance  RKunming  Lhstance Run Mg
travelled costs travelled costs

X Y X ¥
4.0 5.3 3.5 6.9
4.6 6.7 4.6 /b
5.4 7.5 5.3 79
b7 5.5 &0 B3
8.0 B.0 7.2 8.5
B9 9.1 54 92
5.9 1.5 1ih1 4

10.1 100} 11.1 10.3
10.8 11.7 11.5 10.1
121 12.4 123 11.3
Mean 8.0 Q.0 8.0 9.0

a) The least squares regression lines were calculated using a standard computer
package, as follows:
Car F: y = 2650+ 0.7%4x
Car L: y=3.585+0427x
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=1
'

Plot the two scatter diagrams and regression lines on the same graph, distin-

euishing clearly between the two sets of points.

b) Explain the meaning of the four regression coefficients for these data,

¢} This year the company is expanding into a new region in which travelling,
distances are expected to be 50% higher than those in the example above. Given
that the car type has to be F or L, which should the company choose for this
region and why?

d) What will be the expected total running costs for 5 of these cars in this new
region next year, if costs per mile are 10¢% higher than those in the example
above?

CiMA

A sample of eight employees is taken from the production department of a light

engineering factory. The data which follow relate to the number of weeks expe-

rience in the wiring of components, and the number of components which were
rejected as unsatisfactory last week.
Employee A b C 2 E F G H
Weeks of experience (x) 4 = 7 9 10 11 12 14
Number of rejects (v) 21 22 15 18 14 14 11 13
Ex =72; Ey = 128; Zxy = 1069; Ex? = 732; Ty = 2156;

a) Draw a scatter diagram of the data.

b} Calculate a coefficient of correlation for these data and interpret its value.

c) Find the least squares regression equation of rejects on experience. Predict the
number of rejects you would expect from an employee with one week of experi-

ence.
CIMA

The following data gives the actual sales of a company in each of 8 regions of a
country together with the forecast of sales by two different methods.

_ _— OPOCaS oreca
Region .ﬁ;;ﬁll._:gl Fe 'I‘tiLc'I'-:t Fc I'E:.:_:. st
A 15 13 16
b ) 25 19
C 30 23 26
D 12 26 14
E 58 48 65
F 10 15 19
i 23 28 27
H 17 10 22
i. Calculate the rank correlation coefficient between:
1. Actual sales and forecast 1; 2. Actual sales and torecast 2.
ii. Which forecasting method would you recommend next yvear?
IC5A
a) Define and explain the links between regression analysis and correlation anal-

ysis.
b) You are engaged as a managing accounting assistant by a television company
which is investigating the relationship between cinema attendance and televi-

211



Examination questions

8.

sion viewing in Great Britain. As part of the preliminary statistical work you are

asked to do the following:

i. Draw a scatter diagram of the data below and explain its meaning,

ii. Caleulate a coefficient of rank correlation for the data and discuss briefly the
hypothesis that colour television is emptying the cinemnas in Great Britain.

Total number of colour
Year television licences at
vear end (millions)

1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981

1.3
2.8
5.0
6.8
8.3
9.6
1L
12.0
12.7
13.5
14.1

Total number of
cinema admissions

{millions)
176
157
134
138
116
14
104
126
112

95
88

CinMA

Prior to privatisation, the most recent annual sales and profit data (£ million) for distri-
bution companies within the Central Electricity Board (England and Wales) were:

Distribution
company
Norweb
Manweb
Midland
South Wales
South West
Southern
Seeboard
LEB

Lastern

East Midlands
Yorkshire
MNorth East

You are required

X
1,129
08
1,151
551
687
1,134
912
1,056
1,497
1,165
1,140
740

Y

32.1
26.6
384
10.3
30.0
65.4
27.2
39.9
58.9
52.1
49.3
319

Sales (£Em) Profit {(£m)

{Sowrce; The Times, Monday 16 April 1990]
TX = 11,994: Y = 462.1: EXY = 498,912.2; X2 = 12,763,470; T¥? =20,459.35

a) to find the regression of profit on sales, to plot it on a scatter diagram and to

predict profit for a similar company with sales of £1,000 million;

b) tointerpret your analysis.

CiMA
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Part 4 Time series analysis

Statistical data that are described over time are known as a time series. What is
required of such data is an understanding of the structure within which the data
originate and the nature of the variation in both the short and long term. Why are
sales higher on one day than another or in one quarter than another? Are purchases
increasing or decreasing generally?

Time series analysis enables the structure of the data to be understood, trends to be
identified and forecasts made.

The framework within which time series values are analysed is called a time series
model. For the purposes of this book, two basic models are considered — additive
and multiplicative. They are described in chapter 15, together with the main form
of pictorial representation of time series data, the historigram.

The techniques involved in the various methods available for extracting a trend are
shown in chapter 16, while chapter 17 is concerned with two significant applica-
tions of the analysis, seasonal adjustment and forecasting.
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15 Time series model

1. Introduction

This chapter defines a time series and describes the structure (called the time series
model) within which time series’ movements can be explained and understood. The
various components that go to make up each time series value are then discussed
and, finally, brief mention is made of graphicai techniques_

2. Definition of a time series

A time series is the name given to the values of some statistical variables measured
over a uniform set of time points. Any business, large or small, will need to keep
records of such things as sales, purchases, value of stock held and VAT and these
could be recorded daily, weekly, mnnthl}f, quarterly or yearly. These are examples
of time series.

Time series
A time series is a name given to numerical data that is described over a
uniform set of time points.

Time series occur naturally in all SPhE res of business activity as demonstrated in the
following example.

3. Example 1 (Situations in which time series occur naturally)

a)  Annual turnover (in £m) of a firm for ten successive years.
b) Numbers unemploved (in thousands) for each quarter of four successive
years.
¢} Total monthly sales (£000) for a small business for three successive vears,
d} Daily takings for a supermarket over a two month period,
e) Number of registered journeys for a Home Removals firm {see table below)
Mrl Otr2 Qird Hr 4
Year 1 Fik Q0 121 98
Year 2 69 92 145 107
Year 3 86 111 157 122
Year 4 BH 109 154 131

4. Time series cycle

Normally, time series data exhibits a general pattern which broadly repeats, called
a cycle. Sales of domestic electricity always have a distinct four-quarterly cycle;
monthly sales for a business will exhibit some natural 12-monthly cycle; daily
takings for a supermarket will display a definite 6-daily cycle. The cycle for the
Home Removals data in 2{e) above can be seen to be 4-quarterly.

5. Time series models

Business records, and in particular certain time series of sales and purchases, need
to be kept by law. Of course they are also used to help control current (and plan
future) business activities. To use time series effectively for such purposes, the
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data have to be organised and analysed. In order to explain the movements of time
series data, models can be constructed which describe how various components
combine to form individual data values.
As an example, a Sales Manager could set up the following model to explain the
expense claims of his sales force each week:
y=f+1

where: v = total expenses for week,

f = fixed expenses (meals, insurance etc), and

t = travelling expenses (petrol, car maintenance, incidentals etc)

6. Time series analysis

It is the evaluation and extraction of the components of a model that “break down' a
particular series into understandable and explainable portions and enables:

a) trends to be identitied,

b) extraneous factors to be eliminated and

¢) forecasts to be made.

The understanding, description and use of these processes is known as time series
analysis.

7. Standard time series models

Depending on the nature, complexity and extent of the analysis required, there are
various types of model that can be used to describe time series data. However, for
the purposes of this book, two main models will be referred to. They are known as
the simple additive and multiplicative models.

The components that go to make up each value of a time series are described in the
tollowing definitions.

— m——

The time series additive model
y=f+s+r
where: i is a given time series value

b is the trend component

i

is the seasonal compoenent

-

is the residual component.

The time series multiplicative model
ye=lx5xR
where: y is a given time series value
¢t is the trend component
5 is the seasonal component
R is the residual component.
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Put another way, given a set of time series data, every single given (y) value can be
expressed as the sum or product of three components. It is the evaluation and inter-
pretation of these components that is the main aim of the overall analysis.

Note that although the trend component will be constant no matter which of the
two models are used, the values of the seasonal and residual components will
depend on which model is being used. In other words, given a set of data to which
both models are being applied, both trend values would be identical whereas the
respective seasonal and residual components would be quite different.

8. Description of time series components

a)

b)

c)

Trend. The underlying, long-term tendency of the data. Various techniques for

extracting a trend from a given time series are discussed in chapter 16.

Seasonal variation. These are short-term cyclic fluctuations in the data about the

trend which take their name from the standard business quarters of the vear

MNote however that the word “season’ in this context can have many different

meanings. For example:

i, daily ‘seasons’ over a weekly cycle for sales in a supermarket,

ii. monthly ‘seasons’ over a yearly cycle for purchases of a company,

iii. quarterly "seasons’ over a yearly cycle for sales of electricity in the domestic
sector.

Techniques for obtaining and analysing seasonal variation are discussed in

chapter 17.

Residual variation. These include other factors not explained by a) and b) above.

This variation normally consists of two components:

i. Random factors. These are disturbances due to ‘everyday’ unpredictable
influences, such as weather conditions, illness, transport breakdowns, and
s0 on, The evaluation of this component is not usually required in examin-
ations, but its interpretation should be known and is discussed briefly in
chapter 17.

il. Long-term cyclic factor. This can be thought of (if it exists) as due to under-
lying economic causes outside the scope of the immediate environment.
Examples are standard trade cycles or minor recessions. This particular
type of variation is not discussed further in this book since it requires tech-
niques that are beyond the scope of the relevant syllabuses.

9. Example 2 (General comments on a given time series)

Gluestion

Comment on the following data, which relates to visitors (in hundreds) to a hotel
over a period of three years. Do not use any quantitative techniques or analyses.

Qtrl OQtr2 Qr3  Qird
Year 1 57 B5 o7 73
Year 2 64 96 107 89
Year 3 76 102 115 95
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Answer

The data displays a distinct 4-quarterly cycle over the three year period, with the
underlying trend shnwing a steady increase overall, as well as in each particular
quarter.

It shows a significant seasonal effect with (not unexpectedly) the cycle peak in the
summer quarter and a tmugh in the winter quarter. Increases are significantly less
in the second and third quarters from year 2 to year 3, which may be due to an
upper capacity limit in accommodation for those periods or some other random
tactor.

There is not enough data to identify any possible long-term cyclic factors.

10. Graphing a time series

a) The standard graph for a time series is a line diagram, known technically as
a historigram. It is obtained by plotting the time series values (on the vertical
axis) against time {on the horizontal axis) as single points which are joined by
straight line segments.

b} Historigrams can be shown on their own but it is quite common to see both a
historigram and the graph of associated derived data, such as a trend, plotted
together on the same chart.

11. Example 3 (Drawing a historigram|

The data shown in section 3 ) are displayed in Figure 1.
Figure T Historigram of numbers of journeys per year

Number of registered journeys
for a home removals firm
t

160 7

140
MNumber of

= \ /f \ ,
. /\\/’ \ \/

1 1 = 1 N T ' L 1 r_' I 1 1
1234|12 34|12 34,12 34
Year 1 Year 2 Year 3 Year 4

The data display a highly seasonal yearly cycle. The general upward trend appears
not to be so marked in the second half of the data.
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12,

13.

=l
B

il

Summary

al A time series is a set of data that is described over a uniform set of time points.

b} Cwcles are general patterns that repeat and occur in most types of time series.

¢} Time series models are used to gain an understanding of the factors that affect
time series.

d) The time series additive model describes the way that the trend, seasonal and
residual components independently make up each time series value.

e) A historigram is the standard way of displaying a time series diagrammati-
cally.

Points to note
a) There are many types of model used to analyse time series, depending mainly
on the extent of the analysis required. The additive and multiplicative models
are the simplest of these and assume that the component factors are independ-
ent of each other.
b) Historigrams are always constructed with the time variable along the hori-
zontal (x} axis and the series values along the vertical (i) axis.

Student self review questions

What is a time series? [2]

What are the aims of time series analysis? [6]

Describe the simple additive time series model and name its components. [7]
Describe what a ‘season’ is in the context of a time series and give some examples.
[8(b]]

For an additive ime series model, what does the term “residual variation” mean?
Describe briefly its two main constituents. [8{c))

What is a historigram? [10]

Student exercises

What might contribute towards random variation for data pertaining to daily sales
in a supermarket over a period of four weeks. Try to list at least six factors.

Graph the following data and comment on significant features.
Sales of a company (£00)

Otrl Or2 O3 Otred
1982 19 31 62 9

1983 20 32 65 17
1954 24 36 7B 14
1985 24 39 83 20
1986 25 42 H5 24
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16 Time series trend

1. Introduction

This chapter describes the significance of trend values and the three most
common methods of extracting a trend from a given time series. Each method is
demonstrated using a common time series and the results compared graphically.
Significant features of the three techniques are listed, including their advantages
and disadvantages.

2. The significance of trend values

It will be recalled from the previous chapter that the object of finding the time series
trend is to enable the underlying tendency of the data to be highlighted. Thus, a
business sales trend will normally show whether sales are moving up or down (or
remaining static) in the long term.

The trend can also be thought of as the core component of the additive time series
model about which the two other components, seasonal (s) and residual (r} vari-
ation, fluctuate. This component is found by identifying separate trend (i) values,
each corresponding to a time point. In other words, at each time point of the series,
a value of | can be obtained which forms one of the components that go to make
up the observed value of y as described in section 7 of the previous chapter. The
following section summarises three different ways of obtaining trend values for a
given time series.

3. Techniques for extracting the trend

There are three technigues that can be used to extract a trend from a set of time

series values,

a) Semi-averages. This is the simplest technique, involving the calculation of two (x,
) averages which, when plotted on a chart as two separate points and joined
up, form a straight line. A similar method was introduced in chapter 13, to find
a regression line.

b) Least squares regression. This method, also introduced in chapter 13, similarly
results in a straight line.

¢}  Moving averages. This is the most commonly used method for identifving a trend
and involves the calculation of a set of averages. The trend, when obtained and
charted, consists of straight line segments.

4, The method of semi-averages
The method of semi-averages for obtaining a trend for a time series is now demon-
strated with a simple example.
Suppose the following sales {£00, to nearest £10) were recorded for a firm and it is
required to obtain a semi-average trend.
Week 1 Week 2
Mon Tue Wed Thu Fri Mon Tue Wed Thu Fn
Sales (y) 2500 320 340 520 410 260 380 410 670 420

Mote that the data is time-ordered, which is normal and natural for a time series.
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The procedure for obtaining a trend using the method of semi-averages is:
STEP 1 Split the daka into a lower and an wpper group.

For the data given:

the lower group is 250, 320, 340, 520 and 410;

the upper group is 260, 380, 410, 670 and 420.
STEP 2  Find the mean value of each group.

The mean of the lower group (L) is = 368,

The mean of the upper group (U} is % = 428,

STEFP3  Plot, on a graph, each mean agamst an appropriate time potnt.
‘An appropriate ime point’ can always be taken as the median time point
of the respective group. Thus L would be plotted against Wednesday of
week 1 and U against Wednesday of week 2.

STEP 4 The line joining the two plotted points is the required brend.
Note that it is important that the two groups in gquestion have an
equal number of data values. If the given data, however, contains an
odd number of data values, the middle value can be ignored (for the
purposes of obtaining the trend line),

Onge a trend line has been obtained, the trend values corresponding to each time

point can be read off from the graph.

A fully worked example follows.

5. Working data [used for this chapter)

The following set of data will be referred to throughout the chapter in order to
demonstrate the calculations involved in using each of the three methods for
obtaining a time series trend.
LUK outward passenger movements by seq
Year 1 Year 2 Year 3
Cuarter 1 2 3 4 1 2 3 4 1 2 3 14

Number of 22 50 79 32 29 52 82 38 32 58 9.1 4.1

passengers (millions)

6. Example 1 [Calculating a time series trend using semi-overages)

Gluestion

Using the working data, given in section 5:
a) Use the method of semi-averages to obtain and plot a trend line.

b} Draw up a table showing the original data (y} values against the trend (1) values
{obtained from the graph).
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14 Time series trend

Answer

a) The data has been split up into lower and upper groups, each one being totalled
and then averaged.

Year1l Q1 2.2 Year 2 Q3 8.2
Q2 5.0 Q4 3.8

Q3 7.9 Year 3 Q1 3.2

4 3.2 Q2 5.8

Year 2 Q1 29 (23 9.1
Q2 2.2 Q4 4.1

Total 26.4 Total 342
Mean (L) 4.4 Mean (U) 5.7

In this situation, both L and U must be plotted against a hypothetical point between
the middle two time points in their respective sets. That is, L is plotted at a time
point between Year 1 Q3 and Year 1 Q4 and L is plotted corresponding to a point
between Year 3 Q1 and Year 3 Q2.

In Figure 1, the two means have been plotted and joined by a straight line to form
the trend line.

Figure 1 Trend line formed using semi-averages

UK outward paﬁs.-u.‘nﬁvr
§ -| movement by sea (millions)
f - u ___—
-F._o—"
Tk
L \
i J,,Jf Mean of upper group
Mean of lower group
2 - T T T T T T T T T F
1 2 3 4 1 2 3 4 1 2 3 4
Year | Year 2 Year 3

b} The trend values have been read from the graph and are tabulated below,
together with the original data values.
Year 1 Year 2 Year 3
Cuarter 1 2 3 4 1 2 3 4 1 2 3 4
Data (v) 22 50 79 32 29 52 82 38 32 58 91 41
Trend (1) 39 41 43 45 47 49 52 54 56 58 60 62
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7. The method of least squares regression

The technique of least squares regression was explained and demonstrated for
bivariate data in chapter 13, In order to use this method to obtain a trend line for a
lime series, it is necessary to consider the time series data as bivariate. The proce-
dure is given as follows.

STEP1  Take the physical time points as values (coded as 1, 2, 3, etc if necessary)
of the independent variable x.

STEP2  Take the data values themselves as values of the dependent variable y.

STEP3  Calculate the least squares regression line of y on x, y=a+hx,

STEP4  Translate the regression line as t=a+bx, where any given value of time
point x will vield a corresponding value of the trend, ¢,

An example of the use of this technique follows.

8. Example 2 (Determining a time series trend using least squares)

Question

For the working data of section 5, calculate, using least squares regression, a trend
component for each time point given,

Answer

Put y = number of passengers and x = time point, coded from 1 to 10, ie.
1=Yearl(Qtrl) and 10=Year3{(Qtr2)

¥ Y XY x2 trend ()
1 2.2 2.2 ] 4.11
2 5.0 10.0 4 4.28
3 7.9 23.7 9 4.45
4 32 12.8 16 4.62
3 29 14.5 25 4.79
o 52 31.2 36 4.96
7 8.2 57.4 49 5.13
8 3.8 30.4 64 5.0
9 32 258 #1 5.47
10 5.8 58.0 100 5.64
11 9.1 100.1 121 5.81
12 4.1 49.2 144 5.98
78 60.6 418.3 650

[

From the table: ¥x = 78; Yy = 60.6; Txy = 418.3; Yx* = 650; n = 12.
Putting the regression line as y=a+bx, a and b are now calculated.
nExy-Fx¥y  12x 4183 -78 % 60.6

nExl —(Yx)  12x650 - 78

292.8

1716
i.e. b =017 {2D)

Thus: b =
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Yy >Yx 6l6 7H

; = == - = =017 y—

and i » 7 " T 12
i.e. i =394 (2D)

Thus, the regression line for the trend is # = 3.94 + 0.17x (2D).

{ Rermenber that once the regression line 15 determined, it will be used for calculating
trend values. So the normal *y has been replaced by *t".)

The time point values (x=1,2,3 etc) can now be substituted into the above regression
line to give the trend values required.

When x=1 (Yearl Qtrl), £ = 394 + 0.17{(1)  iLe. =4.11(2D)

When x=2 (Year2 Qtr2), { = 394 + 0.17(2) e 1=4.28 (21D) ... etc.

These and other values of f are tabulated in the previous table.

9. The method of moving averages

10.

This method of oblaining a time series trend involves calculating a set of averages,
cach one corresponding to a trend (#) value for a time point of the series. These are
known as mowing averages, since each average is calculated by moving from one
overlapping set of values to the next. The number of values in each set is always the
same and is known as the period of the moving average.
To demonstrate the technique, a set of moving averages of period 5 has been calcu-
lated below for a set of values.

Original values: 12 10 11 11 9% 11 10 10 11 10

Moving totals: 23 51 52 51 51 Al

Moving averages: 10.6 10.4 104 10.2 10.2 10.4
The first total, 53, is formed from adding the first 5 items;
1. 53=12+10+ 11 + 11 + 9.
Similarly, the second total, 52 = 10 + 11 + 11 + 9 + 11, and so on. The averages are
then obtained by dividing each total by 5.
Notice that the totals and averages are written down in line with the middle value of
the set being worked on. These averages are the trend (1) values required.
It should also be noticed that there are no trend values corresponding to the first
and last two original values. This is always the case with moving averages and is a
disadvantage of this particular method of obtaining a trend.

Summary of the moving average technique

Moving average
Moving averages (of period n) for the values of a time series are arithmetic
means of successive and overlapping values, taken n at a time.

e e —— L = e .

The (moving) average values calculated form the required trend components ({) for
the given series.
The following points should be noted when considering a moving average trend.
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a) The period of the moving average must coincide with the length of the natural
cycle of the series. Some examples [ollow.

i.  Moving averages for the trend of numbers unemploved for the quarters of
the year must have a period of 4.

ii. Total monthly sales of a business for a number of years would be described
by a moving average trend of period 12.

iii. A moving average trend of period 6 would be appropriate to describe the
daily takings for a supermarket (open six davs per week) over a number of
months.

b} Each moving average trend value calculated must correspond with an appro-
priate time point. This can always be determined as the median of the time
points for the values being averaged. For moving averages with an odd-
numbered period, 3, 5, 7, etc, the relevant time point is that corresponding to
the 2nd, 3rd, 4th, etc value. See the example in the previous section, where the
moving averages had a period of 5 and thus each average obtained was set
against the 3rd value of the respective set being averaged.

However, when the mMoving averages have an even-numbered period (2, 4, 6, 8,

etc), there is no obvious and natural time point corresponding to each calculated

average. The following section describes the technique known as ‘centering’, which
is used in these circumstances.

Moving average centering

When calculating moving averages with an even period (i.e. 4, 6 or 8), the resulting
moving average would seem to have to be placed in between two corresponding
time points. As an example, the following data has a 4-period moving average
calculated and shows its placing,

Time point 1 2 3 4 5 6 7 b 9 10
Data value 9 14 17 12 10 14 19 15 10 16
Totals (of 4) 52 53 53 55 58 58 60
Averages (of 4) 13.000 13.25 13.25 13.75 14.50 14.50 15.00

The placing of these averages as described above would not be satisfactory when
the averages are being used to represent a trend, since the trend values need to
coincide with particular time points. A method known as centering is used in this
tvpe of situation, where the calculated ave rages are themselves averaged in succes-
sive overlapping pairs. This ensures that each calculated (trend) value ‘lines up’
with a time point.

This technique is now shown for the previous data.

Time point 2 3 4 > b 7 B 9
Averages (of 4) 13.00 1325 1325 1375 1450 1450 1500
Averages (of 2) 13125 13250 13500 14.125 14500 14.750

A worked example follows which uses this technigue.
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12.

Example 3 |colculating trend valves using moving average cenfering)

Qluestion

Calculate trend values for the working data of section 5, using moving averages
with an appropriate purimi. Pliot a gmph of the nrlginal data with the trend super-
imposed.

Answer

The c],rcln of the data is c']-:arly 4-qua rtcrly and we thus need a (centered) 4 -qua rh:-rl:-,r

moving average trend, using the !L‘n:hniquc described in section 11 above. Table 1
demonstrates the standard columnar ]a}rnut of the calculations.

Table 1 Standard layout of calculations

13.

Qtr Original  Moving totals Moving Centered moving
data (y) of 4 average average (1)
Year 1 1 2.2
2 5.0
18,2 4.57
3 ':-"_L_i e 41&":‘
19.0 4.750 478
4 3.2 :
f 19.2 4.800 184
Year2 | 29 19.5 4875 105
2 52 o
20,1 5.025 506
. 8.2 20.4 5.100
4 3.8 .18
21.0 5.250 526
Year3 1 32 21.9 5.475 s
2 5.8 - =1
22.2 5.55()
3 4.1
4 4.1

MNotice that the two starting and ending time points do not have a trend value.
As mentioned previously, this type of omission will always occur with a moving
average trend.

Figure 2 overleaf shows a graph of the original data with the trend values superim-
posed.

Comparison of techniques for trend

For the working data given in section 4, all three methods of obtaining a trend have
now been demonstrated. The method of semi-averages (Example 1), least squares
(Example 2} and moving averages (Example 3). Figure 3 overleaf shows the graphs
for comparison.

The three sets of trend values are quite distinct and this underlines the fact that
there is no unique set of trend values for a time series. Each method will yvield a
different trend, as has been evidenced.
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Figure 2 Owriginal data with trend values superimposed
10 5 UK outward passenger
movements by sea
| i
8- n h:l I,l'llll I',
II.'I / | / ||
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I'. Movements
. / ; b
/ L/ N

2 3 4 1 2
Year 1

I I |
3 04 1 2 3 4 Quarter
Year 2 Year 3
Significant features of each method are now summarised

a}  Semi-rverages. Although simple to apply, the fact that only two plotted points
are used in its construction leads to the general feeling that it is unrepresenta-
tive. It also assumes that a strictly linear trend is appropriate to the data.

b) Least squares. Although mathematically representative of the data, it assumes

that a linear trend is appropriate. It is generally thought unsuitable for highly
‘seasonal’ data,

¢} Moving averages. The most widely used technique for obtaining a trend. If the
period of the averages is chosen appropriately, it will show the true nature of
the trend, whether linear or non-linear. One disadvantage is the fact that no
trend values are obtained for the beginning and end time points of a series
Figure 3 Comparison of fechnigues
b
Passenger
moverments

Trend type

Moving average
4 Least squares
& Semi-averages

« Time
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14,

15.

16.

bt

Summary

a} Three common techniques for identifying trend components are:
L semi-averages
ii. least squares regression
i, moving averages.

b} For time series that have a significant seasonal effect, the moving average tech-
nique is generally preferred.

¢} When moving averages are used for identifving trend components, the period
of the average must coincide with the cycle of the data being analysed. This is
done in order to remove possible cyclical fluctuations.

d} Even-period moving averages must be centred in order that their values coin-
cide with actual time points.

Point to note

There is no unique set of trend values for a given time series. The particular method
chosen needs to take into account the nature of the data and the use to which trend
values will be put.

Student self review questions

What are the three most common techniques for obtaining a time series trend? | 3]
Describe the stages involved in obtaining a time series trend using the method of
semi-averages, [4]

What are moving averages and what is the "period’ of a moving average? [9]

What is moving average centering and why is it emploved? [11]

What is the main advantage and disadvantage of (a) semi-averages and (b} moving
averages, as methods of obtaining a time series trend? [13]

Student exercises

Calculate a set of trend values (to 1D) using the method of semi-averages, for the
tollowing data:

16,12, 15, 14, 18,12, 14, 13, 18, 13,
MULTIFCHOICE, Sales of a particular product are recorded weekly for a period
of 48 weeks. The 4-point (centred) moving averages are plotted on a graph. How
many points are plotted?
a) 44 B} 45 ) 46 d) 48
Caleulate a set of moving averages of period: (a) 3 (b) 5 for the following time series
data:

8 11,10,21, 4,9, 12,10, 23,5, 10, 13, 11, 26, 6.
Which set of moving averages is the correct one to use for obtaining a trend for the
series?
Draw a ]1i5tnrigra m for the data described in question 3 above, superimposing the
correct trend values,
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5.

The number of houses (in thousands) built each year between 1953 and 1969 (inclu-
sive) are given as:
Year 1 2 3 4 = b 7 8 9
Number of houses 39 348 317 308 308 329 332 354 378
Year 0 11 12 13 14 15 16 17
Number of houses 34 358 383 391 296 415 426 378
Assuming a seven-year cycle, eliminate the cyclical movement by producing a
moving average trend and plot this, together with the original data on the same
chart.
The following figures relate to Rate receipts (in £m) for a Local Authority.
Year 1 Yeard Year 3
Qtr 1 28 30 30
Qtr 2 4.2 42 47
Qtr 3 30 35 36
Qtr 4 46 50 53
Plot a historigram for the data, together with a least squares regression trend
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17 Seasonal variation and forecasting

1. Introduction

This first part of the chapter describes the nature of seasonal variation in a time
series and how it can be calculated. Forecasting, or the ability to estimate future
values of a given time series using seasonal variation, is dealt with in the latter half
of the chapter.

2. The nature of seasonal variation

Segsonal (or short-term cyclic) variakion is present in many time series. Winter
sportswear will sell well in autumn and winter and badly in spring and summer;
supermarket sales are higher at the end of the week than at the beginning; un-
employment figures are always seasonally inflated at Easter and in the early
summer owing to school leavers.

When values are obtained to describe seasonal variation, they are sometimes known
as seasonal values or factors and are expressed as deviations (ie. "+ or "~} from
the underlying trend. They show, on average, by how much a particular season
will tend to increase or decrease the underlyving trend. Thus we would expect the
seasonal variation for winter sportswear to be positive in autumn and winter and
negative in spring and summer.

Seasonal variation

Seasonal varigtion components give an average effect on the trend which
is solely attributable to the ‘season’ itself. They are expressed in terms of
deviations from {additive model) or percentages of (multiplicative model)
the trend.

The use of seasonal variation figures are of great importance to organisations oper-
ating in environments where a seasonal factor is significant. For example, a regional
Electricity Board needs to know the average increase in demand expected in the
winter months in order to be able to meet this demand.The following two sections
describe and demonstrate the lechniquc for calculating seasonal variation.

3. Technique for calculating seasonal variation

a)  Additroe model

Ciiven the original time series (y) values, together with the trend () values, the

procedure for calculating the seasonal variation is given as follows.

STEP1  Calculate, for each time point, the value of vy {the difference between
the original value and the trend).

STEP2  For each season in turn, find the average {arithmetic mean) of the y-t
values.

STEP3  If the total of the averages differs from zero, adjust one or more of them
so that their total is zero.

The values so obtained are the appropriate seasonal variation values; i.e.the ‘s’

figures in the additive model y = £+ 5 + r.
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b} Multiplicative modef

Given the original time series {y) values, together with the trend (¢) values, the

procedure for calculating the seasonal variation is given as follows.

STEP1  Calculate, for each time point, the value of {(y-t)/t (the difference
between the original value and the trend expressed as a proportion of
the trend).

STEF2  For each season in turn, find the arithmetic mean of the above propor-
tional changes,

| Note that this should strictly involve calculating the geometric mean of
1 + proportional change values, In practise however this is felt to be too
complex!]

STEF3  If the total of the averages differs from zero, adjust one or more of them
so that their total is zero,

The values so obtained are the appropriate seasonal variation values; i.e.the 'S’

figures in the multiplicative model y=1x 5 x K.

4. Example 1A [Calculating seasonal variation figures using the additive

model)

The sales of a company (win £000} are given below, tng-.‘!hcr with a previously
calculated trend (f). The subsequent calculations to find the seasonal variation are
shown, laid out in a standardised way.

STEP 1

STER2
y Lo ow=t e
: : Devigtions (u=i)
Year 1 Qtr 1 2 23 -3 ! )
3 Al a4 26 Year 1 =3 =14 2 -4
4 30 -8 Year 2 10 =25 45 11
Year 2 Otr 1 35 45 |10
2 2»n A 23 Totals -13 -39 71 =M
30100 55 | 45| | Averages 65 -195 355 100 05
4 50 61 | -1

STEP 3

Since the averages sum to =015 {and not zero), it is necessarv to adjust one or more
of them accordingly. In this case, since the difference is so small, only one will be
adjusted. [n order to make the smallest percentage error, the largest value (35.5) is
changed to 36.0. This adjustment is shown in the following table:

Qr Q2 Q1
Initial s values 65 =195 355 -100
Adjustment 0 0 +0.5 0
Adjusted s values -5 =195 36.0 =100 {(Sum =10)

The interpretation of the figures is that the average seasonal effect for quarter 1, tor
instance, is to deflate the trend by 6.5 (£000) and that for quarter 3 is to inflate the
trend by 36 (L000),
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5. Example 1B (Calculating seasonal variation figures using the multiplicative
model)

The sales of a company (y.in £000) are given below, together with a previously
calculated trend (). The subsequent calculations to find the seasonal variation are
shown, laid out in a standardised way.

Step 1
= Step 2

[ v ~t
J.l'r_r S='I+L_

y ¢ i { | L [ E]
Year 1Qtr1 20 23 II_U,H 087 ? Deviations | 1+ .
2 15 29 |-048 0.52 ] 3 Sum
3 60 M | 076 176 || Q @ @ o
4 30 39 -023 0.77 ' Year 1 0.87 052 176 0.77

Year2(ur1 35 45 <022 0.78 | Year2 078 050 182 082

3 25 50 |-050 050

4 50 61 |-DI8 0.82

STEP 3

Since the averages sum to 3.91 (and not 4), it is necessary to add 0.09 to one or more
of them accordingly. In this case, as in Example 1A, since the difference is so small,
only one will be adjusted. In order to make the smallest percentage error, the largest
value (1.79) is changed to 1.88. This adjustment is shown in the following table:

) Q2 Q3 O
Initial 5 values 0.82 051 1.79  0.79
Adjustment 0 0 +01.9 0

Adjusted 5 values  0.82  0.51 1.8 079 (Sum = 4.00)

The interpretation of the figures is that the average seasonal effect for quarter 1, for
instance, is to deflate the trend by 18% (since (.82 is (.18 less than 1) and that for
quarter 3 is to inflate the trend by 88%.

6. Seasonally adjusted time series

One particular and important use of seasonal values is to seasonally adjust the
original data. The effect of seasonal adjustment is to smooth away seasonal fluctua-
tions, leaving a clear view of what might be expected ‘had seasons not existed’.
The technique is similar for both models but is shown separately for clarity.
Additive model:

The adjustment is performed by subtracting the appropriate seasonal figure from
each of the original time series values and represented algebraically by y-s.

As an example, the data of Examples 1A and 1B are seasonally adjusted below.
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y g I
Year1 Otr 1 0 65 20-(-6.5)=265
2 15 ~19.5 15-(-19.5)=34.5
3 o) 360 bl-36.(=24.0)
4 30 =10.0 30—(-10.0)=40.0 Seasonally
Year 2 Otrl 35 -6.5 35-(-H.5)=415 adjusted values
2 25 -1%.5 25-(-19.5)=44.5
3 1060 36.0 100-36.0=64.0
4 50 =100 S0-{—10.0)=60.0

Mudtiplicative model:

The adjustment is performed by dividing each of the original time series values by
5 and is represented algebraically by v/ 5.

As an example, the data of Example 1 are again seasonally adjusted below.

¥ 1 %

Year 1 Qtr 20 (.52 20/0.82=24.3

2 15 0.51 15/0.51=29.5

3 il 1.88 pi/1.88=319

4 30 0.79 30/0.79=-37 8 Seasonally
Year 2 (nr 35 .82 35/0.82=42.6 adjusted values

2 25 0.51 25/0.51=49.2

3 100 1.88 100/ 1.88=53.2

4 50 0.79 50/0.79=63.0

To surmmarise;

= z = = e— v = oalm P E— o —— =

Seasonal adjustment

Seasonally adjusted time series data are obtained by subtraction (additive
model} or division (multiplicative model) as follows:

Additive model: seasonally adjusted value = y -5

Multiplicative model: seasonally adjusted value = y/ 5.

The importance of seasonal adjustments is reflected in the fact that the majority of
economic time series data published by the Central Statistical Office is presented
both in terms of ‘actual” and ‘seasonally adjusted’ figures.

7. Example 2 (Seosonal adjustment of a time series)

Question

The following data gives UK outward passenger movements (in millions) by sea,
together with a 4-quarterly moving average trend (calculated previously in chapter
16, Example 3). Find the values of the seasonal variation for each of the four quar-
ters (using an additive model) and hence obtain seasonally adjusted outward
passenger movements. Plot the results on a graph.

232



17 Seasonal variation and forecasting

Year 1

Quarter 1 2

Mumber of

passengers (y) 22 50 79

Trend (#)

Answer

Year 2
3 4 2 3
32 29 &2
4606 478 4.84

4 1

Year 3
2

B2 38 32 58 91
495 306 518 536 551

3 4

4.1

The deviations are calculated and displayed in column 5, and the calculations for
the seasonal variation are shown in the lower table and the results, together with
the seasonally adjusted data, have been added in the last 2 columns.

Centered
Original moving Seasonal  Seasonally
data  average Deviations wvariation adjusted data
() L (p=t) (s} (y-s)
Year1Qtr1 22 ~2.03 1423
2 50 0.28 472 !
379 4.66 3.24 3.21° L 469
4 32 4,78 ~1.58 1,46 L 466 |
Year2Qtr1 29 484 -1.94 2030 o~ 493
2 52 4.95 0.25 (.28 @ L 4,92 !
3 82 5.06 3.14 321! 4,99
4 38 5.18 ~1.38 -1.46] | 5,26 !
Year 3Qtr1 32 536 216 2,03 1523 ]
2 58 5.51 0.29 - 0.28: | 5521
T - 3211 | 5.89 |
4 41 146 | 5.56 ;
@. SR
H"'h-h
Q| Q2 Q3 Q4 Sum
Year 1 | 324 -1.58
Year2 -1.94 025 3.14 -1.38

Year3i-216 029 2
Totals —4.10 054 638 -2.96 O

Averages -2.05 027 319 -148 007

Adjustments +0.02 +001 +0.02 +0.02 «0.07

Adjusted averages -203 028 321 -146 0.00

The required graph is plotted in Figure 1.
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Figure 1

Seasonally adjusted values plotted with trend
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8. Notes on Example 2

1.

I

It is usual to show the calculation of the seasonal values in rectangular form as
demonstrated above.

Motice in the lower half of the '|;'.I'I‘l."'l.'il.1u:'i table that the sum of the averages was
—0.07 and thus they need to be adjusted by +0L07. However, rather than adding
all of this to just one of the averages, it was divided up into the four parts +0.02,
«0.02, +0.02 and +0.01, each being added to a separate average. This is generally
regarded as a fairer way to adjust.

Even though the moving average trend values are missing at the beginning and
end time points, the seasonal values calculated can still be used at these points
and thus seasonal adjustment can be performed for all original data items.

9. Forecasting

a)

b)

A particular use of time series analysis is in forecasiing, sometimes called
projecting the ime series. Clearly, business life would be much easier if monthly
sales for the next year were known or the number of transport breakdowns next
month could be determined. However, no-one can predict the future; the best
that can be done is to estimate the most likely future values, given the analysis
of previous years’ sales or last month’s breakdowns,

Forecasting can be performed at different levels, depending on the use to
which it will be put. Simple guessing, based on previous figures, is occasionally
adequate. However, where there is a large investment at stake (in plant, stock
and manpower for example), structured forecasting is essential.
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¢} Any lorecasts made, however technical or structured, should be treated with
caution, since the analysis is based on past data and there could be unknown
factors present in the future. However, it is often reasonable to assume that
patterns that have been identified in the analysis of past data will be broadly
continued, at least into the short-term future.

10. Technique for forecasting

Forecasting a value for a future time point involves the following steps.

STEP1  Estimate a trend value for the time point. There are a number of ways of
estimating future trend values and some of these are described in section
12

STEP2  Identify the seasonal variation value appropriate to the time point.
Seasonal variation values are calculated in the manner already described
in section 3.

STEFP3  Add (or multiply, depending on the model) these two values together,
gix’i[lg the ]‘l._"L'lI.IiTL"'Li forecast.

Time series forecasting can be attempted using the simple additive or
multiplicative model in the following adapted form:

Additipe ¥y =t . +5

= ] Fad

Multiplicative:  y, =1, x5

where: vy, = estimated data value
f. = projected trend value
sand 5 = appropriate seasonal variation value.

Notice that there is no provision for residual variation in the above forecasting
models.

11. Example 3 (Time series forecasting)

Forecast the values for the four quarters of year 4, given the following information
which has been calculated from a time series. Assume that the trend in year 4 will
follow the same pattern as in years 1 to 3 and an additive model is appropriate.
Year 1 Year 2 Year 3
Quarter 1 2 3 4 1 2 3 4 1 2 3 4
Trend (¢} 42 44 46 48 B0 52 54 56 SR A0 A2 64

= seasonal factor for quarter 1 = =15; 5, = <8; 5, = +6; sy = +17

1
STEP1  Estimate trend values for the relevant time points. Note that, in this case,
the trend values increase by exactly 2 per quarter,
Trend tor year 4, quarter 1 =, | = 66.
Similarly, ¢, , =681 y=70and {, , =71
STEP2  Identify the appropriate seasonal factors. The seasonal factors for vear 4
are taken as the given seasonal factors. That is, seasonal factor for year 4,

quarter 1 = 5, = -15 etc.
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17 Seasonal varigtion and h:rr&cusring

13.

STEP3  Add the trend estimates to the seasonal factors, giving the required fore-
casts.

Forecast for year 4, quarter 1 = by +5; = Hh=15 = 51:
Forecast for year 4, quarter 2 =1, + 5, = 68-8 = 6(}
Forecast for year 4, quarter 3 = fyq+3;m 70+6 = 76
Forecast for year 4, quarter 4 = tegt8y= 72+17 = B9,

Projecting the trend

Projecting the trend for the data of Example 3 was straightforward since the given
trend values increased uniformly, thereby displaying a distinct linear pattern. In
general, trend values will not conform conveniently in this way.

There are a number of techniquc—ﬁ available for projecting the trend, depending on

the method used in obtaining the trend values themselves, The most common are

now listed.

a) Linear trend. Whether the method of feast squares or semi-averages has been
used, the projection involves simply extending the trend line already calcu-
lated.

b) Mowving average trend. There is no one universal method. Three common means
of projecting are listed below.

i. ‘By eye’ {or inspection) from the graph., This involves adding a projec-
tion freehand in a manner that seems most appropriate. This might seem
fairly arbitrary, but remember that any form of projection (no matter how
technical) is still only an estimate. This particular method can be employed
when the calculated trend values are distinctly ‘non-linear’.

ii. Using the method of semi-averages on the calculated trend values to obtain
a linear projection of the trend. This method can be employed with ‘fluctu-
ating linear” trend values.

iii. Using the first and last of the calculated trend values to obtain a linear
projection of the trend. This method can be employed with fairly ‘steady
linear’ trend values.

Example 4 (Time series forecasting)

(Juestion

Forecast the four quarterly values for year 4 for the following data, which relates
to UK outward passenger movements by sea (in millions). The trend (calculated
previously in c‘haptﬂr 16, example 3} and the seasonal variation components {using
the multiplicative model) are given below.

Year 1 Year 2 Year 3
Quarter 1 2 3 4 1 2 3 4 1 2 3 4
N E
Pamﬂifﬁj 22 50 79 32 29 52 82 38 32 58 91 41

Trend (1) 4.66 4.78 4.84 495 5.06 5.18 5.36 5.51
Seasonal variation (5); Qtrl = 0.60; tr2 = 1.05; Qtr3 = 1.65; Qtrd = 0,70
Plot the original values, trend and forecasts on a single chart.
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17 Seasanal variation and forecasting

Answer
STEP 1
Estimate trend values for the relevant time points. Since there is a fairly steady
increase in the trend values, demonstrating an approximate linear relationship,
method iii {from section 12 (b)) is appropriate for projecting the trend.
Range of trend values = 5.51 - 4.66 = .85
Therefore, average change per time period = 0.85+7 = 0.12 (approx).

[Mote that since there are 8 trend values, there are correspondingly only 7 ‘jumps’
from the first to the last. Hence the divisor of 7 in the above calculation. ]

The last trend value given is 5.51 for Year 3 Quarter 2 and this must be used as the

base value to which is added the appropriate number of multiples of (.12,
Thus, the trend estimates are:

HYear4 Qtrl) = 5.51 + 3(0.12} = 5.87;
HYeard Qtrd) =551 + 5(0.12) = 6.11;
STEP 2
Identify the appropriate seasonal factors.

These values are given in the question as: 5,=0.60; 5,=1.05; 5,=1.65; 5,=0.70.
STEP 3

HYeard Qtr2) = 5.51 + 4{0L12) = 5.99;
H{Yeard Qtrd) = 5.51 + 6((L12) = 6.23,

Multiply the trend estimates by the respective 5 values, giving the required fore-
casts,

yl Yeard Qtrl) = 5.87 = 060 = 3.52; vl Yeard OQtr2) = 5.99 x 1.05 = 6.29;

yiYeard Qtrd) = 6.11 x 1.65 = 10.08; y(Yeard Qird) = 6.23 x 0.70 = 4.36.
These values are plotted in Figure 2, along with the original data and trend.

Figure 2 Forecast (projected) values plotted with trend and original values

UK oubtward passenger movements by sea
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17 Seasonal variation and forecasting

14. Forecasting and residual variation

15.

16.

Residual variation was described in chapter 18 as that variation which takes
into account everything else other than trend and seasonal factors. In the main it
consists of small random fluctuations which, although not controllable, have little
effect. If the residual variation is relatively large however, it will make forecasts less
dependable, since they effectively ignore residual elements.

Thus, being able to identify a residual element in a time series will normally be a
pointer to how reliable any projection will be.

Summary

a) Seasonal factors are of importance to management as a control factor wherever
seasonal effects are significant.

b) Seasonal factors:

i. are individually expressed as deviations from (additive model) or percent-
ages of (multiplicative model) the trend;

ii. should collectively sum to either 0 (additive model) or 4 (multiplicative
maodel).

c} Seasonally adjusted values are calculated by
i. subtracting seasonal factors from trend values (additive model); or
ii. dividing trend value by seasonal factor (multiplicative model).

d) Seasonally adjusted values are used to eliminate the effect of seasonal varia-
tion.

e} Time series forecasting involves
i. adding the appropriate seasonal factors to calculated trend projections

(additive model);
ii. multiplying the calculated trend projections by the appropriate seasonal
factor {multiplicative model).

f)  Projecting a moving average trend can be accomplished using:

i. inspection {sometimes called projection ‘by eve’);
il semi-averages; or
iii. average change per time period, using the range of the trend values.

g} The relative magnitude of the residual variation is a good guide to the reliability
of any forecasts made. The larger the residual variation is, the less confidence
should be placed in forecasts.

Points to note

a)

b)

c)

When calculating seasonal averages, the standard form of tabular presentation
{as demonstrated in Examples 1 and 2) should always be used, This enables an
easy reference for arithmetic checking,

Never over-complicate the calculations involved in adjusting seasonal variation
averages by taking the adjustments to more decimal places than necessary. A
fair and reasonable allocation is all that is required.

seasonally adjusted values are sometimes referred to as deseasonalised doka,
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17 Seasonal variation and forecasting

d) It is normal to project or forecast one further cycle of a given time series
provided that the data consists of at least three cycles, The reliability of further
projections will depend on knowledge of the situation and the experience and
ability of the investigator.

&) A range of error can be calculated for projected values. The further forward
the projection, the greater the caleulated range of error will be. The technique
however is beyond the scope of this text.

f) Residual variation (r or K values) can be calculated as long as trend and seasonal
values have already been identified.

This can be accomplished by a simple rearrangement of

the time series additive model: y=t+s+r toread:ir=y-1-5; y

the time series multiplicative model: y=#xSx R toread: R= x5,

In other words, residual variation at any time point is what is left when trend
and seasonal values are eliminated from the original data value,

17. Student self review questions

1.
2.

wn

=

8.

What is seasonal variation? [2]

Given a time series with trend figures already calculated, describe in words only (as
concisely as possible) the method for calculating seasonal variation values using
the additive model. [3]

How is time series data seasonally adjusted? |6]

How might the management of an organisation use seasonal variation figures and
seasonally adjusted data? {2,6]

Why must forecasts be treated with caution? [9]

How are the two time series analysis models adapted in order to produce torecasts?
[10]

When projecting a moving average trend, what basis would make the choice of one
of the following appropriate?

a) Projecting ‘by eye’

b} Using the method of semi-averages.

¢} Using the average change in trend per period from the range. [12({b}]

How does residual variation atfect a time series projection? [14]

18. Student exercises

1.

The following data describes the sales of components tor a particular firm:
OQuarters
1 2 3 4
Year 1 130
Year2 140 160 90 140
Year3 160 170 120 170
Yeard 180 200 130

Seasonally adjust these sales, using;
a) an additive model b) a multiplicative model
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17 Seasonal variation and torecasting

2. Using the data of STUDENT EXERCISE 2, CHAPTER 16, together with the calcu-
lated moving average trend of period 5, calculate (to 1D):
a) seasonal variation (for five ‘seasons’, counting the first time point as season 1
etc), and hence
b) seasonally adjust the original data and
¢} forecast the values for the next full cycle of the data.
Assume an additive model.
3.  The following figures (measured to the nearest 10} relate to the number of holidays

booked at an Austrian resort hotel together with the centred four-quarterly moving
average trend.

Bookings Moving average trend
Q1 Q2 3 Q4 Q1T 2 @3 Q4
1983 220 260 260 350 1983 2700 26540

1984 200 240 240 330 1984 2600 2550 2550 2625
1985 220 280 310 3% 1985 276.25 2925 303.75
1986 250
Calculate, using a multiplicative model:
a) the seasonal variation for each quarter
bl the deaseasonalised figures for 1985 Q3 and Q4 and 1986 ()1
¢) forecasts for the remaining three quarters of 1986 (take the three trend projec-
tions as 304, 308 and 312 res]:recth-'ely]l.
4.  The data below relates to Rate receipts (in £m) for a Local Authority with a corres-
ponding trend value in brackets,
1982 1983 1984
Quarter 1 28 (3.3) 30 (3.7 3.00(4.2)
Quarter 2 42 (3.4) 42 (3.9) 4743
Quarter 3 30 (35) 35 4.0 36044
Quarter 4 46 (3.6) 50 (4.1) 53(4.5)
Assuming an additive model:
a) calculate the seasonal variation
b) estimate the receipts for 1985.
The following THREE questions (5, 6 and 7) are all based on the following data, where a
multiplicative model should be assumed. (Note that the seasonal variation is given in two
different but equivalent ways)

Quarterly sales (units) of Brand X, 2003

8] Q2 23
Sales (units) 1,60 4,406 1,680
Seasonal variation (% change) =205, + 1004 =305
Seasonal variation {proportion) 0.8 2.0 0.7

5 MULTI-CHOICE, The trend value for Q1 sales (units) is:
al 1,280 bl 1,920  ¢) 2.000 d) none of these
6. MULTI-CHOICE. The seasonal variation for Q4 in 2003 is
a) -50°% or 0.5 bl 0% or ) +30% or 1.5  d) none of these
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17 Seasonal variation and ferecasting

MULTI-CHOICE. The forecast for the fourth quarter’s sales (units), 4, in 2003,
assuming the trend pattern continues, is closest to:
a) 1,300 b) 2,300 ) 3,800 d} 5200
The following data describes personal savings as a percentage of earned income for
a particular region of the country.
1980 1951 1982
Quarter 1 101 126 119

Quarter 2 86 76 KT
(uarter 3 80 76 K3
Cuarter 4 58 62 7.2

Use both additive and multiplicative models to seasonally adjust the above
percentages and forecast the percentage savings for quarter 1 of 1983, Comment on
the results.
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Examination example (with worked solution)

Gluestion
Analyse the following supermarket sales data and present the results in graphical
form, including a forecast for the daily sales in week 5.
Supermarket sales (E000) for a particular period
Week 1 Week2 Week3 Weekd

Monday 22 22 24 26
Tuesday 36 34 38 38
Wednesday 40 42 43 45
Thursday 48 49 45 50
Friday 61 58 f2 A4
Saturday 58 5% 58 58

Answer

The Main Table below shows the calculations laid out in standard form with
supplementary Tables 1 and 2. Table 3 shows the calculations involved in the
projection for week 5.

Main table

Centerad Seasomnal Geasonal

Gales Totals average factor  adjustment
{w) ofp Average {h {y-£) {s) (1y-5)

Week 1 Mon 22 =21.36 43,36
Tue 36 -B.52 44,82
Wed 40 . -2.24 4224
Thu 4% i:: ﬁ%; 4417 183 3.87 44.13
Fri il 263 4183 4400 17.00 15,37 45.63
Sat 58 S o41qe 4400 1400 1808 4482
Week 2 Mon 22 e 4433 44.25 2225 213 T 433
Toe 34 263 4383 44.08 -10.08 “.E,"ﬂz 42.82
Wed 42 264 4‘4an] 4392 S1.492 -_._-f 4424
Thu 49 Yo 4433 4417 4.8% E.H; 4513
Fri 55 570 4500 44.67 13.33 15.37 42.63
Sat 59 771 4}1 17 45.00 13.91 'I?.-..lH B 4582
Week 3 Mon 24 b 1517 45.17 _-21.1? 2136 _E‘!ﬁ‘
Tue 38 05 4583 45.50 -7.50 -5.82 46.82
Wed B Sny 4sey B3 27 -2 45.24
Thu 449 - 4;._'".' 4584 316 }E‘E? 4513
Fri 62 T 4600 46,00 16000 15.37 T*I.llh.{ﬁ
Sal _ 58 hmg 4eay 617 1.83 1318 J.J._..E
Week 4 Mon 26 279 4650 4642 2042 2136 17

Tue I8 281 -if:-Hi". 4Ef..ﬁ.'? -RA7 -H-EE 46,82
Wed 45 81 16,83 44,83 -1.83 -2.24 47.24
Thu 50 o 387 46,13
Fri P 15.37 45.63
Sat 58 13.18 44 £2
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Table 1
Calculations for seasonal variation
Mon Tue Wed Thu Eri N Cat
Week | 3.83 17.00 14.00
Woek 2 2225 10008 =1.92 483 13.33 13.91
Week 3 2117 =750 275 1.16 16.00 11.83
Week 4 -20.42 “H.6Y -1.53
Total -63.54 -26.25 -f1.5() 11.82 4633 39.74
Average -21.28 -8.75 -2.17 3.94 15.44 13.25
Adjustment -0.08 -0.07 (.07 0.07 -0.07 .07
-'ﬂl.dju"-l-t‘l."'li M _ ] ] =
average 21.36 8.52 2.24 3.87 15.37 13.18
Table 2
Seasonally adjusted sales
Mon Tue Wed Thu Fri Sat
Wieolk 1 43.36 44 82 42.24 4413 4563 44 82
Week 2 4336 4282 44.24 45.13 42.63 45 82
Weel 3 4536 4682 45.24 45.13 4A.63 44.82
Week 4 4736 4682 47.24 46,13 45.63 44,82
Figure 1
09 Sales
1 (E000)

i

() - }T ﬂ; F\T III.' \

S ;"f R l *J
1 PP PUPRN P g )
40 1 4_‘]| ? | ’f I| %

I " II | b | ® Sales

e |.'I IIIl' / |_ -+ Trend

2[} L L L

— T —
MTWTF MTWTF MTWTFMTWTF
Week 1 Week 2 Wieek 3 Week 4
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Figure 2
Seasonally adjusted sales
50 - Sales
| (E000)
48
|
!
|
46 /\r.i \
“l/ \ \i
42
Ppr—TTr T T T T T T T T T
MTWTF MTWTF MTWTFMTWTF
Week 1 Week 2 Week 3 Week 4
Tabie 3

Projection for week 5

F st 3 Pogs + 5
Monday 47 46 -21.36 26.58
Tuesday 47.61 -8.82 34H.79
Wednesday 47.77 -2.24 45.53
Thursday 4793 3.87 51.80
Friday 48.08 15.37 h3.45
Saturday 48 24 1318 6l.42

GCeneral comments on ii'JJ'JTJ'IlI:n'J::-i.

The sales trend in week 1 and early week 2 shows a period of some fluctuation but
with little real change in sales. However, beginning from the middle of week 2, the
trend shows a definite steady increase (from 43.92 to 46.83), representing 6.57% or
approximately 0.5% per working day.

Disregarding seasonal variation over the four week period, Monday to Friday sales
show overall increases whereas Saturday, except for a sudden jump in week 2,
remains relatively static. Monday, Wednesday and Thursday sales have increased
fairly uniformly over the whole period, while the Tuesday and Friday increases
were adversely affected in week 2 by Saturday’s sales high.
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Examination questions

bd

The quarterly electricity account for vour company is tabulated as follows:

Electricity account (£)

Quarter
Year 1 2 3 4
1982 6h2 712 TH)

1983 A6 718 B21  Bde
1954 743 782 B27 Hih
1955 805 B42  B76

Required:

aj

b}

c}

d)

Assuming the additive model, establish the centered trend values for the data
using a method of moving averages.

i. Plot the original data and the trend values together on a properly labelled
graph.

ii. Draw the trend line on the graph.

If the seasonal variations are -56 for quarter 1, -39 for quarter 2, 45 for quarter 3
and 51 for quarter 4, deseasonalise the original data.

By extending the trend line, establish forecasts for the electricity account values

for quarter 4, 1985 and quarter 1, 1986,
ACCA

The following information has been supplied by the Sales department. (Sales are in
urits. )

Cuarter
1 2 3 1
Year
1973 1125 127 102
1974 104 128 130 107
1975 1o 131 133 107
14976 109 132

You are required to:

a)l
b}
)

d)

calculate a four quarterly moving average of the above series;

calculate the sales corrected for seasonal movements;

plot the actual sales and the sales corrected for seasonal movements on a single
graph; and

comment on your findings.
CiMaA

The daily output of your company over a four week period is shown in the table
bedow.

Number of units of output
Mnnda}r TI.II'_'SI.:'J}' Wu:-dm'-.t.d.]}f '['hurﬁda}' Frida}'

Week 1 187 203 208 207 217
Week 2 207 208 210 206 212
Week 3 202 210 212 205 214
Week 4 208 215 217 217 213

245



Examinotion quastiﬂns

Required:

a) Using the additive time series model, establish the five-period moving average
trend of output.

b) Display on a graph the actual data together with the trend figures.

¢} Establish the daily deviations from the trend and use these to determine the
average daily variations.

d) Forecast the daily output for the first two days of Week 5 to the nearest unit of
production.

e} Comment upon the accu racy of the forecast that you have made.
ACCHA

4, a) Briefly explain the components which make up a typical time series.
b} Unemployed school leavers in the United Kingdom (figures in thousands) is
tabulated below.
January  April July October

Year

1979 22 12 110 3
1984} 21 26 150 70
1981 50 36 146 110

Source: Employment Gazette
i. By means of a moving average, find the trend and the seasonal adjust-
ments.

ii. Give the data for January and April 1951 seasonally adjusted.
ICs4
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Part 5 Index numbers

Index numbers provide a standardised way of comparing the values, over time,
of commaodities such as prices, volume of output and wages. They are used exten-
sively, in various forms, in Business, Commerce and Government.

Chapter 18 describes index relatives, the simplest form of index number, and some
of the ways that they can be presented and manipulated.

Chapter 19 covers composite index numbers, which describe the change over time
of groups or classes of commodities that have something in common. The two
forms of composite index covered are the weighted average of relatives and the
weighted aggregate,

Chapter 20 is devoted to a description of some of the most significant officially
published indices. These include the Index of Retail Prices, Producer Price Indices,
Index of Average Earnings and Index of Output of the Production Industries.
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18 Index relatives

1. Introduction

This chapter introduces index numbers and describes the most simple form; the
index relative. Relatives are defined, calculated as time series and com pared {using
a base-changing technique). Finally, time series deflation is described, which is a
method of calculating an index of the real values of a time series.

2. Definition of an index number

| e R ——

An index number measures the percentage change in the value of some
economic commodity ever a period of Hme,

It is always expressed in terms of a base of 100

‘Economic commaodity’ is a term of convenience, used to describe anything measur-
able which has some economic relevance, For example: price, quantity, wage,
productivity, expenditure, and so on.
Examples of typical index number values are:

125 (an increase of 25%), 90 (a decrease of 100:), 300 (an increase of 2009).

3. Simple index number construction

a) Suppose that the price of standard boxes of ball-point pens was 60p in January

and rose to 63p in April. We can calculate as follows:
. 63 -60 100
percentage increase = — ===~ =35
In other words, the price of ball-point pens rose by 5% from January to April.
To put this into index number form, the 5% increase is added to the base of 100,
giving 105. This is then described as follows:
the price index of ball-point pens in April was 105 (January=1(0).
MNote that any increase must always be related to some time period, otherwise it
is meaningless, Index numbers are no exception, hence the (January=100) in the
above statement, which:
i gives the starting point (January) over which the increase in price is being
measured:;

ii. emphasises the base value (100) of the index number.

b) 1f the productivity of a firm {(measured in units of production per man per day)
decreased by 3% over the period from 1983 to 1985, this percentage would be
subtracted from 100 to give an index number of 97. Thus we would say:

‘the productivity index for the company in 1985 was 97 (1983=100)".

4. Some notation

a} It is convenient, particularly when giving formulae for certain types of index
numbers, to be able to refer to an economic commodity at some general time
point.
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18 Index relatives

Prices and quantities (since they are commonly quoted indices) have their own

b)

special letters, p and g respectively. In order to bring in the idea of time, the
following standard convention is used.

Index number notation
py = price at base time point
p,, = price at sopie other time point
gy = quantity at hase time point

i, = quantity at some other ime point.

In the example in 3(a) above, time point 0 was January and time point n was
April, with p0=60 and pn=63.
It is also convenient on occasions to label index numbers themselves in a
compact way. There is no standard form for this but, for example (from section
3 b)), the following is sometimes used:
1, usl 1983=100) = 97

or

I

-
1985/ 1aR3" o7

which is translated as:
‘the index for 1985, based on 1983 {as 1N, 15 97,

5. Index relatives

An index relative (sometimes just called a relotive) is the name given to an index
number which measures the change in a single distinct commodity. A price relative
was calculated in section 3 a} and a productivity relative was found in section 3 b).
However, there is a more direct way of calculating relatives than that demonstrated
in section 3.

The tollowing shows the method of calculating a price and quantity relative.

.l Price and quantity relatives

Price relative: [~ % » 100
i

= I q00

Chuantity relative: fu d

Expenditure and productivity relatives can be calculated in a similar fashion.

6. Example 1 [Calculation of price and gquantity relatives)

The following table gives details of prices and quantities sold of two particular
items in a department store over two years.
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18 Index relatives

Item

Video recorder PX21
27-inch television XA&

1985
MNumber MNumber
sold Price sold
iy Pu T
A7 £462 18
26 £3584 45

We wish to find price and quantity relatives for 1985 (1984=100) for both items.

Year (0 = 1984 and vear n = 1985,
For the oideo:

e s iy " 462
Price relative = [(V] J-:IS‘!-I. = b s 1K) = ﬁ w 100
= 1055
. p ' Iy 18
Quantity relative = I{VQ)y; oy = T x100 = = = 100
o Jn &Y
= 48.6
For the television:
. . . P a4
Price relative = HTP)g oy = E # 100 = o x 100
=119.3

45

Quantity relative = KTQlys 5y = - x 100 = 2 x 100

ifo
=173.1

The above calculations and pt‘r;*m.*ntatinn demonstrates t_-:.*pjr.al index number nota-
tion. Notice the use of the bracketed VP, VQ, etc used for clarity.

Thus it can be seen that an index number is a compact way of describing percentage
changes over time.

7. Time series of relatives

It is often necessary to see how the values of an index relative change over time.
Given the values of some commaodity over time (i.e. a time series), there are two
distinct ways in which relatives can be calculated.

a)

b)

Fixed base relatives. Here, each relative is calculated based on the same fixed time
point. This approach can only be used when the basic nature of the commodity
is unchanged over the whole period. That is, fixved base relatives are used for
comparing “like with like”. For example, the price of Canadian cheddar cheese
in a supermarket over six monthly periods or weekly family expenditure on
entertainment.

Chain base relatives. In this case, each relative is calculated with respect to the
immediately preceding time point. This approach can be used with any set of
commodity values, but must be used when the basic nature of the commodity
changes over the whole time period. For example, a company might wish to
construct a monthly index of total petrol costs for the standard model of car
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18 Index relatives

that its salesmen use. However, the model is likely to change yearly with, for
instance, different tyres or ‘lean-burn’ engines being fitted as standard. Both of
these features would affect petrol consumption and thus, also, the petrol cost
index. Therefore, in this case, a chain base relative should be used.
Example 2 demonstrates the use of the two techniques for the values of a commaodity
over time.

8. Example 2 (Fixed and chain base set of relatives for a given time series)

The data in Table 1 relate to the production of beer (thousands of hectolitres) in the
United Kingdom for the first six months of a year.

Table 2 shows the calculation of both fixed and chain base relatives, together with
some descriptive caleulations.

Table 1
Year Jan Feb  Mar  Apr  May  Jun

Production 4,563 4,245 4841 4644 5290 5,166

Table 2
Fixed base relative 943 B7.7 100 959 f’] [}‘4'.3 106.7

(Mar = 100)
Chain base relative l.‘:ﬂl_'.l:l (_gﬁ 959 1139\ 97.7
1 N W
4563 4245 4841 | 5290
xl[}U « 100 %100
=l 4563 0245 1541 100

In Table 2, the tixed base relatives have been calculated by dividing each month's
production by the March production (4841) and multiplying by 100. They enable
each month's production to be compared with the March production. Thus, for
example, May’s production (relative=109.3) was 9.3% up on March.

The chain base relatives in Table 2 have been calculated by dividing each month's
production by the previous month's production and multiplying by 100. They
enable changes from month to month to be highlighted. Thus, for example,
February's production (chain relative=93.0) was 7% down on January, March's
production {chain relative=114.0) was 14% up on February, and so on.

9. Changing the base of fixed-base relatives

Given a time series of relatives, it is sometimes necessary to change the base. One of
the reasons for doing this might be that the original base time point is too far in the
past to be relevant today and a more recent one is needed. For example, the following
set has a base of 1965, which would probably now be considered out-of-date,
198/ 1988 1959 1990 1991 1992 1993
Index (1965=100) 324 351 377 384 391 404 428
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18 Index relatives

The procedure for changing the base of a time series of relatives is essentially the same
as that for calculating a set of relatives for a given time series of values. However, the
procedure is given below and demonstrated, using the above set of relatives:
STEP1  Choose the required new base time point and thus identify the corres-
ponding relative,
We will choose 1987 as the base year, with a corresponding relative of 324.
STEP2  Diwnde each relative in the set by the value of the relative identified above
and multiply the result by 100.
Thus, each index relative given needs to be divided by 324 and multiplied by 100.

Table 3 shows the new index numbers,

Tahie 3
1987 1988 1989 1900 19971 1992 1993
OLD Index (1965 =100) 324 1351 377 384 391 428
MEW Index (1987=100) ? 108 ? 119 121 %5)
324 | 404
— % 1{H]} lﬂﬂ — w11
324 124 Toq 100

10. Comparing sets of fixed base reluﬁw.-s

Sometimes it is necessary to compare two given sets of time series relatives. For
example, the annual index for the number of televisions sold might be compared
with the annual index for television licenses taken out, or the monthly consumer
prices index compared with the monthly index for wages. In cases such as these, it
is usually found that the bases on which the two sets of indices are calculated are
different. For example, the consumer index might have a base of 1974, while the
wage index has a base of 1983, This can make comparisons difficult because the two
sets of index relatives will be of different magnitudes. As an illustration, consider
the data of Table 4.

Year 1986 1987 1988 1989 1990 1991 1992

Mo, of TV sets sold (1988=100) 61 B8 100 135 165 192 210

Mo, of TV licences taken out (1970=100) 210 230 250 300 360 410 500
Comparing the indices given above is not easy. Many percentage increases will
have to be calculated before any worthwhile comparisons can be made. This type
of problem can be overcome by changing the base of one set of indices to match the
base of the other. The following example shows the calculations necessary.

11. Example 3 (Time series comparison by changing the base of one of the sets)

Gluestion

Compare the figures given in Table 4 by changing the base of one of the sets and
comment on the results,

252



18 Index relatives

Answer

The base of the television licence relatives will be changed to coincide with the base
of the televisions sold relatives. The following table shows the new figures.

Tahle 4

12.

Year 1986 1987 1988 1989 1990 1991 1992

MNumber of televisi
cets sold (198821000 61 88 100 135 165 192 210

MNumber of television hicences - _
tnken out (1970=100) 210 230 250 300 360 410 500

MNumber of television hcences N =,
taken out (1958=100) b4 @ 100 120 Qj) 164 200

230

360
Enxmu! ﬁxlﬂﬁ

The two sets of relatives are now much easier to compare. Before 1988 and up to
1991, sales of television sets increased at a much faster rate. However, over the last
year, the number of television licenses taken out increased dramatically, f-;huwing
the same percentage increase {over 1988) as the sales of television sets (possibly due
to detector van publicity).

Actual and real values of a commeodity

In times of significant inflation, the actual value of some commaodity is not the best
guide of its “real” value (or worth).

The worth of any commodity can only be measured relative to the value of some
associated commodity. In other words, some relevant ‘indicator’ is necessary
against which to judge value.

For example, suppose that the annual rent of some business premises last year was
£2000 and this year it has been increased by 107 to £2200, Clearly the actual cost is
higher. However, if we are now given the information {as an indicator) that the cost
of business premises in the region as a whole has risen by 15% over the past year,
we can rightly argue that the real cost of the given premises has decreased.

Oin the other hand, if business turnover for the premises (as an altermative indi-
cator) has only increased by 5%, we might consider that the real cost of the premises
has increased. Thus, depending on the particular indicator chosen, the real value of
a commaodity can change.

Two standard national indicators are the rate of inflation (normally represented by
the Retail Prices Index) and the Index of Output of the Production Industries. (Both
of these indices are described in chapter 20.)

The following section describes a method of constructing a series of relatives to measure
the real value of some commaodity over time. This is known as time series deflation,
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13. Time series deflation

Time series deflation is a technique used to obtain a set of index relatives that measure
the changes in the real value of some commodity with respect to some given indi-
cator.
Table 5
Month 1 2 3 4 5 6 7 8

Average daily wage (£) 17.60 1810 1890 1960 20,25 20,30 20,60 21.40

Retail price index 106.1 107.9 112.0 1131 1160 1174 1195 1197
The procedure for calculating each index relative is given below, using the data of
Table 5 to demonstrate calculating the real wage index for month 7 (month 1 = 100)
as an example.

STEP 1 Choose a base for the index of real values of the series.
In this case, month 1 has been chosen.
Then, for each time point of the series:

STEP2  Find the ratio of the current value to the base value.
o 2060
For month 7, this gives: 760 1.17
This step expresses the increase in the actual value as a multiple.
STEP3  Multiply by the ratio of the base indicator to the current indicator (notice
that these two values are in reverse order compared with the two in the
previous step).

mﬁ’-é _ 1.039, “deflating’ the

For month 7. this gives: 1.17 =
above wage multiple.

STEP4  Multiply by 100.
For month 7, this gives: 1.03% x 100 = 103.9,

This step n*hungv-:a the multip!u of the previous step into an index.

The above steps can be summed up both in symbols and words as follows.

Real Value Index (RVI)
Given a ime series (x-values) and some indicator index senies ([-values) tor
comparison, the real talue index for period n is given by:

RV _current value . base indicator < 100
base value current indicator
X !
- i1 s =L 5 100
Xy "

The following example duplicates the data of Table 5 and shows the real wage
index relatives, the calculations (using the above steps) being demonstrated for
selected values.

14. Example 4 (Index relatives of real values)

Table 6 following shows the values of the real wape index relative for the data of Table 5.

254



18 Index relatives

Table 6

15.

Month 1 2 3 4 5 f 7 8

Average daily wage (€} 17.60 18.10 1890 19.60 20.25 20.30 20.60 21.40

Retail Price Index  106.1 107.9 112.0 113.1 1Nad 117.4 1195 119.7
LA -~
Real ‘l-"l-’ﬂgE Index [0 101101017 )104.50105

2)1042 1039 (107.8

1140 106.1
il

1890  106.1 .
17.60 1197 |

1760 112.0°

117.60  116.0

20025  106.1
0 ; b s Iﬂﬂ

The real wage index shows that the real value of the average weekly wage has
increased by 7.8% over the nine-month period. In real terms, wages increased
steadily with larger than usual increases in months 4 and 8 and small decreases in
months & and 7.

Summary

a)

b

d)

e)

f)

)

An index number measures the percentage change in the value of some
economic commodity over a period of time. It is always expressed in terms of a
base of 100
Some notation used in the calculation of index numbers is:

', = price at base time point; p = price at some other time point;

ij, = quantity at base time point; q,= quantity at some other ime point.
An index relative is the name given to an index number which measures the
change in a single distinct commodity.
A price relative can be calculated as the ratio of the current price to the base
price multiplied by one hundred. Quantity, expenditure and productivity rela-
tives are calculated in a similar manner.
Fixed base relatives are found by calculating relatives for each value of a time
series based on the same fixed time point. Chain base relatives are found by
calculating relatives for each value of a time series based on the immediately
preceding time point.
In order to compare two time series of relatives, each series should have the
same base time point.
To change the base of a given time series of relatives:
i. select the set which is to have its base changed,
ii. divide each relative in this set by the value of the relative which matches

100 in the other set and multiply the result by 100

The real value of some commodity can only be measured in terms of some “indi-
cator’. Standard indicators are the Retail Price Index or the Index of Output of
the Production Industries.
Time series deflation is a technique used to obtain a set of index relatives that
measure the changes in the real value of some commaodity with respect lo some
given indicator.
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The procedure is:

i. Choose a base for the index of real values of the series.

ii. Find the ratio of the current value to the base value.

iti. Multiply by the ratio of the base indicator to the current indicator.
iv. Multiply by 100.

16. Fﬂin“ to note

a)

b)

cl

When two time series of relatives are being compared, both of which do not include
a base period (i.e. there is no relative of 100 present in either series), it is necessary
to change the base of both series to one of the time points shown. For example:
Year 1980 1881 1982 1983 1984 19851986

Productivity relative (1976=100) 127 124 134 134 146 141 146

Wage relative (1970=100) 184 195 211 220 245 253 286
In this case, both series would need a base v:hangt:- to the same vear (between
1980 and 1986}
Chain linking is the name sometimes given to the process of converting from a
chain base to a fixed base set of index numbers. The following table and calcula-
tions demonstrate the technique.

Time period 0 1 2 3 4 3 B

Chainbase - 104 102 111 106 106 102

Fixed base C\ -
(Period 0 = 100) 100 104 lﬂh_.}).llh_; 12-‘1.{:5 1323 1349

i 102
104 % —
100

106
1177 % —
106

The fixed base index must show the same percentage increase as the chain base
index each year. Thus, since from period 1 to 2 there was a 2% increase (signi-
fied by the chain base relative of 102), the fixed base index for period 1 (104)
must be increased by 2%, as shown above. Similarly for the other time points.
Sometimes ‘points’ increases are quoted for index numbers as opposed to
percentage increases. A points increase in an index number is the numeric differ-
ence in its value as measured from one time point to another. For example, if an
index number has risen from 245 to 257, then:
i. the points increase = 257 — 245 = 12, but
257 - 245
245

ii. the percentage increase s TN = 4,94,

Note: The distinction between a ‘points’ difference and a "percentage’ difference is
an important one which is otten misunderstood and misused.
d) Often the base time point of a series is chosen as the first time point, but this

does not have to be the case. Any time point of the series can be chosen as a
standard (i.e. base) for comparison purposes.
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17. Student self review questions

o R

£

What is an index number? |2]

Explain what 14, ;1 4eq means. [4]

What is a price relative? |5]

What is the difference between ‘fixed base” and "chain base’ relatives? [7]

Under what conditions would chain base, rather than fixed base, relatives be more
suitable for describing a commodity over time? [7]

Give two reasons for changing the base of a time series of relatives. [9,10]

What is meant by the ‘real value® of a commodity and what place does an “indi-
cator’ variable have in its measurement? [12]

Name two standard indicator index number series. {12]

What is time series deflation? [13]

Student exercises

MULTI-CHOICE. An index number increases each vear by 5% of its value in the
previous year. If its value in 2002 was 140, its value in 2005 is closest to:
a) 160 b) 161  «¢) 162  d) 163
The average price of Brand X video cassettes this year was £3.33, which represented
a decrease of 10% over last year's average price. The number bought (at these
prices) last vear was 2500, but increased by 750 this year. Calculate price, quantity
and expenditure relatives for these cassettes for this yvear (based on last year).
The following data relate to the production of cars from a particular assembly line
over a number of months,
Mar Apr May Jun Jul Aug 5Sep Oct
Production 142 126 128 104 108 146 158 137
Calculate sets of productivity relatives (to 1D) with:  (a) Mar=100 (b} May=100
(c) Aug=100.
Butter stocks (thousand tonnes) in the United Kingdom in a particular year
Mar Apr  May Jun Jul Aug  Sep  Oct Nov
2169 2251 2346 2372 2352 2300 2244 2261 2202
Caleulate (to 1D) a set of:
a) fixed base relatives (Mar=100); b} chain base relatives.
Comment on the results.
Cuantity of main crop potatoes harvested for a region (000 tonnes).
19X1 19X2 19X3 19X4 19X5 19X6 19X7 19X8 19X9
Index (19X3=100) 97 102 100 112 128 121 145 149 152
a} Convert the above information to show a set of chain base relatives (to 112).

b} Given that the amount of potatoes harvested in 19X4 was 587,000 tonnes, calcu-
late the amount of potatoes harvested (to the nearest 1000 tonnes) each year
from 19X6 to 19X%,
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6. The yearly index for the production of an important product for a firm is contrasted
with a national production index for the same type of product.
19X0 19X1 19X2 T9X3 19X4 19X5 19X6 19X7

Production index for firm (19X2=100) 101 96 100 107 98 98 103 107
National production index (19X0=100} 384 382 427 445 416 410 427 444
Compare the firm's production record with national production by changing the
base of the national index.
Compare the following series, using the same fixed base, and comment on the
results,

=1

Average earnings index numbers
Feb Mar Apr May Jun Jul Aug Sep Oct Nov
Whole economy 164.6 168.1 169.4 169.4 171.9 173.7 1734 176.1 173.9 176.8
Coal and Coke 782 1225 1379 1395 148.0 149.5 150.7 1529 153.6 159.3
8. The figures below compare the fuel costs of a small garage with a national price
index.
Time povint 1 2 3 4 5 3 7
Cost of fuel (£000) 341 348 336 336 334 331 334
Producer (fuel) price index 1698 1739 163.8 151.1 1489 1474 1474
Produce an index (time point 1 = 100), to 1D, of the real cost of fuel to the garage by
deflating the given fuel costs by the Producer (Fuel) Price Index.
9. The data below show the gross income of a particular category of family compared
with the Retail Price Index over a seven year period.
19X5 19X6 19X7 19X8  19X9 19%0 19Y¥1
Family income (£000) 6,989 8,105 5416 10,037 11,475 13,443 16,140
Retail price index 134.8 157.1 182.0 197.1 2235 2637 2950
Calculate:
a) an index of real gross income (19X5=100),
bl a chain base index of real gross income, using the Retail Price Index as an indi-
cator.
The next two questions (10 and 11) are based on the following data
2000 2001 2002 2003

Weekly money wages index (2000=100) 100 105 110 115
Index of inflation {1992=100) 180 190 200 210

10, MULTI-CHOICE. Consider the following two statements. (i) Inflation has increased
by more than money wages (ii) Money wages have increased by 5% each year, year
on year. Which one of the following is true?

a) (iJonly  b) liijonly ¢} Both(i}and (ii) d) Neither (i) nor (ii)

1. MULTICHOICE. "Real wages” are money wages that have been adjusted for infla-
tion (or deflated). Over the period 2000 to 2003, real wages have approximately:
a} remained unchanged b) decreased by 1.43%
¢} decreased by 1.67% d) increased by 1.45%
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Composite index numbers

1. Intreduction

‘This chapter defines a composite index number and the idea of weighting factors,
Two types of composite index numbers are described, average of relatives and
aggregates, and some factors in the construction of index numbers are discussed.

2. Composite index numbers

A composite index mumber is an index number which is obtained by combining the
information from a set of economic commodities {in this context, conveniently
called components) of like kind. Some examples are now given.

a)

b)

c)

An index number of housing costs might consider components such as mort-
gage payments or rent, rates, repairs, insurance, and so on.

The official Retail Prices Index (generally regarded as a national consumer
price index) considers components such as food, alcoholic drink, fuel and ]ight,
transport and vehicles, and so on,

The official Index of the Qutput of the Production Industries considers compo-
nents as industrial groups such as metal, coal and coke, food, drink and tobacco,
printing and publishing, and so on.

3. Weighting of components

A compuosite index number normally cannot be calculated unless each component
is weighted. A weighting factor can be thought of as an indicator of the importance
of the component with respect to the type of index being calculated.

al

b}

The need for weighis.

I.  Consider an electrical retail outlet that sells only two types of four-way
“ang’ sockets, standard (£11.50) and super (£15.00). An attempt to repre-
sent the price of gang sockets by, say, the average of these two prices would
be unreasonable, since the outlet might only sell one super socket per week
as opposed to perhaps three or four standard sockets per day. However,
if each of the sockets was weighted by sales volume, a weighted mean of
the two prices could be reasonably used to represent the price of the gang
sockets,

. Consider a particular problem in calculating a price to represent dairy
products bought by a family. If milk is 38p per pint, butter %p per pound
and eggs 120p per dozen, again, an average of these three prices would be
meaningless. However, if each price was weighted by, sav, expenditure, this
would indicate the relative importance of each of the prices to the family
budget as a whole.

Some examples of weighting factors wsed in practice.

i. A price index would normally have its components weighted either by
quantity or expenditure.

ii. A quantity {or volume) index usually has its components weighted either
by price or expenditure.

lii. A productivity (output per man} index could have each component (a distinct
product) weighted by the number of men involved in its manutacture.
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4. Types of composite index number

Given a set of economic commodities, their values (for two separate time points)
and a set of weights, there are two alternative methods available for obtaining a
compaosite index number.

a) Weighted average of relalives. This method involves calculating index relatives
for each of the given components, then using the given weights to obtain a
weighted average of the relatives.

b} Weighted aggreguies. This method involves multiplying each component value
by its corresponding weight and adding these products to form an aggregate.
This is done for both time points. Finally, the two aggregates obtained are used
to calculate the index.

A useful way of differentiating between the two is: the weighted average of rela-

tives method calculates indices first and applies weights last; the weighted aggre-

gate method applies weights first and calculates an index last.

The following sections deal with each of these two types.

5. Example data for calculating indices

The data of Table 1 give details of the mix, prices and standard quantities used in
making up a large bag of mortar.

Table 1 Mix components for a large bag of mortar

Price {(£)
l['.nrnp{milntﬁ Yoear ] Year 2 Sh‘de':lrd
Ol X quantity
T TP, w
A 1.50 3.00 8
i 3.40 4.25 3
f_‘ Lib 40 5.54 1

This data will be used to demonstrate the calculations involved in finding the
values of the two standard composite index numbers.

6. Weighted average of relatives

The steps involved in calculating a weighted average of relatives index number are
given below and are demonstrated using the data of Table 1.

STEFP 1 Calculate an index relative for each component.
3.00

Here: 1, = ::— <100 = 222 100 = 200.
1]
.

Similarly, I, = ‘:;z x 100 = 125

and: I = % % 100 = 85
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STEP2  Calculate a weighted average of relatives, using:

e

Weighted average of relatives

g oxwl
ART 5o
where, for each component: @ = weighting factor

I = index relative.

+ + .
Here: average = 8(200)+3(125)+1(85) _ 2060 _ ;o 7. which is the required

12 12

overall index number.
The standard layout for calculations is shown in Table 2, using the data from Table 1.
Tahie 2

Price (£}
Cumll_mr'_mnif-; Year 1 Year 2 Standard  Price
of mix quantity relative

I, " 1 [ T}

A 1.50 3.00 B 200 1600

B 3.40 4.25 3 125 75

C 10.40 H.84 | 85 a

Totals ... 12 2060

Weighted average of relatives = [AR = lEE:I = EEE[] = 171.7, agreeing (of course)
I -]

with the previous calculation,

7. Weighted aggregates
The steps involved in caleulating a weighted aggregate index number are given
below and are demonstrated using the data of Table 1.
STEF1  Calculate the products of weight and base values and add these to form
a (base) aggregate total.
For the data given: Base year aggregate = B(1.50) + 3(3.40) + 1{10.40)
32.60

STEP2  Calculate the products of weight and current values and add these to
lorm a (current) aggregate total.
For the data given: Current year aggregate = 8(3.00) + 3(4.25) + 1({8.84)
= 45,59
STEP3  Calculate an index for the current aggregate, compared with the base
aggregate, which is the required weighted aggregate index.
For the data given:
4559
3260
=139.8

- x 1)

weighted aggregate index
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This procedure can be symbolized by the following formula:

Weighted aggregate index

i = 2222 %100

¥ wiy

where, for each component:

el
I.III

D

"

= value of commodity at current time point
= value of commodity at base time point

= weighting factor.

The standard layout is shown in Table 3, using the data from Table 1.

— — e mmr m s o= L mr o= -

Table 3 Standard layout for calculations

Price (£)
Com ponents Year 1 Year 2 Standard Year 1 Year 2

of mix quantity pnu‘]uctr—; pnﬂiu cts
e P w o Tawpy wp,

A 1.5() 3.00 H 12.00 24.00

B 340 4.25 3 10,20 12.75

L 10.40 854 1 10.40 8.54

Totals... 32,60 45.59

Notice here that the values (v} are in fact prices {p).

Thus, weighted aggregate price index =1, -

B L,

X Wy
45.59

_ 100
3260

139.8 (1)

* T0H)

agreeing with the value obtained at the bottom of the previous page.

Note: It will be seen that the value obtained here is NOT the same as that obtained
using the weighted average of relatives method (in the previous section). This is
because they measure different relative changes. It would only be coincidence if the
same index number was produced using both methods.

8. Example 1 [Composite index numbers for a given set of commedities)

Question

The data in Table 4 below relates to the volumes of production of four commaodities
Al A2 A5 and C1 over bwo years Xand Y.

Calculate:

al aweighted averare of relatives volume index
o 5

b) a 'l.w:-'lghted aggregate volume index

for vear Y (year

X = 100.
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Answer

Tables 5 and 6 show the extra columns that need to be constructed to deal with the
calculations necessary for the rr-r-:pm:liw indices.

| i Veliie
F Commodity  weight  Year X Year ¥ '

3 ) i oM o, J wl Wy, wo,

Al 41 35 A0 114.3 46857 1435 Te<k0

AZ lix 12 14 167 18667 192 4

AS M 54 Al 111.1 33333 [} L

1 12 40 44 1100 132000 450 225

Totals e ~ 11205.7 w27 4192

e Tahle 4 b= Tialle 5 Table &

a) Weighted average of relatives volume index:

Eal _ 1Mx5.7 1132
X L

Iu::=

(b} Weighted agpregate volume index:

T uz
oy =—% x100=——x100=1125 =
LI, 3727

9. Comparison of the two compaosite indices

a) Mo one method of the two (average of relatives and aggregate) is ‘correct’. They
are simply alternative ways of combining the information for a set of commodi-
ties into an index number,

b) The two separate methods given tor calculating a composite index number will
generally vield two different values tor the index, given the same set of data.
This obviously lays index numbers open to abuse by unscrupulous presenters
of statistics, since they can present whichever index (higher or lower) suits
them. The only way round this type of problem is:

i.  the technique used in calculating the index number should be quoted or
publicized (this is always done with official index numbers);

ii. if indices are being calculated over a set of time periods, the same method
should be used for each time period.

¢} The characteristics of the two methods which cause ditterent values of the final
index to occur are:

i The aggregate index uses the maguitudes of the actiual values of the compo-
nent commaodities and so is affected by actual increases or decreases, Thus it
can claim to be truly representative of the data, but has the disadvantage of
being affected by extreme values.
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ii. The average of relatives index uses the palue of the relatives for each component
commodity (and not the actual values) and so is affected by relalive increases
or decreases. Thus it can be used for smoothing out extreme values, but it
could be claimed that this method is not truly representative of the given
data.

10. Example 2 (Comparison and interpretation)

a) Inthe example of section 5, which has been worked with both methods, the results
were: average of relatives index = 171.7 and aggregate index = 139.8. The aggre-
gate index has taken the relatively large values of component C (which were the
only ones to decrease) into significant account, thus deflating the final figure. On
the other hand, the average of relatives index has been much more affected by
the large value of the relative calculated for component C, which has resulted in
an inflated final figure. This is an extreme case, but is useful as an example of the
difference in index values that can be obtained using the two methods.

b) In example 1 (in the previous section}, notice that the two indices obtained:
average of relatives index = 113.2 and aggregate index = 112.5 have approxi-
mately the same value. This is because the relatives of the volumes of the four
commaodities given were similar in value and there were no significant extremes
in the actual volumes given.

11. Laspeyres indices
A Laspeyres index is a special case of a weighted aggregate index which always uses
hase tinte period wweights. It is most commonly associated with price and quantity
indices, where:
a Laspeyres price index uses base time period quantities as weights;
a Laspeyres quantify index uses base time period prices as weights.
The formulae for calculating a Laspeyres index can be derived from the general

formula for a weighted aggregate index given in section 7. The two formulae most
commonly used are given below:

Laspeyres index
Price index: L, = =922 x 100
HoPo
o 2 Poiln
Quantity index: L= —— X 100
Q7 pote

12. Paasche indices
A Paasche index is a special case of a weighted aggregate index which always uses
crirrent time period weights. 1t is most commonly associated with price and quantity
indices, where:
a Paasche price index uses current time period quantities as weights;
a Paasche quantity index uses current time period prices as weights,
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As with a Laspeyres index, the formulae for calculating a Paasche index can be
derived from the general formula for a weighted aggregate index given in section 7.
The two formulae most commonly used are given below:

Paasche index

o p
Price index: P, = —% =100
P Eq.p

. 2 Pl
Quantity index: P, » —— x 100
’ 4 E Pl.":ill'l

13. Example 3 (Poasche and laspeyres price indices)

Gluestion

The following data relate to a set of commodities used in a particular process.
Calculate Laspevres and Paasche price indices for period 1.

Base period Period 1
Commaodity Linit of Price  Quantity Price Quantity
purchase {£) {units) (£) (units)
A 2 gallon drum 36 100 40 a5
B 1 tonne =0 12 o9 10
C 1 pounds 45 16 41 18
D 100 metres 5 1100 6 1200
Answer

The layout for the calculations is shown in Table 7.

Tabie 7
calculations tor calculations for
Laspeyres index Paasche index
Commodity p,  §y  Po 0y duba Piffo TPn TP
A 36 100 40 g5 4000 Jain 3R00 20
i 80 12 90 {4 1080 960 900 SO0
C 45 16 41 I8 fh56 720 78 810
D o 110 f 1200 6600 5500 7200 RN
12336 10780 12638 11030
o L gl
Laspeyres price index, L = — —x]H
peyres p ; T aops
12336
= 100
10780
= 114.4 (1D}
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14.

Paasche price index, P =

Z4aPn 100
P Eagupy
1233

10780 1ou

= 1146 (10

Both indices are showing an increase in prices of about 14.5%, although notice
that the two indices have slightly different values. This is to be expected, since the
weights used for the commodities are different. In general, a greater difference than
that shown above would not be unusual.

Comparison of Laspeyres and Paasche price indices

a)

b)

)

d)

i)

What the indices are calculating.

Laspeyres: compares base period expenditure with a hypothetical current period
expenditure at base period quantities. Paasche: compares current period expend-
iture with a hypothetical base period expenditure at current period quantities.
When prices are rising,

The Laspeyres index tends to over-estinuate price increases and the Paasche index
tends to under-esfimate price increases. This is thought of as a disadvantage for
both types of index.

MNature ii{f- the indices,

The Laspeyres index is thought of as a “pure’ price index, since (from period to
period) it is comparing like with like, which is an advantage. The Pagsche index
is not considered as "pure’, since (from period to period) the weights change
and thus, strictly, like is not being compared with like. This is considered a
disadvantage of the index.

Weights used i calcidations,

Since the Laspeyres index uses base period quantities as weights, they can easily
become out of date (disadvantage), while the current quantities that the Pagsche
index uses as weights are always up-to-date (advantage).

Ease of calculations.

The Laspeyres index needs only the base period quantities, no matter how many
periods the index is being calculated for, which is a considerable advantage over
the Paasche index, which needs new quantities for each time period. Quantities
are normally more difficult to determine than prices.

similar considerations apply to Laspeyres and Paasche quantity (or volume) indices.
Generally, on balance, the Laspeyres index is favoured to the Pagsche index.
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15. Some considerations in the construction of index numbers

a)

b

)

d)

Selection of component commodities.

Which commodities to include in a composite index will of course depend on
the purpose to which the final index will be put. A particular problem however,
is changing patterns of trend or behaviour. ltems that were once included (and
significant) might no longer be fashionable or might not be used or produced
any more, For example, writing ink or obsolete products. Also new items might
appear, such as video recorders (relevant to a cost of living index) or Value
Added Tax (relevant to a company costs index).

Selection of weights,

As mentioned earlier, wuights are simply a device to reflect the importance of
the component within the overall composite index, and normally prices are
weighted by quantities, quantities by prices and productivity by number of
workers involved. In order to determine weights, sampling of some sort might
be necessary. The weights used for the items covered by the Retail Price Index
are determined by a complementary survey, the Family Expenditure Survey,
which is a continuous investigation into the expenditure of thousands of fam-
ilies.

Collection of the data.

This involves finding the values {i.e. prices, volumes, productivity etc) for each
component, together with measuring the magnitude of the weights selected.
Normally it is found that quantities are much more difficult to determine than
prices, which is what makes a Laspeyres price index more popular than a
I"aasche price index. The more complex the structure of the index, the more cost
will be involved in collecting the data.

Selection of a base tHime period,

Technically, it makes no difference what base is chosen for a time series of
index numbers. The information that indices convey (percentage increases or
decreases} is independent of which base point is chosen. However, for practical
purposes, a base might be chosen that is not too far in the past and might corres-
pond with new working practices, a new company organisation or even a new
method of collecting data. For the comparison of two series of index numbers,
the base dates tor both should be identical,

16. Some uses of index numbers

Index numbers are used to reflect general economic conditions over a period of
time. For example, the Retail Price Index measures changes in the cost of living; the
Index of Industrial Production reflects changes in industrial output; the Financial
Times Ordinary Share Index reflects the general state of the Stock Market.

In particular, they can be used by Government to decide on tax changes, subsidies
to industries or regions or national retirement pension increases. Trades Unions
often use national cost of living and production indices in wage negotiations or
to compare the cost of living across national boundaries, regions or professions.
Insurance companies use various cost indices to index-link house (building or
contents) policies,
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17. Some limitations of index numbers

18.

al Indices, by their nature, give only general indications of {']‘mng{-s often over wide
geographical areas. Thus, they generally will not cater for minority groups or
professions or measure regional variations. For example, an individual’s food
bill for a particular month may have increased significantly, yet the Food Index
(part of the Retail Price Index) for that month might show a decrease.

b} Weighting factors can become out of date, thus the index may not be comparing
like with like'.

¢} If samples have been used to obtain data for either values or weights, the infor-
mation obtained might be biased, incomplete or false.

d) Index numbers can be misinterpreted by the uninformed lavman. For example:
i. Suppose a chain base price index for a number of months yielded the

values: 113, 109, 108 and 105. This might be confused with a fixed base
index and interpreted as a decrease in prices,whereas in fact prices are still
rising (although the rate of increase in prices is decreasing!).

ii. If a production index increases from, say, 400 to 410, this might be inter-
preted as a 10% increase in production. In fact, there has been a 10 points
increase, which is a 10 out of 400 or 2.5% increase in reality.

Summary

a) A composite index number is one which is obtained by combining the informa-
tion from a set of economic commaodities of like kind.

b) A weighting factor is an indicator of the importance of each component
commodity. Standard weights for;

i. price indices are quantities, and for

ii. quantity indices are prices.

¢) There are two standard types of composite index number:

i ‘M:ighled average of price relatives;

ii. Weighted aggregates.

d) A weighted average of relatives can be found in the following way:

i. calculate an index relative (I) for each component;

ii. calculate a weighted average using the appropriate formula.

Remember: indices are calculated first, then weights are applied,

e} A weighted aggregate index can be found by using the appropriate formula.
Remember: weights are applied first, then an index is calculated.

f} Both methods of obtaining a composite index should be considered as alter-
natives. The aggregate index uses the magnitudes of the actual values, while
the average of relatives index uses the values of the relatives, to determine the
index.

) A Laspeyres index is a wr:ighlnd aggregate index which uses base time period

weighls- In partin:u]ar:

i. a Laspeyres price index uses base period quantities as weights;
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19.

e P

10,
11.

ii. a Laspeyres quantity index uses base period prices as weights.
Advantages: it is a ‘pure’ index (since weights are constant) and only one set of
weights is needed for a time series of indices. Disadpantages: tends to over-esti-
mate price increases in a period of rising prices and base period weights can
become out of date,

h) A Paasche index is a weighted aggregate index which uses current time period
weights. In particular:
i. A Paasche price index uses current time period quantities as weights;
ii. A Paasche quantity index uses current time period prices as weights.
Advantage: current period weights are always up to date. Disadvantages: tends
to under-estimate price increases in a period of rising prices, not a "pure’ index
and (for a price index} current period quantities are difficult to obtain,

i} Considerations in the construction of index numbers include:
i. selection of component commodities;
ii. selection of weights;
i1, collection of data;
iv. selection of a base time period.

k) Index numbers are used to reflect general economic conditions over a period of
time by Government, Trades Unions, insurance companies efc,

[} Limitations of index numbers include:
i. they give only general indications of changes;
ii. weighting factors can become out of date;
iii. samples, if used, never give precise values;
iv. they can be misinterpreted by the uninformed layman.

Student self review questions

What is a composite index number? Give some examples. [2]

Why are weights needed with a composite index number? [3]

Give some examples of weighting factors. [3(b)]

What is the difference between a weighted average of relatives index number and a
weighted aggregate index number? [4]

What factors contribute to the difference in values of the index obtained when both
methods are used? [9]

Define Laspeyres and Paasche indices. [11,12]

What are the advantages and disadvantages of using Laspeyres and Paasche
indices? [14]

What problems are met in the selection of commodities for a composite index
number? [15{a}]

What considerations are involved in the selection of a base time period for an
index? [15(d}]

Name some ways in which index numbers are used. [16]

Give some limitations of index numbers. [17]
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20.

Student exercises
MULTI-CHOICE, An index number is made up of two items, A and B, as follows:
Subgroup  Weight Index
A 7 130
B 3 X
All 10 127

The index number for subgroup B (X) is closest to:

a) 120 b) 123 ¢) 125 d) 128

Calculate a) a weighted average of price relatives and b} a weighted aggregate price
index, both for vear 1 (based on year 1), for the following commodities.

Price (£}
Commodity  Weight Yearl Year2
W 5 215 210
X 12 250 275
Y 2 1100 1300
i 8 950 950

For a particular process, a firm uses three basic raw materials. They wish to onstruct
a volume (guantity) index, using an average of relatives method, for February and
March (both based on Januarv). They have also decided that the weighting tactor
will be the latest {(March) prices. Using the table below, calculate the two indices
required and briefly comment on the values.

Raw March price (£}  Quantities used

material {(standard units) Jan  Feb  Mar
A 12.50 11 11 9
B 0,45 M 40
C 5.10 18 24 23

The following data relate to the pay of workers employed at a factory.
Average number of hours worked per week
IType of worker  Rate of gay June November MNumber of
r

£/ h workers employed
Skilled .50 a7 385 26
Semi-skilled 5.10 38.5 39.5 14
Unskilled 3.50 40.5 40 42

Calculate a weighted aggregate index of average weekly pay for November
(June=100), using the number of workers employed as a weighting factor.
A survey of household expenditure showed the following changes over the same
week in each of three vears for an average family.

Quantity

Item Unit purchased Price
Year 1 Year 1 Year2 Yeard
Sugar 2lb 1lb 20 22 57
Bread loat 4 21 23 32
Tea {1,251b .51k 15 21 24
Milk pint 20 13 13 22
Butter 0.51b 1.51b 21 3z 41
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a) Using year 1 as base, calculate index numbers for Year 2 and Year 3 using the
Laspeyres method.
b} State, with reasons, whether a survey based on these items represents a reason-
able assessment of changes in the cost of food over the three vears.
The data below show area of land used (thousand hectares) and value of output
{£m) of three types of farm crops for the United Kingdom.
Type of Area of land used Value of output
crop 19X0 19X1 19x2 19X0 19X1 19X2
Wheat 1441 1491 1663 1431 1482 1835
Barley 2330 2327 2222 440 438 5N
Qats 148 144 129 400 453 449
a) Calculate the price (in £m) obtained per thousand hectares to 2D for each type
of crop for the three years.
b} Thus calculate, using malue of output as a h-'u:ighiing factor:
i. Laspeyres price indices for 19X1 and 19X2;
ii. Paasche price indices for 19X1 and 19X2.
The following data give the quantities and costs of materials for the four divisions
of a company for two vears, Calculate Paasche price (cost) and quantity index
numbers for year 2 (year 1 = 100).

Cuantity (tonnes) Cost (£)
Drivision  Year 1 Year2 Year 1 Year 2
A 175 201 1540 1830
B 32 40 1270 1440
O 48 43 2760 2490
D (I Oy 2190 20070
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1. Intreduction

This chapter describes some of the most important official index numbers. The
price indices described are the Retail Prices Index (which includes the important
Family Expenditure Survey), Purchasing Power of the Pound, the Tax and Price
Index and Index numbers of Producer Prices. Indices of Average Earnings are also
covered. Volume (or quantity) indices described are the Index of Cutput of the
Production Industries and the Index of Retail Sales. Some indices described cover
more than one section.

2. The Retail Prices Index

The Retail Prices Index (or RPI), is probably the best known of all the published
indices.

a)

b}

c)

d)

e)

f)

gl

It is published monthly {on a Tuesday near the middle of the month) by the
Department of Employment and displaved (to different levels of complexity) in
the following publications: Monthly Digest of Statistics, the Annual Abstract of
Statistics, the Department of Employment Gazette and Economic Trends.

The RPl measures the annual changes, month by month, in the average level
of prices of most goods purchased by the great majority of households in the
United Kingdom. It takes account of practically all wage earners and most
small and medium salary carners.

The items covered by the RPl are classified into 5 major groups and 14
subgroups. For example, the major group Food & Catering has Catering as a
subgroup. Each group is sub-divided into sections. For example, Catering is
sub-divided into 1) Restaurant meals 2) Canteen meals and 3) Take-aways and
snacks. These subdivisions are often split up into further items,

Each month, an overall index is published, together with separate indices for
each group, subgroup, section and individual item (of which there are approxi-
mately 350).

Each group (and further sections and specific items) are weighted according to
expenditure by a ‘typical family’, the weights being updated annually for the
year ended in the previous June. See following section.

The weights are obtained from a continuous investigation known as the Family
Expenditure Survey (described in section 5).

As at the publication of this 6th edition, July 2003, the base date for the RPI
was January 1987 and the latest *All items” RPI was published for May 2003 at
181.5.

3. Main RPI groups and their weights

Table 1 shows the main groups of the RPI, their separate price indices (as at January
1986) and their weights for three different dates.
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Table 1 Retail Price Index subgroups

Price index

Main subgroups May 2013 Weights

(1987=100) 1962 1985 2003

Food 151.7 350 190 109

Catering 225.6 45 51

Alcoholic drink 200.5 71 75 68
Tobacco 3029 80 Ly a0

Housing 243.6 B7 153 203

Fuel and Light 130.0 55 63 24
Household Goods 144.0 (&) 65 i
Household Services 1727 il
Clothing and Footwear 101.8 106 73 5l

Personal Goods and Services 198.0 41
Muotoring Expenditure 181.8 a8 156 146
Fares and Other Costs 210.7 ' 20
Leisure Goods 103.2 54 77 48

Leisure Services 248.1 71
Owverall 181.5 1000 1000 1000

Notes on Table 1:

a) Weightt-‘. are always calculated to add to 1000.

b) ‘Catering’ was not included in the 1962 weightings.

c) Certain items of expenditure are not included in the RPL. These include:
. Income tax and National Insurance payments;

il.  Insurance and pension payments;
i, Mortgage pavments for house purchase (except for interest payments

which are included);

iv. Gambling, gifts, charity, etc.
It should be noted that the RP1 is not strictly a ‘Cost of Living” index of basic essen-
tials. In practice it would be virtually impossible to decide on a basket of goods
and services which everyone considered to be essential. Instead, the RPI gives us
a measure of what we would need to spend in order to buy the same goods we

bought in an earlier period.

4. Example 1 (Comments on the data in Table 1)

a) The Retail Prices Index for May 2003 (1987=100} was 1815, This represents an
overall {or average) increase in prices of just over 80% from 1987 to 2003.

b) Food has been subject to below average price increases (151.7 index = 527
increase) and expenditure has continued to decrease significantly. Since food is
a basic necessity of life, this is a good indication of our increasing affluence.

¢) Tobacco has seen the highest increase in price (index = 302.9) with a definite
downward trend in expenditure (as evidenced in the weights}. The latter trend
is probably due to both high price and health warnings.

d) Clothing and Footwear has had the lowest increase in price {index = 101.8),
representing only a 2% increase in price over the previous 10 years, but this
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@)

group has still seen a downward trend in expenditure. Since there is no reason
to suppose that we now buy fewer items of clothing and footwear, it probably
means that these are much cheaper in real terms.

Housing and Motoring/ Fares both show a similar upward trend in expen-
diture. However, where Motoring/Fares is only showing an average price
increase, Housing shows the third highest (index = 243.6). Upward expenditure
on transport clearly signifies our increasing mobility (in both work and recre-
ation). Extra expenditure on housing probably reflects social and ecological
factors as much as increase in price.

5. The Family Expenditure Survey

The Family Expenditure Survey (FES) is a continuous major investigation which,
among other things, measures average consumption levels. These are used to
obtain the (annually revised) weights for items included in the RP1.

al

b)

c)

d)

e)

The FES originated from the Household Expenditure Survey, a special investiga-
tion carried out in 1953, the results of which were used to structure the groups,
sections and items in the RPl and determine their weights.

The FES involves a stratified random sample, spread over the course of a year,
of about 10000 households. Each household is visited by an interviewer.

Each member of the household over the age of sixteen years is required to keep
a detailed diary of all expenditure for a continuous 14-day period, which is
checked and retained by the interviewer.

The interviewer also completes a Household Schedule, which contains informa-
tion on longer term spending such as rent, council tax, carpets, cars, and so on.
(An Income Schedule is also filled out for the members of the household.)

The published weights are calculated, not from a single year’s FES data, but as
an average of the previous three year's data. This ensures that large items of
expenditure do not unfairly influence average patterns of spending.

6. Price collection and calculation of the RPI

7.

a)

b)

)

d)

Prices are collected by Department of Employment staff, based at 200 local
offices, on the middle Tuesday of each month.

Different types of retail outlets, from village shops to large supermarkets, are
visited. To ensure uniformity, the same ones are used each month and these will
be the type of retail outlet used by households examined by the FES.

Price relatives are calculated (for each item covered by the RP1) for each retail
outlet and averaged for a local area. Average relatives for all local areas are in
turn averaged to obtain a national average of relatives (for each of the 350 items
covered by the index).

Weights are then used to calculate composite indices using the average of rela-
tives method for items within sections, sections within groups and, finally,
groups. Thus the RPI is a weighted average of relatives of each group.

The Purchasing Power of the Pound (index)

a)

The (internal) Purchasing Power of the Pound (PPP) is an index which, since
1962, has been based solely on the annual average of the RPL
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b)

ch

d)

The philosophy behind the index is: when prices go up, the amount which can
be purchased with a given sum of money goes down.
The index is described in terms of two particular years. If the purchasing power
of the pound is taken to be 100p in the first year, the comparable purchasing
power in a later yvear is calculated as:

100 x Average price index for first year

average price index for later year

For example, the PPP index for 2002 (1990=100) is 72, This can be interpreted
as:
i. the pound (in 2002} is worth only 72% of its 1990 value, or
ii.  100p buys (in 2002) what would only have cost 72p in 1990

8. The Tax and Price Index

The Tax and Price Index (TP, published monthly, is another index which is linked to
the Retail Prices Index. It was first published in January, 1978,

al

b)

c)

d}

e)

The TPl measures the increase in gross taxable income needed to compensate
taxpayers for any increase in retail prices (as measured by the RPI). As at May
2003, the TPI (1987=100) was 165.2.

It is considered as a more comprehensive index than the RPI since, while the
EPl measures ::hangc-.-a in retail prices, the TPl additionally takes account of the
changu:& in liability to direct taxes (including employees” national insurance
contributions) facing a representative cross-section of taxpayers.

Some people would argue that the TP1 is a better measure of the cost of living
than the RPI since it takes direct taxes into account. However, whether or not
this is acceptable depends on the meaning of the phrase ‘cost of living' - it has
different meanings to different people and circumstances. Another compli-
cating factor is that the TPl (a relatively new index) is regarded suspiciously by
some political opponents of the Government in office at the time of its introduc-
tion.

Data for the TPl is collected via the ,_"i-urw:}-' of Personal Incomes, which consists
of a stratified sample from the population of tax units (i.e. single people or
married couples who pay tax).

Excluded from the survey are those units with incomes over a certain amount,
since it is considered that they are not necessarily representative of the majority
of taxpayers. The relevant percentage excluded amounts to only the top 4% of
househelds (which are also excluded from the calculation of the RPIL.

9. Example 2 [Comparison of the TPl and RP))
The TPI for June 1985 {(January 1978=100) was 191.7 [INDEX 1]
The RPI for June 1985 (January 1974=100) was 376.4 [INDEX 2]
The RPI for 1978 {1974=100") was 197.1 [INDEX 3]

{ Sovrce of data: Menthly Diges! of Slatistics)
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10.

11.

Note that it is difficult to compare the first two indices, since their base dates are
different. However, the information contained in INDEX 3 allows the RPI (INDEX
2} to be base-changed to coincide with the base of the TPI (INDEX 1), for a direct
COMpParson.
I'EIJI T T4
Thus: RPIL,; -, =——"%
5/ 7R RJ’I;-H_.H
3764

BETTA w 1(W)

=191.0(1D)

Therefore the TPI for June 1985 shows a slightly higher increase (91.7%) than the
EPI for June 1985 (91.0°% ).
Note, however, that INDEX 3 is based on annual averages whereas the other two

indices are based on actual months of the year. Hence the above base change will
cause the resultant figure to be slightly in error.

Producer Price Indices (PPI)

The Producer Price Indices { PPI) is a monthly survey that measures the price changes
of goods bought and sold by UK manufacturers. The PPl is conducted by the Office
for National Statistics and provides a key measure of inflation, alongside other
indicators such as the Retail Price Index (RPI).

» 100

They work on the ‘basket of goods’ concept. A wide collection of representative
products is selected and the prices of these fixed sets of goods are collected each
month, The movements in these prices are weighted to reflect the relative impor-
tance of the products in a chosen year (known as the base year, currently 1995).
These are then aggregated for various sectors of industry to give the required
indices.

Two important sets of these indices are described as follows.

a) The output price indices measure change in the prices of goods produced by
UK manufacturers (these are often called ‘factory gate prices’). For example,
Qutput of Manufactured Products for May 2003 was 110.2 (1995=100).

b) The input price indices measure change in the prices of materials and fuels
bought by UK manufacturers for processing. These are not limited to just those
materials used in the final product, but also include what is required by the
company in its normal day to day running. For example, Input for Materials
and Fuel Purchased for May 2003 was 91.3 (1995=100).

Indices of Average Earnings

The Indices of Average Earnings are supplied by the Department of Employment
monthly and measure the changes in average gross income. They are published
for manual workers and all workers and given for 26 industry groups of the 1992
Standard Industrial Classification {(at the time of writing), all manufacturing indus-
tries, production industries and the whole economy. Actual and seasonally adjusted
indices are given for certain tables. The series as at 2003 are all based on 1995=100.
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12. Index of Output of the Production Industries

The Index of Output of the Production Industries is often known as the Index of
Production (10FP).

a)

b)

c)

d)

e)

f)

gl

It provides a general measure of monthly changes in the volume of output of
the production industries in the United Kingdom.

Energy, water supply and manufacturing are included in the index. However,
agriculture, construction, distribution, transport, communications, finance and
all other public and private services are excluded.

The index covers the production of intermediate, investment and consumer
goods, both for home and export.

The index is calculated as a weighted average of 328 separate relatives, each
of which describes the change in the volume of the output of a small sector of
industry. The base for all the series currently presented is 1995 and the weight
used for each small sector is based on its value added tor that year. Information
for weights is also taken from national accounts income data sources for energy
and water supply industries.

The indices are classified to the 1992 revision to the Standard Industrial
Classification (S5IC). The production industries, which accounted for 26.8 per
cent of gross domestic product in 1995, cover mining and quarrying (Section
C of the SIC), manufacturing (Section D) and electricity, gas and waler FHJPP]:H
{Section E).

Many of the series presented are seasonally adjusted. This excludes any changes
in production resulting from public and other holidays and from other seasonal
factors. The adjustments are designed to eliminate normal month to month
fluctuations and thus to show the trend more clearly.

Example 3 shows the main industrial groups, their SIC, weights and the group
indices for 1985,

13. Example 3 [Main groups of the index of production]

Table 2 shows the weights and the Index of Qutput of the Production Industries
for 1998, 2000 and May 2003 , together with their Standard Industrial Classification
(S1C).

a)

b)

Notice that Chemicals & man-made fibres has the highest index of 117.7, repre-
senting an increase in output of 17.7% since 1995, The weighting factor of 89
{out of 1000) shows that it represents nearly 9% contribution to the overall
index,

The index of 60 for Textiles, leather & clothing (representing a 40% decrease
in output) is reflecting the continuing slow decline of this sector in our overall
production.

The overall index for May 2003 {shown on the bottom row in italics as 99.1
can be confirmed by calculating a weighted average of the indices for the SIC
groups C, D and E as follows:

—=09.1
1000
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So that, production, as measured by SIC groups C, D2 and E has fallen by just
0.9% since 1995,
Table 2 Index of Production — the conshituent 5IC groups

s1C Index {1995=100)
Sector Weight May
(1995) -
i _1 ":JIHE__ | _EEJ[} 2003
Mining and Quarrying C o5 | 1043 | 996| 959
(inc Qil & gas extraction) N
Oil & gas extraction cr 80 107.5 1021 9.5
Manufacturing D | B4 102.8 8.5 %8.0
Coke, refined petrol DE i 17 883 q1.0 72 0}
and nuclear fuels I
Chemul:a]!-; & man- e 89 104.0 1175 | 117.7
made fibres
Basic metals & metal D a4 997 98 4 85.4
products
Engme?n ng & allied DK.DM 751 1104 103.0 104.1
industries
Food, drink & tobacco DA 106 | 1015 102.4 101.3
Texti]_uﬁ, leather & DB,DC 45 HO.0) 63.6 600
clothing
Other manutacturing | DD,DN n Y97 Y67 96.5
Electricity, Gas & Water E a1 107.5 113.0 111.0
Supply —
Production Industries C.0E 1000 103.4 9.9 93.1

14. Index of Retail Sales

The Index Numbers of Retail Sales are published monthly by the Business Statistics

Office. They cover the retail trades (excluding the motor trades) in Great Britain

and, as at August 2003, the base year is 1995. Index numbers are given for both

volume and value of sales. For example, the All-Retailers {(predominantly non-
food) volume index for May 2003 was 138.2 (1995=100). The comparable value

index was 142.0.

a) The indices are compiled on the type of business, rather than on a commaodity
basis and take account of the results of major enquiries into retailing.

b} A voluntary panel of about 3,200 small retailers (with turnover less than £2
million for 1982) and about 350 large retailers (who account for about 80% of
sales of this sector) fill out statistical returns of both volume and value of sales.
Mail order firms are included on the panel.

c) The indices are calculated on a chain base system, month by month, and then
chain-linked back to the base year.
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15. Other index numbers

Some other index numbers that are given in main publications, such as the Monthly
Drigest of Statistics and the Annual Abstract of Statistics are:

16.

a)
b)
cl
d)
)

Index numbers of Cutput (at constant factor cost);

Index numbers of Expenditure {at 1980 prices, currently;
Volume Index of Sales of Manufactured Goods;

Indices of Labour costs;

(External Trade) Volume and Unit Value Index numbers;

and an important non-official E'Il.ll:'l'['il;_‘.i;ll‘i{'rl"l.:

)

The Financial Times Ordinary Share Index.

Summary

aj

b}

¢l

d}

)

gl

h)

i)

The Retail Prices Index (RPl) is published monthly and measures the
percentage changes in the average level of prices of the commodities and
services purchased by most households in the UK, 1t is classified into eleven
main groups, each weighted by expenditure, the values of which are obtained
through the Family Expenditure Survey.

The Family Expenditure Survey is a continuous investigation, invalving over
10,000 households, which measures average consumption levels. Information
is obtained through stratified random samples and each member of the house-
hold gives details of spending for a fourteen day period.

Prices for the RPI are collected through 200 local offices, which examine all
tvpes of retail outlet. The RPI is a weighted average of relatives index.

The Purchasing Power of the Pound (index) gives the percentage worth of a
current pound compared with a pound in a previous period.

The Tax and Price Index measures the increase in gross taxable income needed
to compensate taxpayers for any increases in retail prices (as measured by the
RPI). It takes account of direct taxation.

The Producer Price Indices measure manufacturers prices for main indus-
trial groupings as described by the Standard Industrial Classification (SIC).
Weightings are mainly derived from the 1979 Purchases Inquiry.

The Indices of Average Earnings measure the changes in average gross income
for manual and other workers across 26 industry groups.

The Index of Qutput of the Production Industries provides a general measure
of monthly changes in the volume of output of the production industries in the
UK. Certain services (such as agriculture and finance) are excluded from the
index.

Index numbers of Retail Sales give both volume and value indices and are
compiled on the type of business rather than on a commodity basis,
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20 Special published indices

17. Student self review questions

L

- B

11.
12.

13.

What is the Retail Prices Index (RPI)? [2(b)]
Name at least five of the eleven main groups into which the RPI is divided. [3]

Name some of the items of expenditure that are not included in the calculation of
the RPI. |3]

What connection does the Family Expenditure Survey (FES) have with the RPI?
5]

Explain briefly how information on expenditure is obtained from households in the
FES. [5]

How are prices collected for the RPI? [6(a,b)]

Explain what the ‘Purchasing Power of the Pound’ is and how it is calculated. [7]
What does the Tax and Price Index (TPI) measure? [8{a)]

Compare the RPl and TPL [8(b-g)]

Describe some aspects of the Index Numbers of Producer Prices. [10]

Describe some aspects of the Indices of Average Earnings. [11]

What items are not included in the Index of Output of the Production Industries?
[12(b}]

What is the Index of Retail Sales and how are the data in its construction collected?
[14]
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1.  You have been requested by a UK based client to research into the area of salaries
paid to their systems analysis team, and to prepare a report in order that a pay
review may be carried out.

The following table shows the salaries together with the retail price index {(or
consumer price index) for the vears 1977-83,
Average  Retail Price

Year salary Index”
E (1975=100})
1977 9,500 135.1
1975 10,850 146.2
1979 13,140 1655
1980 14,300 165.8
14951 14,930 218.8
14982 15,580 237.7
1983 16,200 248.6
1984 16,800 261.0
1985 17,500 276.8

* Sowrce: Econormic Trends (HMSO)
Required:
i.  What is the purpose of an index number?
ii. Tabulate the percentage increases on a year earlier for the average salary and
the retail price index.
iii. Revalue the average salary for each vear to its equivalent 1985 value using the
retail price index.
iv. Using the results from (ii} and (iii) above, comment on the average salary of the
systems analysts of vour client.
ACCA (555 )
a)} Briefly explain fivo commercial, industrial or business uses of index numbers.
b} A cost accountant has derived the following information about basic weekly
wage rates (W) and the number of people employed (E) in the factories of a
large chemical company.

Basic weekly rates (£'s) and wumber of employees (1007s)

I3

Technical July 1979 July 1980 July 1981
group of
employees W E W E w E
Q &l 5 79 4 8l 4
R a2 65 3 70 3
5 0 2 85 2 o0 1
T 90 1 110 1 120 2

i.  Calculate a Laspeyres (base weights) all-items index number for the July
1980 basic weekly wage rates, with July 1979 = 100,

ii. Calculate a Paasche (current weights) all-items index number for the July
1981 basic weekly wage rates, with July 1979 = 100.
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iii. Briefly compare your index numbers for the company with the official
government figures for the Chemical and Allied Industries which are given
below.

Yearly annual averages:

1979 1980 1981
Weekly wage rates 1563 1874 2034
(July 1976 = 100}

{Source: Employment Cazetfe, November 1951)
CiMA
Your company Manco ple is about to enter wage negotiations with its Production
Department. In the tollowing table are tabulated the average weekly earnings and
hours worked of the full-time manual workers 21 years of age and over in the
Department. Also included in the table is the General Index of Retail Prices {in
some countries known as the Consumer Price Index) for the years 1974 to 19581,

Average Average Retail Price”
Year weekly hours Index
earnings worked (1975=1000)
1974 40.19 44 80.5
1975 52.65 45 100.0
1976 h2.03 45 116.5
1977 70.20 46 135.0
1978 7683 36 146.2
1979 91.90 36 165.5
1980 107.51 45 195.6
1981 121.95 43 2189
" Sovrce: Economric Tretds — HMS0
Eequired:

a) Assuming that normal time for the Production Department has been 40 hours
for the period covered, tabulate the year, average weekly earnings, average
hours worked and add the normal weekly rate to the table. You may also
assume that overtime is paid at time and a half i.e. one and a half times the basic
hourly rate of pay.

b) Plot the figures for the Retail Price Index on a semi-logarithmic (ratio scale)
graph, by plotting the logarithm of the Retail Price Index against time.

c} What characteristic does this graph demonstrate about the Retail Price Index?

d) Deflate the Normal Weekly Rate by the Retail Price Index and show this in
tabulated form against the Normal Weekly Rate and the year.

e) What is the significance of the deflated series with regard to the wage negotia-

tHons?
ACCA
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4,

n

Index of industrial }‘.rmdunin-n int the United I{ingdmn:

July 1982
Weight  {(1975=100)
Index
Mining and quarrying® 41 361
Manufacturing
Food, drink and tobacco 77 106
Chemicals fb 109
Metal 47 72
Logineering 298 Bb
Textiles 67 ol
Other manufacturing 142 91
Construction 182 B4
Gas, electricity and water 80 115

" including North Sea oil.
{Sonrce: Monthly Digest of Statistics)
i. Calculate the index of industrial production for July 1982:
(1) all industries
{2) all industries except mining and quarrying
(3} manufacturing industries
ii. Comment on your results.
IC54
The total weights of the Index of Retail Prices in both 1961 and 1981 were 1000,
However, the distribution in the two vears of the weights over the item ]u:-ading,'-;
differed as the following items show:

191 1951
Food 350 207
Housing 87 135
Clothing 106 81
Transport (%] 152
Explain how such changes can occur and the effects they can have upon the index

number,
Bl
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Part &6 Compounding, discounting and
annuities

Chapter 21 describes simple and compound interest and common depreciation
techniques. It also includes the mathematical progressions which form the bases of
these techniques.

Chapter 22 deals with Investment Appraisal techniques based on discounted cash
flows and chapter 23 is concerned with annuities (regular fixed payments), which
are used as methods of loan repayment and asset depreciation.
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Interest and depreciation

1. Introduction

This chapter begins by introducing special sequences of numbers known as arith-
metic and geometric progressions and describes the form of each, together with
tormulae for calculating totals.

The differences between simple and compound interest are then explained,
formulae for their calculation are given and some of their applications, such as
APR, are described. The final part of the chapter deals with two common methods
of depreciation, straight line and reducing balance.

2. Progressions and interest

Interest and depreciation are fundamental concepts in a business or commercial
environment. Interest is earmed on money invested and paid on money borrowed;
the value of most physical assets will depreciate with time.

However, in order to cover interest and depreciation (and other topics in the manual
which follow) in a meaningful way, it is necessary to understand what progressions
are. The following few sections deal with these.

3. Arithmetic progressions

An arithmetic progression (ap for short) is a sequence of numbers, called terms, in
which any term after the first can be obtained from ils immediate predecessor by
adding a fixed number, called the common difference (d).

For example, the sequence of numbers: 3, 7, 11, 15, 19, etc is an arithmetic progression,
since the common difference between one term and the next is 4 (the value of d).

The first term of an arithmetic progression is usually denoted by a. Thus, the

Progression takes the gcnwal Form:
i, a+d, a+2d, a+3d, ..., etc.

In various situations, it is convenient to be able to identify the value of a particular
term and to add together a set of consecutive terms. The following formulae can be
used for these purposes,

Formulae for an arithmetic progression

If an arithmetic progression has starting term a and difference 4, then:
a} the n-th term is:
T =a+{n-1M

b} the sum of the first n terms is:

5, = %{2u+(n—1}d]
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21 Interest and depreciation

4. Example 1 (ldentifying an AP and evaluating terms and sums)

a) i. Consider the progression 6, 11, 16, 21, 26, 31, ...
This is an ap, since each term is obtained by adding 5 to the previous term,
Thus, @ =6 and d=5.
1i. The progression 54, 50, 46, 42, 38, .. is an ap, since each term is obtained by
adding =4 to {i.e. subtracting 4 from) the previous term.
Thus, a =54 and d =4.
b} To find the value of the 10th term and the sum of the first 12 terms of 6, 11, 16,
21, ..
First, identify the progression as an ap with: a = starting term = 6 and d = differ-
ence between terms = 5.
MOow: T, =a+{n-1Md
and with 4 =10k TIU =fH+(9)5 =51
That is, the 10th term of this ap has value 51.
Also: 5, = '_;'[ZH (=1 )d]

and with n =12: 5 5 = IT [2(6) + 11{5}] = 6{12+55) = 402,

In other words, the sum of the first 12 terms of this ap is 402.

5. Geometric progressions

A geomelric progression (gp for short) is a sequence of numbers, called ferms, in
which any term after the first can be obtained from its immediate predecessor by
multiplying by a fixed number, called the common ratio (r). The first term of a gp is
usually denoted by a.
For example, the sequence of numbers: 3, 12, 48, 192, etc is a gp since each term is
being multiplied by the same value (4 in this case) to obtain the next term in the
SCQuUEnce.
The progression takes the general form:
a, ar, art, ar’, ... etc

In the l."}l:EII'I‘I.Fl'II.'! above, a=3 and r=4, Eiving the progression as:

3, 34, 34X 34
or: 3, 12, 48, 192,
As with arithmetic progressions, it is convenient to be able to identify the value of a
particular term and to add together a set of consecutive terms.
The following formulae can be used for these purposes.
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Formulae for a geometric progression

If a geometric progression has sta rhing term a and common ratio r, then:

a) the n-th term is: T = ar™!
k) the sum of the first n terms is: 5, = alr —1)_all-r)
F=1 1=r
c) If Irl<1, then the sum to infinity is: §_ = IL
—r

For the gp: 3,12, 48, 192, ... etc (with a=3 and r =4):
i, the 7th term, T, = 3(47-1) = 3(4%) = 12288,

(check: 3+12+48+192 = 255)
and for the gp: 4, 2, 1, 0.5, 0.25, ... etc (with a=4 and r=0.5):

iti, the sum to infinity, 5_=—— = 4 - = 8§
g 1—r 1-05

6. Example 2 (Geomelric progressions)

a) i. Consider the progression
4, B, 16, 32, 64, 128, ..
This is a gp because each term is obtained by multiplying the previous term
by 2.
Thus, a=4 and r=2.
ii. The progression 16, 4, 1, 0.25, ... is a gp, since each term is obtained by multi-
plving the previous term by 0.25 {or, equivalently, dividing the previous
term by 4.)
Thus, a=16 and r =0.25.
b) To find the 11th term and the sum of the first 20 terms of the gp 4, 8, 16, 32, 64,

First identify the series as a gp, with a=4 and r=2.
Then, using T, = ar™, we have:
T] — 4{2}[] 1 4(2]1“ = 4594

alr" = 1)
IF —

, we have:

42% 1)

Also, using 5 =

S ~ 4,194,300
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21 Interest and depreciation

¢} To find the sum to infinity of the gp 16, 4, 1, 0.25, ... ete. Notice that a=16 and
r=0.25 (i.e. r<1).

Thus the sum to infinity, 5_ = 1 L—::.' 21.33 (2.

l-r 1-0.2F
As mentioned earlier, a knm\'h.-q.igv of progressions is necessary before various
topics which follow can be truly understood. Before dealing with interest tech-
niques however, it is useful to specify some common business terms, which will be
used from now on.

7. Some terms used in business calculations

a)  Principal amownd (). This is the amount of money that is initially being consid-
ered. It might be an amount about to be invested or loaned or it may refer to the
initial value or cost of plant or machinery. Thus if a company was considering a
bank loan of say £20000, this would be referred to as the principal amount to be
borrowed.

b)  Accrued amount {(A). This term is applied generally to a principal amount after
some time has elapsed for which interest has been calculated and added. It is
quite common to qualify A precisely according to time elapsed. Thus A!, A2, etc
would mean the amount accrued at the end of the first and second vears and so
on. The company referred to in (a) above might owe, say, an accrued amount of
E£22000 at the end of the first vear and £24200 at the end of the second year (if no
repayments had been made prior to this time).

c} Rate of interest (i), Interest is the name given to a proportionate amount of
money which is added to some principal amount (invested or borrowed). It is
normally denoted by symbol 1 and expressed as a percentage rate per annum. For
example if £100 is invested at interest rate 5% per annum (pa), it will accrue to
E£100 + (5% of £100) = £100 + £5 = £105 at the end of one year. Note however, that
for calculation purposes, a percentage rate is best written as a proporfion. Thus,
an interest rate of 109% would be written as 1 = 0.1 and 12.5% as 1 = 0,125 and so
.

d) Number of time periods (n). The number of time periods over which amounts of
money are being invested or borrowed is normally denoted by the symbol n.
Although # is usually a number of years, it could represent other time periods,
such as a number of quarters or months.

8. Difference between simple and compound interest

When an amount of money is invested over a number of years, the interest earned

can be dealt with in two ways.

a) Simple interest. This is where any interest earned is NOT added back to the prin-
cipal amount invested.
For example, suppose that £200 is invested at 10% simple interest per annum.
The following table shows the state of the investment, year by vear:
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21 Interest and depreciation

Amount on [nterest Cumulative
Year which interest earned amount
15 calculated accrued
] £200 10% of £200 = £20 £220
2 £200 10% of £200 = £20 £240
3 £200 10%% of £200 = £20 £260
oot

b) Compound inferest. This is where interest earned is added back to the previous
amount accrued.
For example, suppose that £200 is invested at 10% compound interest. The
following table shows the state of the investment, year by year:

Amount on Interest Cumulative
Year which interest earned amount
is caleulated accrued
1 £2000 105% of £200 = £20 E220
2 £22() 10 of £220) = £22 £242
3 £2472 109 of £242 = £24.20 £266.20
o B2t

The difference between the two methods can easily be seen by comparing the above

two tables. Notice that the amount on which simple interest is calculated is always
the same; namely, the original principal.

MNote that whether a principal amount is being invested |as in a) and b)] or borrowed
makes no difference to the considerations for interest.

?. Formula for amount accrued (simple interest)

If £1000 is invested at 5% simple interest (pa) then 5% of £1000 = £50 will be earned
every year.

I general terms, if amount P is invested at 100i% simple interest (per time period),
then the amount of interest earned per time period is given by Fi.

For the data given, P = 1000 (£) and 100:% = 5% (i.e. i = 0.05).

Therefore, the interest earned per year = Fi = 1000(0.05) = £50.

Also, if £3000 (P = 3000) is invested at a (simple) interest rate of 9.5% (i = 0.093), the
interest earned in any vear is Bi = 3000(0.095) = £285. Over a period of, say, 5 years,
the accrued amount of the investment would be given by: £3000 + S(2K5)] = £4425,
That is, the original principal plus 5 year's-worth of interest.

In general terms, if amount P is invested at 10065 simple interest, then the amount
accrued over n years is given by the following formula.
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21 Interest and depreciation

12.

13.

Accrued amount formula (compound interest)
A, =P(1+i)m
where:  An = accrued amount at end of n-th year
P = principal amount
i = (proportional} interest rate per year

n = number of years.

Notes on previous formula

a) The above formula can be transposed to make P the subject as follows:

A
{1+)"
5o that, given an interest rate and a time period, a principal can be found if the
accrued amount is known.,
For example, it some principal amount is invested at 12% (i = 0.12) and amounts
to £4917.25 (=A) after 3 vears (n =3), then P (the principal amount) can be found
using the above formula as:
P 4917.25 _ 4917.25

1.12° 1.4049
b) The standard time period for the calculation of interest is usually a year. Hence,

from this point on, the value of n {the number of time periods) will be assumed

to be a number of years unless stated otheriise.,

=£3,500

Example 3 {using accrued amount formula to solve simple problems)

a) What will be the value of £450 compounded at 12% for 3 years?
Here, P=430;i = <= =0.12and n =3.
Therefore A = P(1 + {)" = 450(1+0.12)* = 450(1.12)" = £632.22

b} A principal amount accrues to £8500 it it is compounded at 14.5%% over & years,
Find the value of this original amount.

Here it is necessary to use the inverted formula, since P needs to be found.

With A=8500, i=0.145 and n =6 (and using the formula in section 11{a)):

A 800 SSIZI'E'__lJ
(140" (1+0.145)°  1.145°
That is, £3772.12 needs to be invested (at 14.5% over & years) in order to accrue to
£8500,

we have; P= 77212

Notes on calculations involving compound interest

a)  Using compond interest fnbles,
Appendix 1 gives an example of how compound interest tables are set out. The
rows marked ‘'C" (for compounding) give a multiplier, which is the exact value
of (1+:1)7,
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b)

c)

For example, if the interest rate was 13% (i=0.13) and the number of years
invested was 7 (=n), then looking along the C row at 13% and the n =7 column
vields the value 2.3526.
This means that (1+0.13) = 2.3526. Thus, if £2500 was invested at 13% for 7
vears, the accrued amount could be calculated as £250002 3526) = £5881,50.
Similarly from tables, 11 vears at 26% gives a multiplier of 12.708. Therefore,
if £6000 was invested at 26% over 11 years, it will accrue to £6000{(12.708) =
£76,248. (0.
Calculntor bechnique
The constant facility on calculators can also be used when evaluating expressions
such as (1+4}". For example, to calculate (1.045), the following keys should be
pressed:

1045 o = = =
The ‘times’ (x) sets up the constant facility, the first ‘=" generating 1.045%, the
second "= generating 1.045%, and so0 on.
For all values of n, the ‘=" needs to be pressed one less time than the value of n.
Thus to generate the value of 1.065%, after keving in 1.065 followed by ‘x", the
‘=" key needs to be pressed 24 times!
Determining 1, given A, P and n.
The accrued amount formula can also be arranged to give:

- 1
. A l A ]lr
l+4i= tl—=|—
VPP
Calculators that have an ‘2¥ function can cope with this easily, but if this func-
tion is not available, logarithms must be used as follows:
. A
i. Find the l“'t‘:- of F .
ii. Divide the above value by n.
iti. Find the anti-log of the result {to give the value of 1+4).
An example of this technigue follows.

14. Example 4 [Finding an inferest rate, given the principal, amount accrued

and time|

Question

Find the interest rate NECesSary for 20000 to acorue to £500000 in 12 VEars,

Answer

Here, P = 20000: A = 50000 1 =12. To find the value of @

A aloD B

Niow, 7™ 30000 " 2.5 and, from 13 ¢) above: 1+i= '§2.5
(i} The log of 2.5 is 0.3979 (trom log tables)
i) 82972 _ 00332

i

{iii} The antilog of 0.0332 is 1.08 (2D, from log tables)
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15.

Thus 1+ i = 1,08, giving i = 0,08,

The interest rate required is 8%,

Example 5 (Value of an accrued amount of a number of equal payments)

Queshion

A tirm Flﬂ]‘lﬁ- to invest an amount of money at the I:l-i-_-ginnjngI of every year in order
to accrue a sum of £100,000 at the end of a five vear period. What is the value of the
amount, if the investment rate is 14%7

Answer

Note that money is being invested as a series of equal payments and nof as a single

principal amount.

Let the amount invested at the beginning of each of the five years be B (in £),

The first payment of B accrues to B(1.14) (since B will have been invested for 5

Vears).

The second payment of B accrues to B(1.14)* ... and so on.

But the sum of the separate accruals must add to 100,000, That is:

100,000 = B(1.14 + B(1.14)*+ B(1.14)° + B(1.14)* + B(1.14)

L. 100,000 = B(1.14 + 1.14% + 1.14% + 1.14% + 1.14%),

There are in general two ways available for calculating the value of the terms

within the brackets:

a) by evaluating each term separately, which can be done using a calculator or
compounding tables;

b} by using the fact that the terms form a gp and evaluating their sum using the
formula of section 4{b). [Note that the terms do form a gp since each term is
being multiplied by 1.14 to obtain the following term.]

Evaluating the terms in the brackets using method o) gives:

1.14 + 1.2996 + 1.4815 + 16890 + 1.9254 = 7.5355
{using compounding tables),

Evaluating the terms in the brackets using method b} gives:

a gp with a = starting term = 1.14; r = common ratio = 1.14 and # = number of
terms =5

MNow: 5 _ (1.1431(1.14)" =1]

1.14 -1
7.5355 |agreeing with method a) above|
Thus: 100000 = B(7.5355),
1 L0
7.5355
£13270.52

In other words, the firm would need to invest £13,270.52 at the beginning of each
VLA,

-l

giving: B
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16. Nominal and effective interest rates

a)

b}

)

It is normal practice in business and commerce to express rates of interest as per
annum figures, even though the inferest may be compounded over Hme periods of less
Hran a year. In this tvpe of case, the given annual rate is called a nmominal rale.
Compounding may be six-monthly, quarterly, monthly or daily. The actual
annual rate of interest, called the effective rate or actual percentage rate (APR), will
always be greater than the nominal rate.,

For example, suppose the nominal rate of interest is 107, but interest is being
compounded six-monthly. This means that interest is being charged at 5% pe
six months. Thus, if £100 was to be invested, it would be worth £[100(1.05)] -
£105 after the first six months. Then this £105 would be invested for a further
six months at 5% and would be worth £[105(1.05)] = £110.25 at the end of a year.
In other words, £100 has grown to £110.25 after one year, giving an effective
interest rate, or APR, of 10.25"% {and nol 107},

The standard method of determining the APR is to make the effective time
p.riod equal to the compounding period and actually compound over a period
of a year. Examples of this follow.

17. Example 6 (Problems involving effective interest rates)

al

bl

£100 is subject to interest at 127, compounded quarterly. What is the accrued
amount atter one year?

Fii
The actual interest rate per quarter is 2% 30 - oo Thus, £100 must be

cump{}u:nq:[::d at (.03 tor tour quarters.

Therefore, the accrued amount is; 100{1.03)* = 112.55 = £112.55. (Note that this
15 not the same as £100 for one year at 12%, which would have accrued to only
£112.)

A finance company advertises money at 22% nominal interest, but compounds
monthly.

To find the APR, we can proceed as follows,

-
Proportional annual (nominal) interest rate = ]‘-IUEEI]' =1.22

Proportional monthly interest rate = % = (L0183 (47},

Thus, £1 invested would accrue (over 12 months) to £1(1+0.0183)} = (1.0183)!4
= 1.24 (2D}

That is, £1 would accrue to £1.24 after one year.

Thus the etffective rate (APR) is 1.24 -1 =0.24. i.e. 24'%.

Note: The discrepancy between the nominal rate and the APR gets larger as the
number of years increases,

The following section gives a general formula for calculating APR.
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18. Formula for calculating APR

19.

Formula to calculate APR

Given a nominal annual rate of interest, the effective rate or actual
percentage rate (APR) can be calculated as:

1+{| -1
H

where: [ = given nominal rate (as a proportion)

APR =

n = number of equal compounding periods in one year,

Thus, for example:
a) 10% nominal, compounded quarterly, has APR = (1.025)* - 1 = 0.1038 = 10.38%
b} 24% nominal, compounded monthly, has APR = (1.02)" - 1 = 0.2682 = 26.82%

Example 7 (To calculate principal amount and APR)

Question

A company will have to spend £300,000 on new plant in two years from now.
Currently investment rates are at a nominal 10%.

a) What single sum should now be invested, if compounding is six-monthly?

b} What is the APR?

Answer

a) Since compounding is six-monthly, the investment (F, say) must accrue to a
value of £300,000 after four six-monthly periods. Note also that the interest rate
tor each six-month period is (10/ 2)% = 5%,
Using the compounding (accrued amount) formula, 300000 = P(1+0.05)*

and re-arranging gives: P = = 246810.75

1.05*
That is, the amount to be invested 1s £246,510.75.

b) Using the previous APR formula:
APR  ={1+0.05)¢ -1 =(1.05) - 1 =0.1025 = 10.25%

20. Depreciation

Depreciation is an allowance made in estimates, valuations or balance sheets,
normally for “wear and tear”.

It is normal accounting practice to depreciate the values of certain assets, There are
several different techniques available for calculating depreciation, two of which
are;

a} Straight line (or Equal Instalment) depreciation and

bl Reducing balance depreciation.

These two methods can be thought of as the converse of the interest techniques

dealt with so far in the chapter. That is, instead of adding value to some original
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21.

principal amount {(as with interest), value is taken awayv in order to reduce the
original amount, Fi-tr.lighl line depreciation is the converse of simple interest with
amounts being subtracted (rather than added), while the reducing balance method
is the converse of compound interest.

Straight line depreciation

Given that the value of an asset must be depreciated, this technique involves
subtracting the same amount from the original book value each year. Thus, for
example, if the value of a machine is to depreciate trom £2500 to £500 over a period
of five years, then the annual depreciation would be £{2500-500)+5 = £400. The term
‘straight line’ comes from the fact that 2500 can be plotted against year 0 and 500
against vear 5 on a graph, the two points joined by a straight line and then values
for intermediate yvears can be read from the line. See Figure 1.

Figure 1

22.

Straight line depreciation of the value of a machine

3000
1 Initial value = £25(K)

|
1'||'rﬁJ.l.I1'.’ E.E] | .\

2000 N

|
|
1000 4 yalue at end of

year 2 =£1700

\\“\« Final value = £500
e

1 1 T 1 Year

() I ,

Reducing balance depreciation

We already know that to increase some value P by 10005, we need to calculate the
quantity P(1+1), and if this is done n times, successively, the accrued value is given
by P(1+f)n (from section 10},

A similar argument is applied if we need to decrease (or equivalently depreciate)
some value B say by 100%. Here, we need to calculate B(1-i). Notice that the multi-
plier is now 1-i, rather than 1+, If the depreciation is carried out successively, n
times, the accrued value will be given as B{1-1)".

For example, £2550 depreciated by 157 is £255(H1-0.15) = £2550(0.85) = £2167.50.
Also, if £255) was successively depreciated over four time periods by 15%,

the final depreciated value = £2550(1-0.15)* = £2550(0.85)* = £1331.12.

Reducing balance depreciation is the name given to the technique of depreciating the
book value of an asset by a constant percentage.
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21 Interest and depreciation

23. Formula for reducing balance depreciation

Reducing balance depreciated value formula

If book value B is subject to reducing balance depreciation at rate 1004%
over n time periods, the depreciated value at the end of the n-th time period
1s given by:
D = B(1 -i)"
where: [ = depreciated value at the end of the n-th time period
B = original book value

i = depreciation rate (as a proportion)

n  =number of time periods (normally years).

PR —

Note that by re-arranging the above formula, any one of the variables B, i and n
could be found, given the other three.

For example: B = “L]'_ [giuing Bin terms of 1, i and n)
_l' b

Thus if the depreciated value {D) of an asset was £5378.91 after three years' depre-
ciation at 257, the original book value can be calculated as:

B = £ 2378.91
0.75°
= E12,750,
Alsa, since: {(1-1)" = D
B
N N
then: (1-i)= ;;,I-E (giving 1-i in terms of D, B and n)

24, Example 8 (Reducing balance and siraight line depreciation)

Gluestion

A mainframe computer whose cost is £220,000 will depreciate to a scrap value of

E12000) in 5 years.

a) If the reducing balance method of depreciation is used, find the depreciation
rate.

b) What is the book value of the computer at the end of the third year?

¢} How much more would the book value be at the end of the third vear if the
straight line method of depreciation had been used?

Answer

Variables given are: I = 12000, B = 220000, n = Sand & = 2200 _ 5 0545

E 220000
al Now 1-i = 300545
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The right-hand side of the above expression can be calculated using either a calcu-
lator {which has an ¥ function key) or using logarithms. For revision purposes,
the method using logarithms now follows.

b}

c)

We have, log(0.0545) = 2.7364
27364 _ (5+3.7364)

and: - - :
= 1.7473
Ht‘[ﬂ"}r‘, ﬂl‘liilt‘l-!.'; '[T.?f-l-?.'ﬂ (5589,
Therefore, 1-i =(1.5559
and so i =0.4411.

Thus the depreciation rate is 44,117,
The book value at the end of year 3 is given by: B(1-)3 = 220000{0.5589)"
= £3848,

Using the straight line method, the annual depreciation is:

£(220000 — 12000)

= £416(M)
5

Thus, after three years, the book value would be: £{220000 - 3{41600)] = £95200.
50 that the book value, using this method, would be £]95200-38408] = £56792 more
than using the reducing balance method (at the end of the third year).

25. Summary

a)

b}

d)

e)

An arithmetic prog ression takes the form: 4. a+d. a+2d, g+34d. ... elc,
i. Thenthterm, T, =a+ (n-1}d

ii. Sum of first n terms, 5_ = ;[IH +(r—1)d|

' ' il
A geometric progression takes the form: g, ar, ar®, ar, .. ete.
i. Thenthterm, T =ar" ]

" atr" =1} _al1-r")

it. Sum of first n terms, § =
' r=1 1-r

. bSum to infinity, 5. = ﬁ

Simple interest is where the interest earned is not added back to the original
principal for calculating future interest,

Accrued amount after yearn, A, = P(1 + i.n).

Compound interest is where the interest earned is added back to the original
principal for calculating future interest,

Accrued amount after vear n, A_ = P(1 + )",

Interest rates are usually quoted as nominal annual rates, even though the
compounding period may be a proportion of a year.
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2.

aj
b)

c)
d)
el
f)

2)

27.

iad

i

=1

Ettective annual rate (or APRE) can be calculated as:

ALPH=[1+L-‘ -1
M

where 100i% is the given nominal (annual) rate and » is the number of

compounding periods in a year.

f}  Two common methods of depreciation are:

1. Straight line: where the same amount is deducted from the original book
value each vear.

ii. Reducing balance: where the same percentage is deducted from the original
book value each year (the opposite of compound interest) and depreciated
value at end of n-th year is given by:

[ = B(1 = iy

Student self review questions

What is the essential ditference between arithmetic and geometric progressions?
13,5]

If a geometric progression has starting term # and common ratio r, what is the
expression used to calculate the sum of the first n terms? [5(b)]

Explain the terms P, A, { and n, that are commonly used in interest calculations. [7]
How does simple interest differ from compound interest? [8]

State the formula for the amount accrued after compounding principal P at rate
100¢% for n years. [10]

What is an “effective’ rate of interest {(or AFR)? [16])

What iz ‘reducing balance’ depreciation and how is it connected with compound
interest? [22]

Student exercises

Find the 15th term and the sum of the first 15 terms of the progression:
25,811, ..

Find the sum of the progression:
1.00, 1.04, 1.08, ..., 2.12, 2.16

Find the sum of the first 20 terms of the progression:
44, 40, 32, 24, ..,

Find the 8th term and the sum of the first 8 terms of:
1,39 27, ...

Find the sum (to 2D of the first 15 terms of-
1, 1.03, (1.03)%, (1.03)7, ...

Find the sum to infinity of the geometric progression:
14, 14(0.8), 14(0.8)%, ...

E1200 is invested at 12.5% simple interest. How much will have accrued after 3
years?
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10.

11.

12,

13.

16.

17.

15.

19,

Find the amount of:

a) E£480 compounded at 147 over 5 years.

b} £1240 compounded at 11.5% over 12 years.

After 3 vears, what principal value will amount to £1100 at 8% compounded?

£10000 was compounded at 12.5% and amounted to £52015.80. How many years

did it take?

What percentage compound interest rate (to 203} will treble the value of an invest-

ment over a period of 5 years?

A firm borrows £€6000 from the bank at 13% compounded semi-annually. If no

repayments are made, how much is owed after 4 years?

MULTI-CHOICE, A loan company advertises that it charges 1% per month interest,

What is its actual {or annual) percentage rate over the period of one year?

a) 11.2% by 120% o 124% d) 12.7%

A loan company advertises money at 18% (nominal). What is the APR ({to 2D), if

compounding is (a) semi-annual (b} quarterly (¢} monthly?

MULTI-CHOICE. The market value of a multi-national company falls from £46

billion to £5 billion in just 3 years. The average annual depreciation in company

value is closest to:

a) 45% b)Y 50 o) el d) 1000

A special council amenity costs £500,000 and its useful life is planned over 25 years.

If the reducing balance depreciation method is used at a 104 rate, what is the book

value of the amenity at the end of its life?

MULTI-CHOICE. A £20,000 new car depreciates in value by 207 + 2% each year

{year end). The car depreciates by the ‘reducing balance method’, which means that

a constant percentage is applied each year to the written-down value. After 3 years,

the car’s value is most accurately estimated by:

a) between £9,.491 and £11,027 b) £10,240 + £1,024

o) £10,240 + £205 d} between £12,168 and £13,448

A company buys a computer for £125,000 and houses it in a specially constructed

suite at a cost of £20,000,

a) 1f the computer depreciates at 257 (reducing balance) and the suite apprecates
at 5% (compound), what is the book value of suite and computer after 5 years?

b) Taking computer and suite together and using the reducing balance method,
what is the overall depreciation rate?

A firm invests £4000 per vear {(at the end of every year) at 8% compound to meet

a fixed commitment at a particular time. If the commitment is £15000 to be paid in

exactly three years from now, what single sum invested now needs to be added in

order to meet the commitment?
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1. Introduction

This chapter describes the technique of present value and how it can be applied to
future cash flows in order to find their worth in today’s money values. This in turn
enables discounted cash flows to be calculated for investments, leading to descrip-
tions of the main methods of investment appraisal.

2. Present value

Suppose money can be invested at 10%. Then £100 could be invested and be worth
£110 in one year’s time. Put another way, the value of £110 in one year’s time is
exactly the same as £100 now (if the investment rate is 10%). Similarly, £100 now has
the same value as £100(1.13 (= £121) in two years time, assuming the investment
rate is 10%. This demonstrates the concept of the present value of a future sum.To

state the above ideas more precisely, if the current investment rate is 109, then:

the present value of £110in one years time is £ -1—1-{-]- = £100

similarly, the present value of £121 in two years time is T‘Il = £100

and so on. '
The investment rate, used in this context, is sometimes referred to as the discount
rate.
In the following section, the above technique for calculating present value is gener-
alized to give a formula and then followed by some examples.

3. Formula for present value

Present value formula
The present value of amount £A, payable in n year's time, subject to a
discount rate of 100¢7% is given by:
A
T (1+0)"

where: P = present value
A = amount, payvable in n year's time
i = discount rate (as a proportion)
n = number of time periods (normally years).

The above formula is a simple re-arrangement of the formula given for calculating
an accrued amount using compound interest [u:ha]:rte:r 21, section 10).

4. Use of discounting tables

1
(1+1)"

The quantity is sometimes known as the present value factor or discount

factor.
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22 Present value and investment appraisal

Appendix 1 gives tables showing the values of the discount factor (these are
the rows marked ‘I¥) for a wide range of values of { and »#. These are known as
discounting tables,

As an example of their use, suppose the discount rate was 14% (Le. i=0.14) and the
number of years (or other periods of time) involved was n=4.

Looking along the [ row for 14'% and down the n=4 column vields the value
(0.5921.

This can be translated as: = {).5921

(1+0.14)*
Suppose we wanted to find the present value of £1500 in & years’ time, subject to a
discount rate of 197,

The discount factor {from tables, with D=19% and N=6) is 0.3521.

Therefore, present value = £1500{0.3521) = £528.15.

5. Example 1 |Present value)

Gluestion

A department store advertises goods at £700 deposit and three further equal annual
payments of £500. If the discount rate is 7.5'%, calculate the present value of the
goods,

Answer

There are four payments to consider, but the first (£700) is payable now and thus its
present value is the same as its face value. The other three payments of £500 have to
be discounted over 1, 2 and 3 vears respectively, using rate 7.5% = (0075,
Therefore:
Initial deposit Present value of
\ 2nd payment

\ 4

S(M] 500 S0
Present value of goods = EJ 700+ ]

= +
1075 1075 10757

/ N\

Present value of Present value of
st payment Ird payment

ie. Present value of goods = £] 700 + 500(0.9302 + 0.8653 + 0.8050) |
= £] 700 + 500{2.6005) ]
= £2000.25
Mote that £2000.25 could be considered as the equivalent cash price of the goods.
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6. Present value of an interest-bearing debt

When an amount of money is borrowed it will attract interest at an appropriate
borrowing rate. If no intermediate payments are made, at the end of a period the
debt, plus interest, must be repaid as a lump sum. The present value of amounts
such as these are often required.

Given that the amount borrowed is P at 100i% compounded for n vears, the debt
will amount to P(1+i)". If the investment (discount) rate is 100/%, the debt will have
to be discounted at this rate back over the n years. Thus, the present value of the
interest-bearing debt is given by the following,

Present value of an interest-bearing debt
P{1+0)"
(1+ )"

where: = proportional borrowing rate

PV

i = proportional discount rate
P = original amount borrowed
n = number of ime periods (normally vears).

MNotice that, since the borrowing rate will always be greater than the investment
rate, { = ]. .

_ PO+

So the ratio W will always be greater than 1.

In other words, PV (the present value of the debt) will always be greater than P (the
original amount borrowed}.

7. Example 2 (Present value of an inferest-bearing debf|

Gluestion
Find the present value of a debt of £2500 taken out over 4 vears (with no inter-
mediate repayments) where the borrowing rate is 12% and the worth of money
(discount rate) is 9.5%.

Answer

The maturity value of the debt is £2500{1.12) = £3933.80.
Thus the present value = M = £2736.25

{1.045)
In other words, the original debt of £2500 will cost £2736.25 (in today's money
terms) to repay.
Thus, it can be considered that the real cost of the debt is £2736.25 - £2500 = £236.25
(in today's money terms).
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8. Capital investments

For the purposes of this manual, a capital investment is a project which consists of:

a)  Aninitial outlay of capital.

bl A set of estimated cash inflows and outflows over the life of the project.

¢} Optionally, a resettlement figure, which might be caused by resale of plant or
shares, or a cash settlement to clear any liabilities incurred.

There are many wavs of appraising and comparing capital investments. Two

methods, both using discounting lechnigues, covered in the following sections are:

i. discounted cash flow and net present value;

ii. internal rate of return.

9. Discounted cash flow

The discounted cash flow technique of investment appraisal involves calculating the
sum of the present values of all cash flows associated with a project. This sum is
known as the sef present value (NPV) of the project. The cash flows are normally
tabulated in net terms per year and the standard presentation is shown in the
following example,

10. Example 3 [Net present valuel

Cluestion

A business project is being considered which has £12000 initial costs associated
with revenues (ie. inflows) over the following four years of £8000, £12000, £10000
and £65(0 respectively. If the project costs (i.e. outflows) over the four years are esti-
mated as L8500, £3000, £1500 and £1500 respectively and the discount rate is 18.5%,
evaluate the project’s NPV.

Answer

The project’s cash flows are tabulated in Table 1 (following page) and the discounted
cash flow table (Table 2) is shown, yielding the net present value of the project

11. Notes on Example 3

a) It is normal to include a "discount factor” column, whether or not the values
have been obtained using a calculator, given in an examination or read from
tables.

b} The figures in the ‘year’ column are normally understood as “end of year’, in
particular the first value, 0, being interpreted as 'now’ {i.e. ‘end of year ().

¢} Bracketed figures indicate negative amounts.
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Table 1 Business project cash flows

Year Cash inflow  Cash outflow Net cash flow
{a) (b) {a) —(b)
[ - 12000 {12000}
1 8000 8500 (300)
2 12000 000 QOO0
3 10000 1500 8500
4 6500 1500 S000
Table 2 Business project discounted cash flow table
Year Met cash Discount factor  Present
flow at 18.5% value
0 (12000) 1.0000 (1 2000.00)
1 (500) 0.8439 (421.95)
2 SO0 0.7121 G408, W)
3 B (.ed10 5108.30
4 D) 1.3071 2335.3)

12,

MNet present value = 163095

Interpretation of NPV
NPV can be interpreted loosely in the following way:
NPV =0 - project is in profit (i.e. worthwhile)
NPV =0 = project breaks even, and
NPV < 0 - project makes a loss (i.e. not worthwhile).

However, it is important to understand fully the phrase ‘project breaks even’.
Comsider the following example. Suppose we have £100 to invest in a project which
returns a single inflow of £110 in a year's time, where the investment rate is 10%. If
we put discount rate = investment rate = 10%, this will yield an NPV of zero. Thus
breaking even here means that the return from the project is no better than a safe
investment of the original capital {(at 10%). Another way of interpreting this is that
the project earns exactly 10%.

In other words, if the NPV of any project is negative, this means that the project does
not earn as much as the discount rate (used in the calculations). Conversely, if the NPV
is positive, this means that the project earns more than the discount rate.

Interpretation of NPV

NPV =D = project earns more than the discount rate
NPV =0 -» project earns the same as the discount rate
NPV =0 - project eamns fess than the discount rate.

Note that the discount rate is that rate which is used to discount the cash flows.
Also, taxation and inflation have been ignored in the above interpretation.
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13. Example 4 |Net present value

Qluestion

It is estimated that an investment in a new process will cause the following cash
flow {in £):

End year {l 1 2 3 4 5 fy
Cash inflow 15000 20000 20000 20000 20000
Cash outflow 60000 10000

The firm wishes to earn at least 15% per annum on projects of this type. Calculate
the Net Present Value of the project and comment on the course of action to be
taken,

Answer

With respect to a discount rate of 15%, if the project earned exactly 157% per annum,
the NPV would be zero.
Thus a positive NPV (obtained using a discount rate of 15%) would signify that the
return on the project is higher than 15% and, on the criterion of present value, the
firm should initiate the project. However, if the NPV is negative, the firm should
not proceed with the project.
The discounted (at 157 ) cash flow is shown in Table 3.

Table 3 Discounted cash flow table gt 15%

Year MNet cash Discount Present value
flow factor at 15%
0 {60000 1.0000 (HO000.00)
1 {10000} {1.8696 (BEDG.00)
2 15000 0.7561 11341.50
3 20000 0.6575 13150.00
4 200600 05718 11436,00
3 20060 0.4972 9944.00
i 200600 0.4323 Bodn 00

Net present value = (14178.50)
Since the NPV is negative and comparatively large, the project clearly earns much
less than 153% and hence would not be considered.

14. Internal rate of return (IRR)

The Internal Rate of Refurn (sometimes referred to as the “Yield') is an alternative
method of investment appraisal to Net Present Value.

Internal rate of return

The Internal Rate of Return (IRR) of a project is the value of the discount
rate that gives an NPV of zero.

307



22 Present value and investment appraisal

Alternatively (and more to the point when projects are being compared) it can be

translated as the rate that o pmjr.:‘t 2AFNS,

In Example 4, the IRR would work out at much less than 15%, since the NPV (calcu-

lated at a discount rate of 15% ) was negative. Example 5 calculates this IRR.

There is no precise formula for calculating the IRR of a given project. However, it

can be estimated (using a linear interpolation technique) either:
a) graphically, or
b} by formula.

Both of these techniques need the the NPV calculated using two different discount

rates and these techniques are explained in the following two sections,

15. Graphical estimation of IRR

In order to estimate the IRR of a project graphically:

a) scale the vertical axis to include both NPVs;

b) scale the horizontal axis to include both discount rates;

¢} plot the two points on the graph and join them with a straight line;

d) identify the estimate of the IRR where this line crosses the horizontal (discount

rate) axis,
This technigue is demonstrated in Figure 1, using the following project results:
discount rate 15% yields an NPV of £14000;
discount rate 17% yields an NPV of —£7000.
Figure 1 Graphical estimation of IRR
Estimating an IRR graphically

20000 4 NPV
10000 -
Estimate of
IER = 16.33%
0 4= T T — T T ' LI ™
14 15 16 17 18 19
Discount rate
-10000

From Figure 1, the estimated value of the IRR for this project is seen to be 16.33%.

This graphical techni.que can be used with any two discount rates and their respec-
tive NPV values. (However, see section 22 for a note on the case of the NPVs being

both positive or both negative.)
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16. Estimation of IRR by formula

The exact formula equivalent of the graphical linear interpolation method is now
given:

Formula for estimating IRR
IRR NI, = N,
N, - N,
where: discount rate II gives NI'W ."'-.'.I

and: discount rate [, gives NFV N,

Using the example given in the previous section:
discount rate 157 yields an NPV of £14000 {i.e. [,=0.15 and N =14000);
discount rate 17% yields an NPV of -£7000 (i.e. [,=0.17 and N,=-7000),
we have:

RR - (14000)0.17) - (-7000)0.15)

140000 — {~7000)
2380 + 1050
21000

=0.1633
That is, an estimate of the IRR is 16.33% (agreeing with the result obtained in the
previous section),
Note: The I values substituted into the formula can be either proportions (as used
above) or percentages.
Example 5, which follows, demonstrates the use of this formula from a discounted
cash flow table.

17. Example 5 [Internal rate of return)

Gluestion
Using the cash flows of Example 4, (where the firm wishes to earn at least 15%
p.a. on this type of project), calculate the NPV corresponding to each of the two
discount rates 67 and 9. Estimate the Internal Rate of Return for the project and
interpret the result.

Answer

When calculating the NPVs of a project using two separate discount rates, it is
worth combining both sets of calculations into a single table. The dual discounted
cash flow table for the project in question is shown in Table 4.

309



22 Present value and investment uppruisul

Table 4 Discounted cash flow table

MNet Lhscount Lhscount
Year Aow factorat  Present factor at  Present
&, value O value
i (60000} 1.O00 {RO000) 10000 (60000.00)
1 {10000} {(.9434 {9434) 0.9174 (9174.00)
2 | 5000 ().890K) 13350 0.8417 12625.50
3 20000 0.8396 16792 07722 15444.00
4 200000 (7921 15842 0.7084 14165,00
3 200K (17473 14946 64499 1299800
& 20000 0.7050 14100 0.596:3 1192600
559 (201 2.50))

Using the formula to estimate IRR, we have:
1, =6; N, = 5596 and I, = 9; N, = -2012.5
and thus:
_ Ih'qr|I3 - N.E'h
Jh"lr] - Nl
~ (5596)(9) - (-2012.5)(6)
5596 - (~2012.5)
50634 + 12075

7608.5
=8.21%
The Internal Rate of Return is thus 8.21%, which is below the 15% required.
Therefore the project showld be rejected.
(The value of 8.21% obtained above should be checked, using the graphical method,
as an exercise.)

IRRE

18. Comparison of projects

There is no universal formula for deciding which one of a number of projects is the
best, Sometimes a choice will be obvious, and at other times not so clear, depending
on a particular company’s circumstances with regard to factors such as:

a) whether capital is available or whether it needs to be borrowed,

b) the ability to pay rates of interest,

c) general liquidity,

d} uncertainty of estimated flows.

However, given that the above factors are not markedly different for two or more
similar projects, both NPV and IRR can be used to compare them.

The following section describes how this can be done.
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19. Comparison of appraisal techniques
a) NPV.

It is normal to choose that project which has the largest NPV as the most profit-
able. The NPV technique is most suited to those projects which have a similar
pattern of cash flows over the same length of time.
The advantage of using this method of appraisal is that it is practical and rele-
vant in that it discounts net cash flows, and (if necessary further adjustments
can be made to take account of factors such as inflation and taxation. Another
point in its favour is the fact that it gives results in (real) money terms, which
is useful if the scale of the projects (i.e. how much money is involved} is impor-
tant. A disadvantage is that it relies on the choice of a discount factor. In certain
cases (for example, where negative cash flows occur during the life of a project),
changing the discount rate might change a previous choice of project.

b) IRR.
Using this method, the project which has the greatest IRR is chosen. One
advantage of this method of investment appraisal is that it does not depend
on any external rates of interest (remember that the NPV method depends on
the choice of a discount rate). A particular disadvantage though is the fact that
the IRR returns a relative (percentage) value and thus does not differentiate
between the scale of projects. That is, one project could involve cash flows in
units of 100,000, the other in units of £100 (which might be of significance for
some project comparisons). This would be taken no account of using the IRR
method.

Note that in most cases where two or more similar projects are being ranked in

order of preference, the methods of IRR and NPV will generally agree on the best

project, but this is not a hard and fast rule.

20. Example 6 [Comparison of investments)

Question
The tollowing two capital projects, involve the purc‘ham;-, use and final disposal of
two machines 4 and B.
Initial Met cash flows
cost .
Year ] Year2 Year3 Yeard
Machine A SO000 25500 24500 17000 14000

Machine B 45000 12500 15500 21000 38000
Note that vear 4 includes scrap values of £5000 for machine A and £4000 for
machine B,

Choose between the two projects using each of the following methods in turn:
a) Net Present Value — using a cost of capital of 22% (and 287).
b) Internal Rate of Return — estimate its value using the results of a).
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Answaear

Tables 5 and 6 show the calculations for the required costs of capital.

Table 5 Cash flowes machine A

Met Dhiscount Discount
Year  flow factorat  Present factor at  Present
o value 8% value
{ (50000} 10000 {SO000.00) 1.0000 (S0000.00)
1 25500 (L8197 2090235 07813 1992315
2 24500 (L6719 16461.54 0.6104 14954.79
3 17000 (L5507 9361.90 0.4768 10559
4 14000 (L4514 631960 0.3725 5215.00
304540 (1801.45)
Table 6 Cash flowes machine B
MNet Discount Discount
Year flow factor at Present factorat  Present
22% value 28% value
1] (45000) 10000 (45000.00) 1.0000 (45000.00)
1 12500 0.8197 10246.25 0.7813 976625
2 15500 (L6719 10414.45 0.6104 046119
3 21000 (.5507 11564.70 0.4768 10012.80
4 38000 0.4514 1715319 0.3725 14155.00
4378.60 (1604.75)

al At rate 22%, machine B has the highest NPV and thus would be chosen as best. (Note
also that at rate 28%, machine B has the highest NPV.)
b)  For machine A, I,=22; N =3045.40; [,=28; N,=1801.45

(3045.4128) - (-1801.45)(22)

and estimate of IRR = 3045.4 — (-1801.45) 25.8%
For muachine B, Ii=22; |""-|':|=43?E.EIU; IE=IH; |"'u':= =1B0d. 75
and estimate of IRR = (4378.6){28) — (-1604.75)(22) = 26.4%

4378.6 - (-1604.75)
Thus, machine B has the highest rate of return, at 26.4%, and thus would be chosen
as best, agreeing with the choice in a}). Overall, machine B is clearly the best choice,
Of particular value, as noted earlier, is the ability to try out ‘what if” scenarios.

The spreadsheets on the opposite page show (with formulae) the layout for the
various NPV, and the two separate IRR, calculations of the above worked example.
They are laid out slightly differently to the tables above, simply to facilitate
formulae presentation. Clearly, as can be seen, this particular presentation is just as
clear as the tables above.
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22 Present value and investment appraisal

Note that the direct calculations involved in the spreadsheet avoid the compounded
errors inherent in the practical (via calculator) technique used above which are
mainly due to the rounding in the discount factors. This results in the spreadsheet
‘PVals’ differing slightly to the ‘Present Value' figures in Tables 5 and 6.

i Chll-pgh e =
Al B ] C | [] | E | F I [ I | H I |
Cm ﬁ
| Z | IRR w5t i = 25.8 !
3 zz 6
& |vear MelFlowh  Pal Pislis
| & | 0 (%0,000) {S0,00000) {50,00000)
[ & | 1 25500 2050164 1992188
£ 24500 1648063  149536)
I 17,000 938202  8,106.23
| 9 | 4 14000__ 631959 521541
[ 100 | Tetal 3,04387 (1,B0ZET)
i1
(12
BB est B = 26.4
ﬁ 22 Fd
Year MeiFiowd  PYWIE ]
(16| O (45,0000 (45000000 {d45,000000)
(17| 1 12500 10,24590 76563
(18| = 5500 1041387 (&0 45
19 o210 000 1156484 100 ESE
4 38,000 17,1 17 141 I
Tadnl 4, 1,604 24
[ 0], Sheat 1 [ Sheei 17 7 ShewiZ [ Shesid [ ] 10';
= Ch22-eqgh
: a [ 8 ] 4 | [ |
i IRResta = =100%(C1O0*D3/100-010%CS/100)/(CI0-D10)
22 ZB
| A |vear MetFlowa  PYalA Fali
|5 |0 -50000  =BS =BE
1 25500 sBE 1085/ 1000 “$as =BeS( 1« D35/ 100) A8
2 24500 =BTV 085/ 100) $AT =BT 1+ D3/ 100) " $AT
3 17000 sBE/1+CE5/100) S4B =EE4( 1+ D33/ 100) 548
4 14000 =B9/{ 1+ L85/ 100) “$a0 =E0/( | + D43/ 100) " $A9
|10 | Tatal =SUFICS L9} wSUMI05.09)
]
|12 |
3 iERest B e =iGO%(C21%014/100-021*Ci4/100)A{C21-D21)
=[5 =03
'I{'Mr Meifiowll  Evall FralE
(A6 |0 -45000  «BIE =B16
(17 ]! 12500 ~B17/{1CEI/100) 3417 =E1 7401+ D83/ 100) 3417
1B |z 15500 =BI1B/ 1CEL/100) “LA18 =B 18501+ DE5/ 100) $A18
19 |3 21000 =B19/0 1-CE3/100) “$A19 wB19A0 1+ DES/ 100) “$419
4 28000 =B20/¢ 1+CET/100) “$420 =B20/01+D§5/100) “$A20
Totsl =SUFNCIEL20) =S5O0 6:DZ0) i
t -lc_]d

1) Sheet | F [ Shoet? JSheels J I |

It is of some value to vary the two discount rates in order to pinpoint the IRRs more
accurately.

That is, in order to home in on IRR A, we can change cells C3 and D3 by small incre-
ments while still keeping C10 positive and D10 negative.

For example, putting 25.5 into C3 yields NPV 117.98 in C10 and putting 25.8 into D3
yields NPV =119.61 in D10 as can be seen from the following spreadsheet.
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22 Present value and investment appraisal

W
l

.

IRR et 4 = 256
255 258
Year Netflowa  Prals FYalA
0 {50,000} {S0,000.00) {50,000.00)
| 25500 203187% 2027027
2 24500 1555531 1548121
T 17,000 @40038 853900

IRR{ER{le]ele et

4 14,000 4
Tatal 1798 L1196
IR et B = 26.3
258 258
Year MetFlowd  PralB Pall

0 (45 000) (45000000 (4500000}
1 12,500 996016 993641
2 15500 984111 9,794.23
3 2,000 1062400 1054818

4 28,000 15,;I3ii 1317264
Tatsl 4351 1.4

EEE

?’

Shee1 1 [ Shesl 1F ' Sheet 2 Sheatd [ 152

i i

i

However, the interesting result is that the [RR B estimate in C13 has now changed

to 26,37, a better estimate than before and almost certainly correct to 1D,

Notice also that the IRR A estimate has changed to 25.6%. Is this the best estimate?
With a little extra manipulation (ending with cell C3 at 26.2 and cell D3 at 26.4), the

following spreadsheet can be seen to confirm 25.6%!

0 (45,000} (45000009 (45000.00)
| 12 500 9,904.91 9. 86924
2 15500 9, 732.24 9.M01.47
B2 1044819 1039848
4 EE000  14981.1% 14

Todal G554 12402

SRR

[T . —====" Ch2Z-egh ]
. Al W T € T & T ¥ ] H_l_lﬁ_l_f [ ]
IFRest k= 256
i 262 6.4
| & |Vear HetFlowd FyslA Pala
[ 85 | 0 (5000000 (50,00000) (S0 000000
| & | 1 25,500 2020602 2017405
| 7| 2 24500 1538322 1533458
(@ | = 17,000 B 4SA0E  8,41798
) 4 14,000 5.519.38 5 af4 55
[ 110 | Tolal TaZEX1)  (GBBEs)
11
IR est @ = 265
26 6.4
Wear Meiflow@ FralB Fial B

|

Shwel] J Sheel1F ] Steel2 ' Sheet3 [ I |

—

The above procedure for homing in on better and better estimates is not the most
efficient way of arriving at answers. There are other (more advanced) “iterative’
techniques that will give more automated and faster results. However, it serves the

purpose of demonstrating the ‘what if’ technique.
21. Summary

a) Present Value is a technique that enables a future cash flow to be represented in
the equivalent of today’s money terms. It is calculated by multiplying the flow

h].r a discount factor.
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22 Present value and investment appraisal

22,

The present value of an interest bearing debt is obtained by:

i. compounding the debt over the appropriate time period, using the appro-
priate borrowing rate;

ii. discounting (using the present value technique) back to today, using the
appropriate investment rate.

¢} The NPV of a project is found by discounting all cash flows and adding them.
The interpretation is:

NPV = 0 means that the project is profitable.
NPV = {1l means that the project breaks even.
NPV < 0 means that the project is not profitable.

d) The IRR of a project is that discount rate that causes the NPV to be zero, It can
be interpreted as the rate (of interest} that a project earns.

e) Given the NPVs corresponding to two discount rates for a particular project,
the IRR can be estimated, through linear interpolation, either graphically or by
using a formula.

) Investment appraisal, using discounting techniques, involves considering the
worth of one or more capital projects using either Net Present Value (NFV) or
Internal Rate of Return (IRR) techniques,

Points to note

al When estimating the IER graphically, if both NPV values are positive or both
negative, the value of the IRR obtained will lie outside the range of the two
given NPVs, Thus, ensure that the horizontal discount rate scale is adequate to
‘capture’ the estimate,

b) When estimating the IRR either graphically or by formula, a much better esti-
mate is given if:

i. one NPV is negative and the other positive, and
11, lhu}* are not too far removed from zero (in relative terms ).
c} The present value tl‘.‘(‘l'lﬂiqLIl."ﬁ- considered in this chapter have used a discount

rate equated to an investment rate. However, somelimes, with capital projects,
it is more relevant to equate the discount rate to a borrowing rate, since the
capital necessary to fund the project might have to be found from the money
market. For this reason, the discount rate used in these circumstances is often
referred to as the cost of capital, or occasionally, the worth of money. For example,
suppose £100 is borrowed (at 15%) to invest in a project which returns a single
inflow of £115 in a year’s time. If we put discount rate = borrowing rate =15,
this will yield an NPV of zero. Thus ‘breaking even’ in this context means that
the return from the project is just enough lo pay the interest on the debt. 1f the
discount rate is equated to a borrowing rate in this way, the IRR of a project can
be interpreted as the maximum borrowing rate that can be tolerated in order
that the project be profitable.
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23. Student self review questions

1.  What is Present Value and how is it used? [2]

2. Write down how to calculate the present value of amount A in 1 year’s time using a
discount rate of 1007, [3]

Why is it useful to know the present value of an interest-bearing debt? [6,7]

What methods are available for appraising and comparing capital investments? [8]
How is Net Present Value (NPV) calculated for a given project? [9]

What is the Internal Rate of Return (IRR) of a project? [14]

What methods are available to estimate an [RR? [15,16]

Name some factors which might be considered when choosing between NPV and
IRR as methods of investment appraisal? [19]

0 N oA W

24. Student exercises

1.  Find the present value of:
a) £1500in 3 years at discount rate 15%
b) £2000 in 5 yvears at discount rate 12%
¢} £5500 in 4 years if money is worth 11% compounded semi-annually.

2. A debtor can discharge his liabilities by paying £9000 now or £10000 in 2 years’
time. If money is worth only 5% compounded quarterly, which is better?

3. What is the present value of a debt of £12000 taken out over 6 years at 14.5%
interest, if the discount rate is 9.5%7

4. A retailer is considering buying 10 TV sets at £250 each, which he estimates he can
clear (i.e. sell and obtain all monies) in three months. If he is considering borrowing
the money at 167 and the discount rate is 129 (both l.‘m'n}'umﬂdﬂd quarter]}r} and
his overheads are 10% of costs, what is the minimum selling price of a set?

5. A second-hand car is being advertised at £1000 now and £1000 in one years time.
The dealer offers it to you at £1800 cash. Which should you take and why?

6.  The net cash flows on a project are estimated to be as follows:

Year 0 1 2 3 4 2
Mot cash flow (£)  =25000 8000 12000 9000 7000 7500
Caleulate the net present value of the investment, using a discount rate of 147%.

7. A machine that costs £100,000 is expected to have a life of 5 years and then a scrap
value of £15000. If its expected net returns are vear 1 £20000; year 2 E50000; year 3
£35000; vear 4 £35000; vear 5 £35000, and projects of this type are expected to return
at least 18%, comment on whether the machine should be purchased.

8.  Using the project in question 7, obtain the NPVs for the two discount rates 18% and
25% and thus estimate the Internal Rate of Retumn.

9.  Afirm is considering two separate capital projects with cash flows as follows:

Year 0 1 2 3 1 a
Project 1  (80000) 18000 20000 250000 38000 45000
Project 2 (120000) 30000 50000 350000 50000 15000
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22 Present value and investment appraisal

10.

a) Using the NPV criterion and a discount rate of 15%, choose the project that is
more profitable.

b} Find the NPVs using a discount rate of 2005 and use the results to estimate the
IRR for each project.

c}  Verify that, using the IRR criterion, the decision in aj is reversed and attempt to
explain why.

A company is thinking of borrowing £70000 to invest in a project which is expected

to yield £20000 at the end of each of the next 6 vears. If the cost of capital is 200:

a) Draw up a discounted cash flow table and hence calculate the NPV of the
project.

b} Interpret the above value of the NPV in the light of the situation,
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23 Annvuities

1. Introduction

This chapter describes various techniques associated with fixed payments (or
receipts) over time, otherwise known as annuities. The invested value and present
value of annuities are described, together with the amortization and sinking fund
methods of debt repayment. Also shown is how annuities can be used to depreciate
an asset.

2. Annvuities and their uses

3. Definition and types of annuity

An annuify 15 a sequence of fixed equal paymenis {or receipts) made over unitorm
time intervals. Some common examples of annuities are: weekly wages or monthly
salaries; insurance premiums; house-purchase mortgage payvments; hire-purchase
payments.

Annuities are used in all areas of business and commerce. Loans are normally repaid
with an annuity; investment funds are set up to meet fixed future commitments (for
example, asset replacement) by the payment of an annuity; perpetual annuities can
be purchased with a (single) lump sum payment to enhance pensions.

An annuity is a sequence of fixed equal payments (or receipts) made over
uniform time intervals.
a)  Annuities may be paid:

i. atthe end of pavment intervals (an ordinary annuity), or

ii. atthe beginning of payment intervals {a due annuity)
b}  The term of an annuity may:

i. begin and end on fixed dates (a certain annuity), or

ii. depend on some event that cannot be fixed (a contingent annuity)
c) A perpetual annuity is one that carries on indefinitely.

4, Some aspects and examples of annvuities

a) The most common form of an annuity is cerfain and ordinary. That is, the
annuity will be paid at the end of the pavment interval (or “in arrears’) and
will begin and end on fixed dates. For example, most domestic hire purchase
contracts will involve the payment of an initial deposit and then equal monthly
payments, payable at the end of each month, up to a fixed date. Personal loans
from banks or finance companies are paid off in a similar manner, but normally
without the initial deposit.

b) Annuities that are being invested however are often due; that is, paid ‘in
advance' of the interval. For example, a savings scheme, paid as an annuity
(with a bank, building society or insurance company) will not be deemed to
have started until the first payment has been made.
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23 Annuities

¢} Standard pension or superannuation schemes can be thought of as two-stage
annuities. The first stage involves a due, certain annuity (Le. regular payments
into the fund up to retirement age); the second stage being the receipt of a
contingent annuity (1.6 regular receipls until death).

5. Notes on calculations involving annvities

The rest of the chapter describes the standard situations in which annuities are
involved. All the mathematical techniques which will be used in annuity calcula-
tions have already been covered in the previous two chapters. In particular, there are
two previous formulae which it is ESSENTIAL to remember. These are:

a)  Accrued amount (compound interest): A_= P(1 + )"

b} Sum of the first ntermsof agp: S5, = alr —113'
II" —_—
There are NOOTHER formulae involved.

6. Accrued value of an invested annuity

Suppose an annuity of three annual payments of £12,000 is invested in a fund that

pays 129,

The first payment, made at the beginning of year 1, will be invested for three yvears

and thus will amount to £12000(1.12)%.

The second payment, made at the beginning of vear 2, will be invested for only two

years and will amount to £12000(1.12)%,

The third payment, made at the beginning of year 3, will be invested for only one

vear and will amount to £12000(1.12).

Thus, the total value of the invested annuity can be expressed in the form:
£12000(1.12) + £12000(1.12)* + £12000(1.12)°

= E12000 [{1.121 + {11207 4 U112 o ssss s sess s sees s semssenaes [1]

The terms inside the square bracket, in [1] above, can be evaluated using either a

calculator or compounding tables.

Thus, value of investment: = £12000 [1.12 + 1.2544 + 1.4049]

£1200003.7793)
= £45,351.60

This method of calculating the maturity value of the fund is only practical with a

relatively small number of time periods (normally expressed in years). In general,

there are two other ways of tackling this type of problem:

a)  Using a (year-by-year) schedule. This entails calculating the value of the fund on a
vearly basis, taking into account new payments each year and all accumulating
interest. This method is used normally when the value of the fund is needed
on a yearly basis but is still only |‘.rr.1|:ti-1:'al {particularly in an examination) for a
relatively small number of years.

b) Using a geometric progression. The terms inside the square bracket at expression
[1] above are evaluated using the formula for the sum of the first 1 terms of a
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geometric progression, This method would normally be used when there are a
large number of years.
Both of these methods are demonstrated in Examples 1 and 2.

7. Example 1 (The value of an invested annuity using a schedule)

What is the maturity value of a fund paying 9.5% into which 5 (advance} annual
payments of £2400 are made? This is easily answered using a schedule, shown at
Table 1, which will also give the yearly position of the fund.

Tabde 1 Fund value

Year Payment Total in Interest  Amount in fund
fund {year end)
1 2400 240000 228.00 262800
2 24001 S(128.00 477 .66 A505.66
3 2400 905,66 751.04 8656,70
4 24400 11056.710 100, 345 1210708
5 2400 14507.08 1378.17 15885.25

Thus, the maturity value of the fund is £15885.25

8. Example 2 (Invested annuity value using a geometric progression|

12 monthly payments of £100 are made into a Building Society account which pays
a fixed nominal rate of 10.75%, compounded monthly. How much is the account
worth at the end of the year? First, we calculate the proportional monthly invest-

ment rate as _'[1[]{_1'?':'_ = (LD0R9G.

The first payment is invested for the whole 12 months and will accrue to
£100(1.00896)!2

The secomd payment is invested for only 11 months and will accrue to
£100(1.00896)!"

and so on ...

The last payment (made at the beginning of month 12) will only be invested for 1
month and will accrue to £100{1.00896)

Thus, the sum of all the accruals (i.e. the value of the fund) will be:
£100(1.00896) + £100(1.00896)7 + ... + £100(1.00896)!2
= £100[(1.00896) + (1.00896) + (1.00896)° + ... + (1.00896)12]

But the terms inside the square bracket form a gp with ¢ = r = 1.008% (since each
term is being multiplied by 1.00896 to obtain the next term).

(1.00896){(1.00896)* - 1]

1.008% — 1
Therefore, the value of the fund fs: = £100(12.7223) = £1272.23.

Their sumis 5,5, = =12.7223 (sum of the terms of a gp).
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9. Net present value of an annuity

If an annuity consists of payments £4 over n years subject to a discount rate of
100:%, then (assuming an ordinary annuity) the present values of the 1st, 2nd, 3rd.,...,
n-th payments (at the end of the 1st, 2nd, 3rd, ... n-th vears) is given by:

A A A A
i (10 00" 7 1en"
Thus, the net present value of the annuity (adding all the above terms) is:
A A A A
P = -+ 5+ =t . + e
T+ (+dy A+ (1+1)"
_ 1 1, 1
T+i (1407 d+07 7 (14

The terms in the curly brackets can be calculated using either:

a) acalculator, or b} discou nting tables.

Alternatively, if there are many terms to calculate within the curly brackets above,
the tollowing formula can be used.

Met present value of an annuity
The net present value of a regular annuity A, paid or received over i years |
and subject to a discount rate of 10067, is given by: |

P ﬂ{'] - ] ] |
i {1+1"

If the annuity is in perpetuify, the above formula is adjusted to:
A .

P=- -

i |

10. Example 3 [Net present value of an annuity)

a) The net present value of £125, payable at the end of each of five years and
subject to a discount rate of 8%, is:

125 125 125 }
+ +

=

P==t

108 108 7 1.08°

.—.ElES{ I +—1-,+...+ ]-,-}
.05 1.08° 1.08"

= £125[00.9259 + 0.8573 + 0.7938 + (0.7350 + 0.6806)
(from discount tables or calculator)
= £125(3.9926)
SR LN
b} The tenants of a rented house have their rent fixed at £1650 per annum in

advance with immediate effect. They plan to stay in the property for 15 years,
Find the total value of the payments (in today’s terms), if the average discount
rate is estimated at 10%. Notice that this is a due annuity,
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11.

The net present value of the an nuity (rent) can be put into the form:
£1650 . £1650 £1650

E1650 + = +“'+—I-|-
1.1¢ 1.1

]T"

£1650 I+L+ 13+...+%}
.1 1.1° 1.1

But the terms in the bracket form a gp with r = 1-11 = 09091 and a=1.

Note also that there are n=15 terms altogether.

"a 0.9091" -1
Now, 5 = % BIVING 5 = 09091-1 - 8.3671 (in the bracket).

Thus, P = £1650(8.3671) =~ £13805.72.
That is, the total present value of the payments is £13,805.72.
¢} The present value of a pension of £12,000 per annum (in perpetuity) at interest

rate 7.5% is calculated as:
A 12000 .
P =—-= = £160,000
i (L0775

Ameortization annuity

It an amount of money is borrowed over a period of time, one way of repaying the
debt is by paying an amortization annuity. This consists of a regular annuity (ordi-
nary and certain} in which each payment accounts for both repayment of capital
and interest. The debt is said to be amortized if this method is used. Many of the
loans issued by banks and building societies for house purchase are of this type,
wheru it 15 known as a Tﬁ’pﬂ}'mﬁ’ﬂt rnnrl'g;!gi:.

The standard problem is: given a borrowed amount £P subject to interest at 100:%,
what must the annual payment, A, be in order to amortize the debt in exactly n
vears? The value of A can be found if we consider:

b A A A A
m ol ol -—_;‘I"— -_-_ﬁ+ e F g
1+ {1+ {1+i¥ {1+
A
Pl ()

and thus we have the tollowing result:
Amortization annuity payments

The annual payment, A, necessary to amortize a debt, P, in exactly n years
is griven by, .
given by Py

A= p———
-asw]
(1+1)"

o
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Example 4 (Amortization of o debt)

Gluestion

A company negotiates a loan of £200,000 over 15 years at 10.5% per annum,
Calculate the annual payment necessary to amortize the debt.

Answer

13.

Using the result given in the previous section, we need o equate the amount of the
debt to the net present value of the annual repavments.

Here, P = 200,000; i = 0.105 (and 1+ = 1.105); n = 15 and A is the annual payment to
be found.

Method 1

1 1 i |
So, 200000 = A =+ 5+ ot :
? {t.m: 1.105°  1.105° ].ILI'E'"'}
But the bracketed expression is a gp with a = r = | 1][}._ 0.9050.
J05
atr’-1)  (0.9054(0.905)"" 1
Therefore its sum to 15 terms is S5 = = —t e d 7 395
' r=1 0.905 -1

Therefore, 200000 = A(7.393),

giving: A = 2704530,

Thus the annual payment necessary to amortize the debt is £27,045.
Method 2

Here, we use the formula.,

4 |
5o, 0000 - [l ]

0,105 (11057

. : 0. 105( 200000}
Rearranging gives: A = [

R
(1.105)"7

vielding: A = 27050,

Thus the annual payment necessary to amortize the debt is £27,050.

The slight difference in the values obtained from the two different methods is due
to rounding errors. The value derived from method 2 is the more accurate.

Amortization schedule

An amorfization schedule is a speciticabion, period by period {nurmull:.' vear l'l:.' :.'vm'}l
of the state of the debt. It is usual to show for each year:

a)  Amount of debt outstanding at beginning of year,

b) Interest paid,

¢} Annual pavment, and, optionally,

d) Amount of principal repaid.

For examination purposes, a schedule would only be asked for if the period was
relatively short; for example, up to 5 or & time periods.
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14. Example 5 [A schedule for an amortized deb)

Qluestion
A debt of £5000 with interest at 5% [‘ﬂr!!;m[.:rici'fﬂ' E:.--rrr[;'.u!.l:.l'}.l 15 amorhzed b}r {-_-r.]ua]
sermi-annual payments over the next three Vears.
a) Find the value of each payment.
b) Construct an amortization schedule.

Answer
a) Making the standard time period 6 months, the interest rate is 2.57% with n=6
time periods. be. P=5000; n=6 and i=0.025 (1+i = 1.025). We need to put the
amount of the debt equal to the net present value of the repayment annuity, A.
1 1 1 1 1 1 }
= T 7+ 7+ 7t 5 t I
1025 1.025° 1.025 1.025 1.0257  1.025

= A 0.97561 + 0.95181 + 092860 + 0.90595 + (0.88385 + 0.86230 |

Thus: 5000 = .r’l.{

- A[5.50812]
.. 500 -
r 1 = = F907.75
giving, / = 20813 7.7
b) The amortization schedule is shown at Table 2.
Note that:

I. Principal repaid = Payment made - Interest paid
2. Outstanding debt (current year) = Ouistanding debt {(previous year)
— Principal repaid (previous year)
Table 2 Amortization schedule

b-month  Outstanding Interest Payment  Principal
period idebf paidd rrdile repand
1 SO00.00 125.00 U775 78275
2 4217.25 105.43 907.75 802.32
3 3414.93 B5.37 907.75 B22.38
4 2592.55 64.81 B07.75 842.94
3 17449.61 43.74 7,75 B64.01
& 885.60 22.14 B07.75 885.61
Balance (0.01)

15. Sinking funds

A sinking fund can be defined as an annuity invested in order to meet a
known commitment at some future date.

Sinking funds are commonly used for the following purposes:

a} repavment of debits,

b} to provide funds to purchase a new asset when the existing one is fully depreci-
ated.
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16. Debt repayment using a sinking fund

Here, a debt is incurred over a fixed period of time, subject to a given interest rate,
A sinking fund must be set up to mature to the outstanding amount of the debt.
For example, if £25000 is borrowed over three years at 127% compounded, the
value of the outstanding debt at the end of the third year will be: £25000{1.12)°
= £35123.20. If money can be invested at 9.5%, we need to find the value of the
annuity, A, which must be paid into the fund in order that it matures to £35123.20.
Assuming that payments into the fund are in arrears, we need:

-~ gy  mmama

__.l'
P " }
{:]'ut:,tmld:ingf 3rd payment imade Ist payment
debt at end of vear 3} (invested for 2 years)

2nd payment
(invested for 1 year)

e, 3512320 = AJ1 + L.095 + 1.095%),
giving A5123.20 = A.[3.2940].

AR123.20
-r]'lt"l'l_'fﬂl'ﬁ.’.. = m

= 66278

That is, the annual payment into the sinking fund is £10,662.78 {(which will produce,
at 9.5%, £35,123.20 at the end of 3 vears).

17. Sinking fund schedule

The standard presentation for the schedule is to show for each vear:
a} for the debt:

i.  the outstanding amount

ii. interest paid
b} tor the fund:

i. the regular payment (deposit)

it. interest earned

iil. amount in fund.

18. Example 6 (Sinking fund payment and schedule

Cluestion

A company borrows £46000, which is compounded at 15%, to finance a new
production line. The debt will be discharged at the end of the 5 years with regular
annual payments into a sinking fund which pays 11.25%. Calculate the annual
pavment into the fund and construct a schedule, assuming that the first payment
into the fund is made at the end of the first year,
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Answer
The payments into the fund in this case form an ordinary annuity. At the end of 5
vears, the debt amounts to £46000(1.15)% = £92522.43.
The payments into the fund will mature to:
A+ A(LT125) + A(LT125) + A(L1125)° + A(1.1125)4
= A[1 4 L1125 + (L.1125)% + (1.1125) + (1.1125)]
=A(1 + 1.1125 + 1.23766 + 1.37689 + 1.53179)
= (6.25884)A
Thus: (6.25884)A4 = 9252243 giving: A = £14782.68
The sinking fund schedule is shown at Table 3.
Table 3 Simking fund schedule

Ohitstanding Interest Payment Amount in Interest

Year debl perid b fund fund earned
(year start} (year start} (year start}

1 46000.00 6900.00 0 0 0
2 52900.00 7935.00 14782.68 14782.68 1663.05
3 BUB35.00 9125.25 14782.68 3122841 3513.20
4 69960.25 10494.04 14782.68 449524.29 227148
5 Bilkd54 249 12065.14 1478268 69878 45 7861.33
b 9252243 14782.68 92522.46

Balance  (0.03)

19. Sinking fund method of depreciation

a) One reason for depreciating an asset is to take proper account of its replace-
ment. Thus one can consider the periodic book payments in respect of depre-
ciation, the depreciation charge, as forming a pool that, at the end of the asset’s
useful life, will fund a replacement or alternative.

b) The sinking fund method of depreciation considers the depreciation charge
payments as being available for investment into a fund (a depreciation fund,
paying a market rate of interest) which will mature to some predetermined
value. The book value of the respective asset at the end of any year can be deter-
mined by subtracting the current amount in the fund from the original book value of
the asset,

cl A depreciation schedule can be set up showing, for each year:

i. payment into fund {depreciation charge),
ii. interest earned,

ili. amount in fund,

iv. current book value of assel.

20. Example 7 [Depreciotion charge using o sinkr'nF fund method and
preparation of depreciation schedule)

Gluestion

A machine valued at £12500, with a 6 vear life, is estimated to have a scrap value of
£450. If the depreciation fund earns 8%:
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a)

b)
c)

Answer

use the sinking fund method hased on an ovdinary annuity to find the annual
deposit into the fund (depreciation charge), and

prepare a depreciation schedule.

During what vear does the value of the machine reach 50% of its original
value?

The difference between the original value of the machine and its scrap value =
£12500 = £450 = £12050, which must be the value of the depreciation fund after 6
years. Interest paid to fund =i = 0.08 with n=6.

al We need to find A such that:
AL+ 1.08 + 1.08% + 1.08% + 1.08% + 1.08%] = 12050
This gives: 08 12050 [sum of a gp]
Hence: AA7.36) = 12050
giving A = 164260
Thus, the annual depreciation charge is £1642.60).
b) The depreciation schedule follows.
Table 4 Depreciation schedule
Year  Depreciation Amount Interest Book
charge int fund parned ol e
0 4] i ] 12500, 00
1 1642 60 154260 {1 10857 .40
2 164260 3416.61 131.41 083,39
3 1642.60 5332.54 273,33 7167 .46
) 164260 7401.74 426,60 S098.26
5 1642.60 9636458 59214 2B63.52
o 164 2,60 1 20501001 FrG2 450000}
¢} 50% of the original value of the machine is £12500+2 = £6250, and from the
schedule, this value is first reached during the 4th year.
21. Summary
a) An annuity is a sequence of equal payments (or receipts) over uniform time
intervals, Annuities can be:
. ordinary (paid at end of period)
li. due (paid at beginning of period).
b) Annuities normally begin and end on fixed dates (certain), but occasionally
depend on an event that cannot be fixed {(contingent).
¢} Annuities sometimes carry on indefinitely {perpetual).
d) Annuifies are commonly used:

i. torepay debts
ii. as investments to meet fixed known commitments (known as sinking
funds).
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¢} An amortized debt is one that is repaid with an annuity that takes account of
both interest and repayment of principal amount borrowed.

fs) A depreciation fund is an invested annuity which matures to cover the replace-
ment cost of an asset. It is generally thought to be more realistic than straight
line and reducing balance methods,

Student self review questions

What is an annuity? [1,3]

What is the difference between ordinary and due annuities? |3]
Explain what a contingent annuity is and give an example. [4]
What is an amortized debt? [11]

What is an amortization schedule and how is it used? [13]
What is a sinking fund and how is it used? [15]

Student exercises

Find the maturity value of an annuity of £500 invested at 8% compound over 5
vears if the annuity is:
a} ordinary b} due,
£25 per month is invested in a fund for a vear and attracts interest at 10.5%
compounded monthly. How much is the fund worth at the end of the year?
MULTI-CHOICE. An annual vear-end income of £17,000 is required in perpetuity.
Assuming a fixed rate of interest of 6% each year, and ignoring administration
charges, the sum required now to purchase the annuity is closest to:
aj £15400 b)) 28300 <} 154000  d) 283,000
What is the net present value of an ordinary annual annuity of £2500;
a) over 5 years
b} owver 10 years
¢} indefinitely

if the investment rate is 11.5%7
MULTI-CHOICE. A loan of £200,000 is to be paid back with 15 equal year-end
payments. [f the interest rate is fixed at 6%, the year-end payment will be closest
ton:
a) £14,133  b) £20,593 ) £31954  d) £83400
A debt of £42 800 is amortized over 5 years. If the borrowing rate is 16.5%:
a}) How much are the annual payments?
b) How much interest is paid on the loan each vear?
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140

£18,300 is borrowed for house pun:h.].l-;u trom a Building Society over 25 vears at a

fixed 11%% interest and is to be amortized by equal annual payments,

a} How much are the annual payments?

b If the annual payment is divided by 12 and charged mﬂnth]:.' (in arrears), what
is the Society’s annual gain a= a percentage of the original principal borrowed?
(Assume the Society can invest at %% compounded monthly).

A debt of £10,000 compounded at 15% is to be discharged over 4 years using a

sinking fund method. Find the annual payment (based on an ordinary annuity) if

the fund earns 11.5%. Draw up a schedule showing both the position of the debt
and the fund each vear.

A machine costing £15,000 has a life of 5 vears, after which time its scrap value will

be £5350. Using a sinking fund method (where the fund will pay 57 interest on a due

annuity basis), calculate the annual depreciation charge and prepare a depreciation
schedule.

The sinking fund method (with interest at 8% and using an ordinary annuity} is

used to depreciate an asset from its purchase price of £E4),000 to a scrap value of

£5,000 after 4 years. Find the annual depreciation charge and the book value of the
asset at the end of the 3rd year.
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Examination examples (with worked solutions)

Question |

A finance director estimates that his company will have to spend £0.25 million on
new machinery in two years from now. Two alternative methods of providing the
money are being considered, both assuming an annual rate of interest of 10%.

a) A single sum of money, £4, to be set aside and invested now, with interest
compounded every six months. How much should this single sum be, and
what is the effective annual rate of interest?

b) £B to be put into a reserve fund every six months, starfing now. If interest is
compounded every six months, what should £B be, in order that the £0.25
million will be available in two vears from now?

CiMA
Answer
a) I £A is invested now, it must be worth £0.25 million in two years time. Take the
standard period as 6 months at rate 5%,
Thus: 250000 = A(1.05)%,
. 250000
giving = —= £205,675.62.
(1.05)
The effective annual rate is {1050 =1 = 0. 1025 = 1{.25%,

b} The standard time period is still & months and here £8 is the amount of a due
annuity (since the first payvment is now).

Therefore: B(1.05) + B(1L.05)* + B(1L.O3) + B(1LOS} = 250000
That is, B[ 1.05 + 1.052 + 1.053 + 1.054 | = 250000

: 1.05)(1.05% -1
Giving; B lf -—l[ ,_i ——:I = 250K}
1L05-1
. (250000M0.05)
e B= ==y = £55,240.93
(1.O5H1.05" -1}
Question 2

a) Acompany has to repay a loan of £1 million in exactly four years from now. It is
planned to set aside nine equal amounts of £X every six months, first one now,
each attracting interest at a nominal rate of 12% per annum, but compounded
twice a year.

What should X be?
bl A company plans to buy equipment for £100,000, half of which is due on

delivery, with the balance due exactly one vear later. The year-end cash inflows
are expected to be £25,000 per annum, for five years. After exactly five years the
equipment will be sold for £10,000.

If the company has to borrow at 147 per annum, analyse whether it is a worth-

while purchase.
CivA
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Answer

al The amount set aside now will have value £X.
In 6 months' time, the total set aside will have value Xor+ X =X {r+ 1)
In 12 months, the value willbe X{r+ 1)+ X + X(r* 4 r+ 1)

» . : ).
In 4 vears' time, the value willbe X{P+ .. +r+1) = X —
i Il" —
But this must equal £1 million, and 127 é-monthly gives r = 1.06,
(1.06" -1
and sor X —— 1,006,008
(1.06-1)

giving: X =EB7,022.24

b)
Time (years) 0 1 2 3 4 s
PV factor 1 (L8S 77 (o7 (.59 .52
Inflow 0 25000 25000 25000 25000 35000
Ouatflow 50,000 50,0040 1] 4] () 1]
Ditference (50.000) (250000 25000 25000 25000 35000
Present value (50,000 (22,0007 19250 16750 14,750 18,200
Adding up the bottom row of the above table shows that the net present value
of the equipment purchase is (£3,050) and so the purchase is nof worthwhile, i.e.
is not earning 147,
Note; Present Value Factors are from Table 11, “Mathematical Tables for
Students”. More accuracy can be obtained by calculating the factors trom the
formula stated in the table using a calculator.

Gluestion 3

a) A machine costing £25,650 depreciates to a scrap value of £500 in ten years. You
are required to caleulate:
i. the annual percentage rate of depreciation if the reducing balance method

of depreciation 15 to be used; and

ii.  the book value at the end of the sixth year.

b) It is estimated that a mine will yield an annual net return (i.e. after all operating

costs) of £50,000 for the next 15 years. Al the end of this time the property will
be valueless, Calculate the purchase price of the mine to vield a return of 127
PEr AN,

CidMaA
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Examination questions

A mortgage of £40,000 is to be repaid by 80 equal quarterly instalments (in arrears)
of £X. Interest of 4% is charged each quarter on the remaining part of the debt.
a) Show mathematically that after six months the amount owed is:
£(40,000R= - RX -X)
where B = 1.04.
b) Find £X, stating why vour answer is reasonable.
¢} Without carrying out any calculations, briefly explain wh}-' the repayments on a
mortgage of £80,000 would or would not be £2X.
Note: Thesum,Sofa geometric progression of n terms, with first term, A, and
commeon ratio, R, is:

g AR" =1}

RE-1
CiMA
Your company uses a machine in its production department which costs £12000 at
the beginning of 1983, The machine will be replaced after five years usage by a new
machine at the end of 1988. During the five years of operation of the machine it is
estimated that the net cash inflows at the beginning of each vear will be as follows:
Year 1984 1985 1986 1987 1988
MNet cash inflow (£) 600 6000 4500  (1000) (2600)

Required:

a) If the machine is being purchased with a five year loan, which is compounded
annually at 157, produce an amortization schedule for the five equal annual
repayments of the loan.

b) If the £12000 debt, which is compounded annually at 157, is to be discharged in
1988 by a sinking fund method, under which equal annual deposits will be made
into a fund paying 1075 annually, produce the schedule for the sinking fund.

¢} Calculate the net present value of the net cash flows over the five years of
operation of the machine at the 10% and 15% discount rates,

d) Determine the Internal Rate of Return and comment on and compare the
three sets of results ignoring taxation with a view to making payment for the
machine,

ACCA

a) At the beginning of each year a company sets aside £10000 out of its profits to
form a reserve fund. This is invested at 107 per annum compound interest.
What will be the value of the fund after four years?

b} A new machine is expected to last for four years and to produce year end savings
of £2000 per annum. What is its present value, allowing interest at 7% per
annum?

c} On 1st January 1977, £1000 was invested. It remained invested and, on 1st January
of each successive year, £500 was added to it. What sum will have accumulated by
31st December 1981 if interest is compounded each vear at 10°% per annum?

d) £20000 is borrowed from a building society, repayable over 20 years at 145 per
annum compound interest. How much must be repaid each year?

CIMA
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Required
a) Establish and tabulate the net cash flows for the project.
b) Establish the net present value of the project using a discount rate of 107,
c) Establish the net present value of the project using a discount rate of 157%.
d} Establish the internal rate of return of the project by interpolation using a
diagram.
e} Interpret the meaning of the internal rate of return that you have obtained in
d).
[Author note: An extract from Net Present Value {discount) tables for 10% and
15% given here.]
ACCA
In the near future a company has to make a decision about its computer, C, which
has a current market value of £15,000. There are three possibilities:
i.  sell C and buy a new computer costing £75,000;
ii. overhaul and upgrade C;
lii. continue with C as at present.
Relevant data on these decisions are given below:

Decision Tnitial Economic  Re-sale value  Annual serpice
outay life after 5 years contract plus
operating cost
{paya Wi
araall y n
idoance)
£ YEArs £ £
(i) 75,000 5 10, D00 20,000
{ii) 25,0000 5 10,0000 27,000
(1ii) ] 5 }] 32,000

Assume the appropriate rate of interest to be 12% and ignore taxation,
You are required, using the concept of net present value, to find which decision
would be in the best financial interest of the company, stating why, and including
any reservations and assumptions.
CiMA
al Your company has decided to set up a fund for its employees with an initial
pavment of £2750 which is compounded six monthly over a four year period at
3.5% per six months.

Required:
i. Caleulate the size of the fund to two decimal places at the end of the four
years.

ii. Calculate the effective annual interest rate, to two decimal places.

b} The company has purchased a piece of equipment for its production department at
a cost of £37,500 on 1st April 1984. It is anticipated that this piece of equipment will
be replaced after five years of use on 1st April 1989, The equipment is purchased
with a five year loan, which is compounded annually at 1277,
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10.

Required:

c)

a)

b)

C)

d)

i. Determine the size of the equal annual payments.
ii. Displav a table which shows the amount outstanding and interest for each
vear of the loan.
If in b} the £37,500 debt is compounded annually at 12% and is discharged on
1st April 1989 by using a Sinking Fund method, under which five equal annual
deposits are made starting on 1st April 1984 into the fund paying 8% annually,
i. determine the size of the equal annual deposits in the sinking fund, and
ii. display a table which demonstrates the growth of the loan and the sinking
fund.

[Author note: In the examination, an extract from Net Present Value (discount)
tables for 85 and 12% given here.]

ACCA
How much is it worth paving for an annuity of £3,000 a year for 10 vears,
pavable twice a year in arrears, assuming an interest rate of 9% per annum and
ignoring taxation?
A simple mortgage of £50,000 has to be repaid by equal quarterly instalments
in arrears over 25 vears at an interest rate of 10¢% a year. What is the amount of
each guarterly instalment?
A savings scheme specifies payments of £300 a month for five years, with
interest guaranteed to be compounded at a minimum rate of 1% a month. What
sum will be guaranteed at the end of the five-year term? If inflation is assumed
to occur at 59 a year what will be the ‘real” value of this sum?
For each of (a), (b) and (c) above give a different reason, apart from taxation,
why your answer may in practise be only approximate.

CIMA

A Health and Fitness Centre has to buy one of two types of machine, A or B.
Machine A would cost £200,000, half of which would be due on delivery, the
remainder a vear later. Machine B would cost £240,000, with payment due in the
same way as for machine A. Both machines last for 6 years and have an expected
scrap value of 107 of their original cost price. Taking into account operating costs
and maintenance, machine A would produce year-end net operational cash flows of
£40,000 and machine B year-end net operational cash flows of £50,000. In both cases
the relevant cost of capital is 107 each year.

Required:

a)
b}

¢)

Calculate the net present value of each machine.

Recommend which machine should be bought, giving your reasons and
assumphions.

Estimate the internal rate of return for vour recommended machine, using a

graph or calculation, and state its meaning.
CIAA
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Part 7 Business equations and graphs

This part of the book deals with methods of graph plotting and of solving standard
equations which can occur in Business and Accounting, and how these can be used
in business applications.

Linear, quadratic and simple cubic functions and their graphs are covered in
chapter 24 and chapters 25 and 26 deal respectively with the forms and methods of
solution of linear and quadratic equations.

Chapter 27 introduces the elements of differentiation and integration which are

L‘nnugh to cope with simple applications such as cost, revenue and profit functions
and equations which are specifically covered in chapter 28.
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24 Functions and grophs

The coefficients @ and b can take any numeric value. For example:
v =152 + 10 {a=15, b=10);
¥ = 2.5x = 11.5 (a=2.5, b=-11.5);
y=14 - x (a =1, b=14);
y =20 (a =0, b=20);
y = 12x (a=12, b=0).

Form of a quadratic equation
A guadratic equation involves no powers ot the variable involved greater
than the second and takes the general form:
v=axt+bx+e
where:  xis the variable

i, b, c are numeric coefficients.

For example:

y = 547 + 3x = 10 (2=5, b=3 and c=—10);

y=12+10x ~ 42 (gemd, b=10 and c=12):

y = 10x? + 20 {@=10, b=0 and c=20).

The coefficients @, b and ¢ can take any numeric value (with the exception that a
carmot equal zero).

4. Special form of a linear function

Linear functions were previously dealt with in chapter 12, where plotting lines and
finding the equation of a line given its graph were both covered. In the previous
case, the line was always considered in the general form y=a+bx. However, it is
necessary to consider a slightly quicker method of plotting lines that are given in a
particular way. Namely, ax+by=c. (Note that the methods mentioned previously can
still be used here, but the following techniques are slightly more convenient when
the line is in this special form.)

Consider, for example, the line y = 100 - x, which can be reworitten in the form x + y
=106,

Putting x = 0, gives y = 100. L.e. the line crosses the y-axis at 100.

Pu ting v = 0, gives x = 1L e the line crosses the y-axis at 100,

Since we now know bwo points through which the line passes, the line can be
drawn, This approach can be used for all lines in this special form,

In general:

- — e - - — —_— e e — . pm—

The slraight ling Equatinn ax + IJ_Lr = ¢ can be drawn I:'-}.' using the [nllnwing
two facts:
; 4 i . - '
a) the line cuts the y-axis at x =— b} the line cuts the y-axis at y = 7
i )
This is sometimes known as the axis-infersection ratio method.,
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Consider another line, 5x + 10y = 200.

When x=0, 10y=200; that is, y=200=10=20. Thus, the line crosses the y-axis at y=20.
When y=0, 5x=200; that is, x=200+5=40, Thus the line crosses the x-axis at x=40,
The line can again be quickly drawn by joining these two points.

5. Example 1 (Plofting straight lines of the form ax+by=c)

To plot the two lines: x+6y=120 and 6x+3y=240 on the same diagram.
For line 1, the x-axis (the line where y=0} is crossed at x=120) and the y-axis (line

x=0) at 120 —20
For line 2, the x-axis is crossed at v = 24046 = 40 and the y-axis at y = 220 _ 50. Both
of these lines are plotted in Figure 1. 3
Figure 1 Plotting two hines using axes crossing poinis
100 4y
50 &
A b +3y=240
"x_ll‘ _J.-'
60 = \"\ f’f
. 1'"1 /
] #
N, F+E=120
40 \ /
N N\ /
e A /
_______'?_______ lllu'll
\, ——
\ —— -
0+ T \' | | T ———lp——
0 20 40 &l Bl T 120 140

6. Quadratic functions and their graphs

a} A quadratic function when plotted on a graph is called a parabola and always
takes on the same distinct shape, as shown in Figure 2,
Whether the basic form is “valley’ as in Figure 2(a) or a ‘mountain’ as in Figure
2(b) depends only on whether the value of a (in y = a.x* + b.x + ¢} is positive or
negative. Different values of b and ¢ will only move or flatten {(or elongate) the
curve vertically or horizontally.
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b} Plotting a parabola consists of:
1) chmaing at least tour or five relevant r-values,
2) substituting these into the given quadratic function to find the corres-
ponding y-values,
3) plotting these points on a graph, and
4) joining the points with a smooth curoe.

Figure 2 The distinct shape of @ parabola

(a) “vallev” (whena = 00 b} ‘mountain’ (when a < 0
¥ , L .
y=ax" +hr+r y=ax" +hr+c
.III. II_. -._i_-- _T_-\-."'\.x
\ pan .
! f s Y
.'u [ ¥ .-'l __.-"' %,
\ minimum peint Iy p
Y : ! ] A
\ / \
i
L l.' 1Ill"
hY K IMANITLLT Pt 4
b & ¥ i
5 F L
S J \
A 4 /
S , \
K A

Mote that a parabola is always symmetric about the vertical line that passes through
the middle of it.

Because of the risk of incorrectly calculating values of y for a quadratic function, it
is always wise to deal with the calculations in the way shown in Examples 2 and 3.

7. Example 2 |Plotting o parabolal

Guestion

Plot the graph of the function ¥ = x* —4.5x + 3.5 between ¥ =0 and x = 4.

Answer

In this case, choosing values of x from 0 to 4 in steps of 1 gives a reasonable number
of points. When 1:'='|||:‘1_1|:.'|I!iﬂg values of a quacdratic function, W, for a set of values of x,
it s wise to break y up into its three parts and calculate the value of each separately.
Finally, adding the values of the parts will give the value of y. Thus, the function
given has been split up into the three parts x%, —4.5x and 3.5 and is shown in Table 1.

341



24 Functions and graphs

Table 1 Table layout for plotting

X 0 1 2 3 4
x? ] 1 4 9 16

~4.5x 0 -45 -9 -135 -18
3.5 35 35 35 35 35

y=x"-450+35 35 0 -15 -10 15

The pairs of x,y values calculated in Table 1 [i.e. (0,3.5), (1,0} etc] are plotted as
points and joined with a smoobl curve in Figure 3.

Figure 3 The plotted graph

4y
y=x"-45x+3.5/
3 - /
/

\ /

[
oY
L0

8. Example 3 (Plotting a parabola and its interpretation)

Qluestion

A company’s tefal profit (£000) over a particular period is given by the function 17x*
- 12x - 517 where x is the number of items produced (in hundreds). If it is known
that the maximum production possible for the period is 300 items, plot the compa-
ny's ]:rmEit per wnit curve.

Answer

17x* ~12x =517
x

If 17x2 = 12x = 5x7 is the total profit, then
unit = i, say.

That is, y = 17x - 12 - 5x2,
Since it is known that the maximum value of x is 3 (hundred), it seems reasonable

to choose values of x from 0 to 3 in steps of (1.5. The calculations necessary to obtain
the plotted points are shown in Table 2.

will give the |‘.rmﬁ't per
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Table 2 Table layout for plotting

X ]
17x ]
-12 -12
~5x* ]

y=17x-12-5s* -12

0.5

8.5
-12
-1.25
40

1 1.5 2
17 5.5 M
-12 -12 =12
-5 -11.25 =20
0 2.2 2

25 3
42.5 al
-12 -12
-31.25 45
175 b

The (x,y) points in Table 2 have been plotted to obtain the curve shown in Figure 4.

Figure 4 The plotted graph

(Profit per umnit, £000)

4

. (Production

in hundreds)

10/

-12

w=17v-12-51¢"

It is clearly profitable to produce within the range 100 to 240, the maximum profit
obtainable being about £2,000 at a production level of about 170.

9. Cubic functions and equations

a) A cubic equation takes the general form:

L]

.
ax + byl +cx + d

where a, b and ¢ can take any numeric values {(other than a=0). Note that a cubic
function variable has a maximum power of 3.

b} There are certain distinct shapes for a cubic curve that can occur for particular
values of g, b and ¢. The two most common are shown in Figure 5.

¢) The techniques for plotting cubic functions are really no ditferent to those tor
quadratic functions. Example 4 demonstrates the technique.
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Figure 5 Two distinct shapes for a culric curve

Twao distinet shapes for the cubic curve; y=ax” +bx” +ox+d

ia)whena=0
L

Local maximum point '

NS

| Local minimum point

¥

10. Example 4 [Plotting a cubic curve|

Qluestion

i

(b) whena <0

Local maximum point

Plot the graph of y = 4r* = 1202 = 2v + 30 from r=-2 to 1=4.

Answer

As with guadratic functions, it is always advisable to split the cubic function up
into its component parts {usually there are four of them) and calculate their values
separately. Finally, adding these separate values will give the value of the whole
function for each distinct value of x. The layout and calculations are shown in Table

3 and the graph in Figure 6.
Table 3 Table layout for plotting

x -2 -1 0

4x3 =32 —4 0

-1242 48 12 0

—2x 4 2 0

=30 30 S0 30
y=4x-12x*-2x+30 46 16 30

1

4
-12
=2
30
20

11. Polynomials and turning points

a} Linear, quadratic and cubic functions are particular examples of what are called
polynomials. A polynomial is the most general form of expressing one variable in

terms of another. For example:

2
kR
48
-4
30
10

3 4
108 256
~108 -192
-5 -8
30 30
24 86

i 7x% — 332 + 1lx is a polynomial of the 6-th order {or degree), since 6 is the

highest power of x.

i, 6=4r+ 3" + 10vY = 3x% is a 5-th de‘grﬂﬂ pn-!ynnmial.
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Figure &6 The plotted graph

I3

¥
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6l - W= 45" - 12.1."}"'1— 2x 4+ 30

i

f}“\x,//

I T T T ,."r T T T 7 T T I
-4 -3 -2 -1 1 2 3 4 5 (4]
[ a0-

¢ 07
60 -
80 -
100 -

All polynomials (except Jinear functions) have points which are unique, the
most important of these reaching either a peak (maximum points) or a trough
(minimum points) with respect to points on either side of them. They are called
turning points. Quadratic functions always have just one turning point, either a
maximum or minimum. Cubic functions normally have two distinct turning
points, one minimum and one maximum.

12. Ratio of two linear functions

a)

b)

There is another family of functions that is of some interest at the level at which
this manual is aimed. They are functions of the form:

_ax+b
- cx 4 i
i.e. the ratio of two (in this case, linear) functions.
For example,
i} y= 3:: f;u and
. 44+ 3x
i) y= 2r+ 4

The technigue for plotting this type of function consists of choosing a reason-
able number of relevant x-values and calculating the corresponding y-values
from the given function. However, a little knowledge of the structure of graphs
of this form helps a great deal in the plotting and can also help to explain (seem-
ingly) strange plotted points. Because of the divisor (in the above case, cx+d),
the curve has what are known as asymptotes. These are vertical and horizontal
straight lines across which the curve can never pass. Example 5 demonstrates

the technique for plotting functions of this type.
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24 Functions and graphs

17.

ok R

19.

e)

£}

Plotting curves is accomplished by choosing a number (four to six) of relevant
r-values, calculating the corresponding y-values from the given function, plot-
ting these as points and joining the points to obtain a smoobh curve, It is essential
to perform the calculations for y using a table that splits ¥ into manageable
portions,

i b, notice should be taken of the position

When plotting curves of the form v =

x4

of the asymptotes (lines across which the curve never passes).

Points to note

aj

b)

)

If you are required to plot a parabola and no range of r-values is given, it is
normal to include as much of the area around the turning point as possible,
Alzo, if the y-values plotted have one change of sign, then make some more
plots in order to include the second change of sign. Similar considerations
apply to plotting cubic and other functions.

When plotting any graph, other than a straight line, always trv to join the
plotted points with a smooth curve (not straight line segments). This will
ensure that you get a more accurate graph.

Plotting polynomials of a higher order than 3 is normally not asked for in
examinations at this level, but if it is, the procedure is really no different to that
for plotting quadratic and cubic functions,

Student self review questions

What general form does a quadratic function take? [3]

What is a parabola? [6]

What is a turning point? [11)

How many turning points does the graph of a cubic function have? [11]
What is an asymptote? [12]

Student exercises
MULTI-CHOICE. Evaluate the expression % x1 when r = 100

all  b)10 ¢ 100 d) 1000

Plot the two functions

i)

i}

F

y=14x-2
y=12-3x

on the same diagram and estimate the x and y values of the point at which they

meet.

Write down the intersections with the x and y-axes respectively for each of the
following lines:

a)
b)
c)

2r+y=200
dr+3y=12
10x = Sy==20

d) x=y + 12
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'y

[ |

=]
:

Plot the graph of y=2x*+5x-3 between ¥=4 and x=2. For what values of x is the

function 2x*+51-3

i) negative

i) positive?

By plotting the graphs of

i} y=14-3x and

i) w=2x’-12x+14 between x=-1 and =5, find the values of x between which the
Function 2x*~12x+14 has a smaller value than the function 14-3x.

Plot the graphs of

i} y=2x2-4x-5 and

i) y=9+5x-a?

between y=-2 and x=4 and find the x values of their points of intersection.

a) Multiply (x+1){x=2){x--3) out to obtain a cubic function of x.

b} Plot the graph of this function between x=—1 and x=4 and find the points where
the graph crosses the x-axis. [Compare these results with the form of the func-
tion given in (a)].

¢)  Without plotting, where does the graph of y=x(x—1.5)(x+12) cross the x-axis?

The profit in a week, v, (E000) from a certain production process can be expressed in

the functional form y=%5¢=-7- 3x?, where x is the production in thousands. Flot

the graph of the profit carefully between x=1 and x=2.5 in steps of (.25 and use it to
find:

i. the "break even points’ (i.e. the level of production where profit = 0), and

ii. the maximum profit possible and the associated level of production.

A haulage contractor has estimated that his business can support up to 6 lorries and

the running costs (in £) per lorry per week are given by:

200

Y= — + 1100 + 5x
! I

where 1 is the number of lorries,

a) Plot the graph of the above function for relevant values of x.

b} How does the function 200 + 110 + Sx? relate to this situation?

¢} If the business currently runs 3 lorries, estimate their total annual running
cosis.
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25 Linear equations

Multipl}-':ing out giws: Ir+3 =1+2x
and: ¥+3d =1 [Huhtraﬁi:ﬁg 2y from both sides).
Finally: x ==-2 (subtracting 3 from both sides).

5. Solving linear equations graphically
Consider, as an example, the following two equations:
y=0
and y=2Ivr+3
The first represents a horizontal straight line, the x-axis. The second is a straight line
with gradient 2 and y-intercept 3. Both of these are shown in Figure 1.
Figure 1

y=2r+3
yv=-1.5
{the solution of 2v+3=0)
.\‘n. - iy =1l
M, /
\
[ T T — T 1 X
-3 -2 -1 1 2

Now, singe ¥ is common to both of the above straight lines, algebraically we can
combine the two to give:
2y + 3 =1 (step1)
This equation is easily solved to give:
3

X=--
3

-1.5 (step 2)

The graphical equivalent of step 1 is to find the meeting point of the two lines; and
the gra]:rhical equivalent of step 2 is reading off the corres ponding x value. In words,
the p;raphical method of solving an equation is to Plﬂi the two functions {on either
side of the *=" sign) on a graph and to find the x-value of their meeting point.

6. Example 1 (Solving a linear equation graphically]

Gluestion

Solve the linear equation 4 - x = éx + 1 graphically.

Answer

This can be approached in two different ways.
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25 linear equations

a) Plot the two lines y = 4 - x and y = 6x + 1 and find the x coordinate of their inter-
section. This has been done in Figure 2(a), yielding x=0.43.

Figure 2

(a) (b)

L)
e 7

o /ymties -. 4
. f 12 - /
_.-" 1]
4 .

y=0

/‘ Solution of 4-r=6x+1

. Solution of 7x-3=0
g - (x=0.43) g - (x=0.43)
b) Re-arrange the equation:
d-x =bx+1
to give: 0 =7x-3

and find where the line y = 7x = 3 meets the x axis (y=0).

This has been done in Figure 2(b) and yields, again, x=0.43. Notice that this partic-
ular method of solution requires far less work than the method demonstrated in
(a).

7. The existence of solutions of equations
a) Consider the equation x+2y=6.

There are an infinite number of “solutions’ (i.e. values of x and y) that satisfy it:

x=0, y=3; x=1, y=2.5; x=2, y=2 and so on. In fact, if the relationship is graphed,
all the points that lie on the resulting line are solutions.

That is, given a single equation, it is possible to “solve’ it only if there is just one
variable involved.

b) When two equations are given, there must be two variables involved (x and

y¥ say), in order for a unique solution to exist which satisfies both equations.

These are normally referred to as 2x2 (2 by 2} simultaneous equations. Only linear

simultaneous equations are considered in this manual, and their solutions are

demonstrated both algebraically and graphically.
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25 Linear equations

There is no simple way to manipulate just one equation in this particular case.
However, both equations can be made to contain the term 12y as follows:

[1] = 4 gives: 1ox -12y =740 13]

and [2] x 3 gives: 21y + 12y =-106.5 [4]

[3] + [4] gives: ~51 = =325

Therefore: r =65

Substituting back into equation [1] tor x=6.5 gives: ${6.5) -3y = 185
Therefore: 26 -3y =185

which gives: 3y =75

and so v =25

The solutions to the e uations are r=6.5 and .|.r=2.5.
[Check in equation (2): ~7(6.5) + 4(2.5) =455+ 10
=-353.5 OK.|

13. Procedure for solving 2x2 simultaneous equations graphically
The procedure for solving 2x2 simultaneous equations graphically is:
STEIM1 Coriapris the two lines represented by the two given equations.
STEP 2 Ideniify the x and y values at the intersection of the lines.
These x and v values are the required solution,

14, Example 5 (Solving 2x2 simultaneous equations graphically)

Gluestion
Solve the equations: 3x—y=2 and x-2y=-8 graphically.
Answer

First, the two lines need to be plotted.

Mow, 3r-y=2 meets the v-axis (i.e, where y=0) at 1= : and the y-axis at y=-2.
y=2y=8 meets the y-axis at x=-8 and the y-axis at y=4. (v=-8 is slightly impractical
for plotting so choose, say, y=4, which vields y=6).

These two lines are drawn in Figure 3, where the solution of the equations is seen
to be x=2.4 and y=5.2,

15. Example 6 (To construct 2x2 simuftaneous equations and solve them both
algebraicly and graphically)

Gluestion

A company manufactures two products X and Y by means of two processes 4 and
B. The maximum capacity of process A is 1750 hours and of process B 4000 hours.
Each unit of product X requires 3 hours in A and 2 hours in B, while each unit of
product ¥ requires 1 hour in A and 4 in B. Use the algebraic method to calculate
how many units of products X and Y are produced if the maximum capacity avail-
able is utilized. Demonstrate the situation graphically.

337



25 linear equalions

F J'gurr 3

Jw

n

Answer

Let x be the number of units of product X, and y be the number of units of product
Y.

For process A, each of the x items require 3 hours and thus the total time for all the
X products is 3x hours. Each of the y items require 1 hour, giving a total time of 1y
for just y) hours for all the ¥ pmducls.

Thus, since the maximum capacity of process A is 1750 hours (and all this capacity
must be used), we have that:

dx+y = 1750 (1]
Similarly, for process B: 2x + 4y = 4000 12]
Algebraic soluton

[1] and [2] form a pair of simultaneous linear equations, which can be solved
uniquely for x and y.

1] = 4 gives: 12¢ + 4y = 7000 13]
13] - [2] gives: 10y = 3000

Le, x = 300.
Substitute in [1] for x = 300:  3(300) + v = 1750

Le. y =850

That is:  x=300 and y=850
[Check for x=300 and =850 in (2): 2{300}+4{850} = 600+ 3400 = 4000 (OK)|

Hence, 300 units of X and B30 units of ¥ should be produced if the maximum
capacity available is utilized.
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Graphical solution
The graphical interpretation of this procedure is first to plot the two lines:
Jr+y=1750  (cuts x-axis at 1750+3=583 and y-axis at 175()
2x + 4y = 4000 (cuts x-axis at 4000+2=2000 and y-axis at $000+4=100)
and second to find their point of intersection giving the values of x and y required.
Figure 4 below shows these values to be x=300 and y=85(.
Figure 4

2000 1 ¥

:

i
Y

1500 1 \pProcess A (3x+y=1750)
Mumber of \
units of \

pmd uct Y
TEKM

Solution (to maximise Emd uction) is:

\

} r=300; y=850
]‘\.\\H I f-_______.-"'ﬁ .
e

\ HH“‘*-H
IIII "-\.\HMH
500 - 1 S
Rﬁ T Process B (2x+4y=4000)
§ T,

! T v

{] T L‘. T T _| \-\ T 1
a0 S0 1000 1500 2060 2500

Mumber of units of pmdun:t X

MNote that the graphical solution of x=300 and y=850 seen in Figure 4 is of course the
same as that obtained algebraically.

16. Procedure for solving 3x3 simultaneous equations
algebraically

The procedure for solving 3x=3 simultaneous equations algebraically is:

STE ] Using any two of the given equations, eliminate one of the variabies (using
the equation-manipulating techniques previously described) to obtain
an equation in two variables.

STEP2  Using another pair of equations, eliminate the same parable as in STEP 1,
which will give a second equation in two variables.

STEP3  Solve this 2x2 system of equations in the normal way.

STEP 4 Substitute into one of the three original equations to find the value of the
third variable.

=TEP 5 Check the solutions.
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17. Example 7 |Solving 3x3 simultaneous linear equations)

Question
Solve the 3x3 system of equations: 3x-y+z =5 [1]
y+2y+3z =4 (2]
r+3y-z =11 [3]
Answer
[1] + [3] gives: dx+2y =16 (4]
[3] = 3 gives: v+ Oy -3z =33 15]
2+ 2y + 3z = 4 2]
2] + |5] gives: 5y + 11y =37 [6]

Note that [4] and [6] give a 2x2 system, which is solved as:
dx+2y =16 (4]
Se+1ly =37 [6]

(4] = 5 gives: 20x + 10y = 80 7]
(6] x4 gives: 200 + 4y = 148 [8]
8] =17 My = 68 Le. y=2,
Substitute for y=2 in [4] gives: 4x + 2(2) = 16.
Thus x =3,
Substitute for x=3 and y=21in [1] gives: 33)-2+z =5
Thus z ==2
[Check in [2]: 2(3)+2(2)+3(=2) =b6+4-6

=4. OK.

Check in [3]: 3+3(2)-(=2) = 11. OK.}
Thus solution is ¥=3, y=2 and z=-2.

18. Summary

al A linear equation takes the form ax + b = 0 and has a unique solution.
b} Simultaneous linear equations can take one of two forms:
i. 2x2systems:  av+by =¢
dx +ey =f
where a, b, ¢, d, e and f can take any numeric values.
. Ix3systems: ar+by+cz =d
ex+ fy+gz =h
xeky+lz =m
wherea, b, o, d, e, f, ¢, I, j, k, | and m can take any numeric values.
c) Equations can be solved analytically (i.e. algebraically) or graphically to give
the same result, although some graphical solutions may only be approximate.
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20.
L.

# L b

i_h

21.

I_..n

PFor example, to solve: 3x-2y—z =3, xiyiz = 1:2:4
i, xyiz = 1:2:4 can be translated to: y = 2x (or 2x—y =0) and z = 2y (or 2y-z = 0)
ii. we would then have the three equations:

x-2y- = =3
2r -y =1k
- =z =1

to solve in the usual manner.

Student self review questions

What is the difference between analytical and graphical solutions to equations?
[3]

Explain in words how the equation ax+b=0 can be solved graphically. [5]

Why cannot the equation y=ax+b be solved uniquely? [7(b)]

What is the ‘'method of elimination’ for solving a 2x2 system of linear equations?
[9]

How are 2x2 systems of linear equations solved graphically? [13]

Student exercises

MULTI-CHOICE, The straight lines y=3x-2 and y=x+2 intersect at which one of the
following points:

a) x=2, =4 b)) x=0,y=-2 ¢} x=1, y=1 d) x=4, y=2
Solve the r'nllnwing linear equations for x.
al 3x-6=12 b} 2x+2 = 3r-11 ¢l S+dxy = x+2
dl 1.2x=0.8=0.8x+1.2 e} S5{x-2) =15 0 MHre=15+2(2x+3)=5
) 1 . S 'y
Hx~5) = T-5(3-2x hy £ - AT s =2
gl #x-5) {3-2x) } - 3 i) =43
I+ r=1 3 4 4 8
H [ —_— +F—_=
L T K 12373

Plot the graphs of y=x+2 and y=4x-7 on the same diagram and use them Lo solve
the equation x+2=4x-7.

Draw the graph of 3x+4y=12 and use it to find the value of y that satisfies the equa-
tions 3x+4y=12 and x=2.

Use the method of elimination to find the values of x and y that satisfy the following
simultaneous equations:

(a) x+y=4 (b} 3x+2y=19 (¢} Ix+2y=7 (d) x+Iy=7 (e} Ta—dy=37
Jr—y=8 Ix-dy=-b x+y=3 2y-2y=h by+3y=51
Lise a gr.]ph:il:al method to solve the tollowing simultaneous equations:
{a) 3x+5y =30 (b) 1x+12y =48 {c) x—-y =0 (d) y=6x+]

2y+2y =16 Sy +1y = 30 dx+by = 40 Jy = 1-2x

A bill for £74 was paid with £5 and £]1 notes, a total of 50 notes being used. How
many £5 notes were there? (Solve this mentally first, then algebraically.)
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10.

11.

An invoice clerk receives a bill for £37.50 for ten blank ledger books and three
special filing trays. On phoning the supplier (after discovering the order had been
written out incorrectly} the clerk agrees to return three of the ledger books in return
for the supplier sending an extra filing tray. Given that there will be an extra £2.50
to pay and that there is a 109 discount for orders of 10 ledger books or more:

al derive linear equations in ¥ and y to represent the components of the original
and revised invoices, where x is the price of a single ledger book and y is the
price of a tiling tray, and

b) solve the two equations simultaneously for x and w.

A furniture factory manufactures two types of coffee table, A and B. Each table goes

I:hruug]'l two distinct costing stages, assembly and Finishing. The maximum ca pacity

tor assembly is 195 hours and for finishing, 165 hours. Each A table requires 4 hours

assembly and 3 hours finishing, while a B table requires 1 hour for assembly and

2 hours for finishing. Calculate the number of A and B tables to be produced to

ensure that the maximum capacity available is utilized.

Solve the following systems of linear equations for 1, v and z.

(a) 3x+2y—z=-1 (b) 3r+y-z=10 {c) y:z=2!1
x+y+z=h v+2ytzed 10x+yy=l)
Sx+y+2z=15 —z=3 Sx+y+2z=15

A company manufactures three products X, ¥ and £, each of which must go
through three processes A, B and C for the following times:

Product Time spenl in process
A B C
X 3 3 1
¥ 3 2 3
. 0 1

The maximum capacities of processes A, B and C are 130, 85 and 60 respectively.
Calculate the number of units to be produced of products X, Y and Z to ensure the
utilization of maximum capacity.
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26 Quadratic and cubic equations

Generally, a quadratic equation will vield two solutions, but students should be
aware that in fact quadratic equations can have either two, one or no solutions.
This is demonstrated graphically in section 10.

5. Solving quadratic equations by formula

P

Quadratic equation formula
The quadratic equation ax* + by + ¢ = -0 can be solved using the following

formula: —
~h++yb* —4ac

2

Note: If i < 4ac there are no solutions.
If b = 4ac there is one solution.
If 1?=4ac there are firo distinct solutions.

6. Example 2 (Solving o quodratic equation using the formulal

Question
Solve the equation 2x? - 11y + 22 = 10.
Answer

First, put the equation into its general form, Le, 2v° = 11x + 12 = 0. Here then a=2,
b=-11and c=12, B

b4 *."b: — dar

50, T =
24

IRLE: JI—1TF — (2012

- 2(2)

_ 11£425

4

. 6 16
[ L = — —_—
L 4 LA 4

So that, the solutions of Zv* = 11x + 22 = 10 are x=1.5 and x=4.

7. Solving quadratic equations by factorization
Consider the relationship ab = 0. It can only mean that either a=0 or =0 (or both a
and b =0).
In the same vein, for example: if (x—a){x—b)=0 then either x—=0 or x-b=0. In other
words y=a or x=0.
So that, if a quadratic equation can be factorized (i.e. put into the form of the
product of two linear factors), it can be solved.
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Now, multiplying (x — 2)(x - 3) out gives: x.x + x.(-3) + (-2).x + (-21.(-3)

=P -3 -2x+ 6

ax® = 5% + 6
Thus, ¥*-5x+6 = 0 can be put into the form (x-2)(x-3)=0, which means that either
1—2={) or x-3=({.
In other words x=2 or x=3. Therefore, the solutions of the equation x*-5x+6 = 0 are
v=2 and y=3
Similarly, since (2x=-5Hx+1) multiplies out to 2xi-3x-5, the equation 2v2-3x-5=() can
be factorized as (2x-5}x+1}=0, giving the solutions x=5+2=2.5 and x=-1.
Note. The factorization technique can only be used if the equation is in the form
ax?+bx+e=0,
For example, putting the equation x*-2-2=4 into the form (x+1)(x-2)=4 will not help
in solving it
For students who are reasonably adept at factorising quadratic functions, this
method provides a quick and easy way of solving quadratic equations. Otherwise,
the formula method can always be used and will afways give the solutions (if they
exist).

8. Solving quadratic equations graphically

al The technique employed is similar to that for solving linear equations graphi-
cally, described in the previous chapter.

The procedure for solving the quadratic equation ax? + bx + ¢ = 0 graphically

i5:

STEP1 Plot the graph of y = ax? + bx + ¢.

STEP2  Dwetermine the x-values of the points where the graph meets the x- axis
(y=0)

These y-values give the required solution(s).

b) This method can be used with quadratic equations that are given originally in
any form, since all that is needed is to convert to the general form axtehere=0.
For example:

i.  x*-5x—4=10 can be put into the form x*-5x-14=0
ii. 20?4+ 10v—1=5x+3 can be changed to 2¥*+5x—4=0 ... and s0 on.

Note. If necessary (and sometimes examiners ask for this particularly), x*>-5x—4=10

can be solved by finding the ¥ values of the points where the parabola y=x*-5x—4

meets the (horizontal) line y=10. (Plotting parabolas was covered in chapter 24.)

Also, 2x3+10x-1=5143 can be solved, if required, by identifying the points where

the parabola y=2r2+10x-1 meets the line y=5x+3.
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26 Guadratic and cubic equations

Figure 4
I Y= ax® +hx :, +r1 + 4 )
| |I = |T.‘1"1' +bhx” v+ dd
| 1] i
|I ' I
/ .'I
/
I ."ll IIII.'I
l."l I *',\\‘- -r'//T ,."'rf \ /
I/ | III I / X
f Three solutions to II.I' . A
f - : /
! ax +brt +cx+d=0 ' \‘\ !
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! | |'I ax” +bxS sox+d=0
¥ | |
i I
I|
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y=ax" + |!i'."|.'_J,l'+ cx+d
- I
ST /
; N
/ \ A
.l'llll A
/
II| ‘Hn..
Il' T e solution to
f ay byt ey e d=10
I|
Talie 4
X =2 =] 0 1 2 3
2¢d <16 -2 0 2 16 54
5yt =20 =5 0D =5 =20 <45
_2v 4 2 00D =2 -4 -6
5 5 5 5 § 5 5
v =27 0 53 0 -3 B8
The graph (in Figure 5 overleaf) crosses the x-axis at -1, 1 and 2.5. Therefore, the
solutions of the given equation are x=-1, x=1 and ¥=2.5.
15. Summary

a) A quadratic equation takes the general form: ax® + bx + ¢ = 0 wherea, b and ¢
can take any numeric values (except a=(0),
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26 Quadratic and cubic equations

Fi Qure 5

b)

c)

d)

S T P

]
Gy =
ra
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e
=
AR
| i
fudl
Hh'“ﬁ-h__
- \—.
=

AN

f | Solutions of 2x° —5x* —2x+5=0
|'| -16 (x=-1; r=1: x=2.5)

Algebraic methods of solvin g a quadratic equation include:
i. using the formula: .
B _—{:I-J- 1.,|'i'r2 - dar
) 2a
where: if b* < 4ac there are no solutions.
if % = 4ac there is one solution.

if b = dac there are fo distinct solutions.
ii. using a factorization lechnique-
The graphi{'al method of solving ax® + br + ¢ = 0 is to plot the function
U—n:r--11t+f and identify the x values where the curve meets the x-axis.
A cubic equation takes the general form: ax® + byl + ex +d = 0 wherea, b, ¢ and
d can take any numeric values {Eﬁlﬂ*pt a=0}. The equation can have from 1 to 3
roots.

16. Student self review questions

1.  What is the general form of a quadratic equation? [2]
2. Write down the formula that will give the solutions to the quadratic equation
ax? +by+e=0. [5]

L2

What are the conditions on a, b and ¢ for there to be 2, 1 or no solutions to the

quadratic equation ax®+bx+c=07 [5]

o

Draw a quick sketch to represent the fact that a quadratic equation has no roots,
[10]

5. How many roots does a cubic equation have? [12]
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26 Quadratic and cubic equations

17. Student exercises

1.

LS H]

Solve the E{]-[lnwing quad ratic Equalinns:

a)  {(r=4)x+3)=0 bl (3x+1H5-2x)=0

¢} 2x' =R d) 4x(52-2)=0
e) (2x+10x=7)=17 ) 22 =Tx+12=0
g) 2l =11x+14=0 h) x(2v=1)=10

MULTI-CHOICE. Use the quadratic equation formula to show which one of the
following options gives the solution to the equation x* - 2x - 24 = 0.

~2410 ~2+./02 2449 2410
a) —5 ) —5 )~ ) 5
Find the roots (to 2D if appropriate) of the following equations:
a) ¥t —dr+3.75=0 bl %2 -Fr+11=0
¢} x-Tr+12=0 d) x?-7x+13=0
e} 3x° -2x-3=0 ) 4-12x+3x2 =0

gl 0.9x2 -9.1x+19.4=0 h) 4x® +5x—1=2x+2
a) Carefully plot the graph of y=x* —4.5x+4.5 between x=0 and x=8.
b} Use the above curve (in conjunction with any other plotted function if neces-
sary) to estimate (to 1D) the solutions of the following equations:
i x? —4.5x+4.5=0)
i x*—45r+45=3
i, x* —4.50+4.5=x-1
iv. x? =7 .5x+2.5+0
Solve (to 2D) the equations:

a) r—3 2x b) .‘r:—:!= 2x

x r—1 X x-1

Solve the equation r-3x7+2x=0 (note that it can is easily factorised).
a) Plot the function y=-25-18x+8x%+2x? carefully for values of r between —6 and
3.
b) Use the plotted curve to solve the equations:
L 20+ 8r-187r-25=0
i, 20+ 8x 200450
Solve the following equations graphically:
a)  1r=10.55x%+36.4x—40.8=0
b) 4xf{(x-3)+3=x
¢} —2048x+12x2-3x=0
Find the solution of 5x*-10x2-2x+12=0 that lies between -2 and +2.
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27 Differentiation and integration

Derivative of a simple function

The simple function y = ax” {(where a and b are any numbers) can be differen-
tated to give the new function: |

i
ay _ abxb-! |
d” dx |
where o is translated as “the derivative of y with respect to x" and
dx
spoken as ‘dee v by dee 2.
. . iy . dy
In particadar: if y = ax, then — =a, and if y = a (a constant), then == = 0.
x dx

Thus, for example, if: y= 57, r:—” = (5)(3)r* -1 = 15x°
dx

If

i i
iy = Bx, then e B:if v = 35, then L 0.
' ax ' dx

5. Example 1 (differentiation of simple functions)

Using the above rule for differentiation:

a)
b)
c
d]
e)
f)

£)

If y = 422 then ‘1[” = ()27 =8x! =8y
X

If y = =12x", then A _ ~72x°

iy
If y = 327, then y _ 92
dx
. -6
Also if y = 3 3r =, then di =(3-Dx? V== —
I dx X
. dy
Also if y = 25x, then — =25
dx
f
If ¥ = =3x, then b A
' dx

d
If y = 15, then .:i_y = [} {in other words, the derivative of a constant, i.e. a number
¥

not involving x, is always zero).

6. An extension of differentiation

Obviously, the need is to be able to differentiate all functions of a variable x, not just
simple ones as demonstrated above. The following statement, an extension of the
pruvinu.-:. ruile, C{hmplﬂ'trﬁ e pif,‘tu re and, for all pracli{“af purposes, allows all Fune-
tions to be differentiated.
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27 Difrerentiation and infegration

A rule for derivatives

The derivative of the sum of two (or more) simple functions is the sum of the
separate derivatives of each simple function.

For example:

a) ify=4x"-12¢" + 3x + 12, then z—u =12v2-24x + 3
¥

5 12 \ s
by ify= = +14+ 20187 + 14 + 20— 18 = Sx72 = 12x 1+ 14 + 2x - 1822,
X~ &

d 10 12
then 2y — 10r- 3+ 1202+ 2 - 36 = — + —5 + 2 - 36x.

dx x T

7. The practical interpretation of differentiation

The larger the value of the gradient of a straight line {y =a+bx say), the greater the
rate of change of y with respect to x. The gradient (or slope) of a line is the way that
a rate of change can be measured. For example, y=10+4x has a gradient of 4, which
means that for each unif increase in x, y increases by 4 unils.

The gradient of the line above is just j—” = 4 = the rate of change.
v

The derivative of any function measures its rate of change.

——-

Notice that, for the example above, y=10+4x, the rate of change was constant (=4),
since this particular function is a straight line. In general however, rate of change is
a function of x. That is, it varies from one point to the next.

Now consider the function y=2x?-4x+10. The rate of change is dy dx—4, which
can be calculated for any r-value. dx

d d
For example: at x=1, fy =41} =10; atx=2, f—"" =4; etc.
oy iy

8. Second derivative of a function

Drifferentiation can be I'-E']:I'E'EtEd as many times as necessa ry on any gi\mn function.
Of particular use for the syllabuses covered by this manual is the second derivative of
a function, defined as follows,

P

The second derivative of any function y is written as

dly

dx”
(spoken as "dee two y by dee x squared’) and obtained by differentiating
y twice.

e = a
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27 Differentiation and integration

)

I ? = pHx — 10 and y=12 when x=0, to find v in terms of x.
X i ’

d .
MNow, integrating —i-'li will give y.
X

Thatis,y = [(6x~100dx=3x" ~10x+C

=32 =10+ C i1]
But y=12 when x=({).
Therefore, substituting in [1], 12 = 3{0)* - 10{0} + C,
giving C =14
Thus y =37 - 10x +12,
Mote that, in this case, with the information given, the arbitrary constant, C,
was able to be evaluated.

16. Example 5 |Using infegration and differentiation in a business situation)

Question

Answer

The total revenue obtained (in £000) from selling x hundred items in a particular
day is given by R, which is a function of variable x.

dR

Given that e 20— 4x;

a)
b}

a)

¥
Determine the total revenue function K;

Find the number of items sold in one day that will maximise the total revenue
and evaluate this total revenue.

We are given Z:—R = 20 - 4x. Integrating this must therefore give R.
v

That is, J‘ﬁ dx = J'{m- 4x)dx
dr

= 20x - 2x? + C.

But when mo items are sold (Le. x=0), there will be no revenue (i.e, R=0). Thus,
substituting x=0 into K above gives (=L,

So that, R = total revenue = 20x — 2x°,

The value of x that maximises R is found by solving the equation J';—R =10
Thatis, where  20-4x =0 *

This gives v o= 5.

In other words, total revenue is maximised if 300 items are sold in a day.

The value of this total revenue is found by substituting x=5 into K.

This gives: 20{5) - 2(5)* = 100 - 50 = 50.

Thus, the maximum total revenue (obtained by selling 500 items) is £50,000.
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27 Differentiation and integration

17. Summary

18.

19.

a)

b}
ch

d}

e)

f)

Differentiation can be used to find maxima or minima of business functions.
The process can be thou ght of, in practical terms, as obtaining the rate of change
of a function, ’

The derivative of the simple function y = ax® is given by E = by

The derivative of the sum of two (or more) simple functions is the sum of the
separate derivatives of the functions.

Differentiation can be repeated as many times as necessary on any given func-
tion. It v is any function of

. dy . . .
i. — is the first derivative
iy
L dhy N
i, p = is the second derivative
2

Solving the equation IF_” = (), will identify the turning points of a function. The
dx
second derivative can then be used to indicate whether the turming poinl is a

maximum or minimaum.

[ntegration can be regarded as the opposite process to differentiation,
@ pal -
—— " a

The integral of ax” = jeax":i.r =
r+ 1

Point to note

Only the barest description of both differentiation and integration has been given in
this chapter, enough to be able to use them in particular business functional situa-
tions. Demonstrations of this type of use were given in Examples 3 and 5 and these
will be extended in the following chapter.

Student self review questions

Give examples of how differentiation is used. [2]

What does d—y mean? [4]
dx

: . . ly | :
Give a practical interpretation of 'f—# in relation to a graph of y. [7]

X

]

d“y

How is the second derivative, ] %, obtained? [§]

Wi
n'zy

Explain how the functions 2 and 7 are used in obtaining any turning points of

some function y. [10]

ax dx

What is the relationship between differentiation and integration? [13]
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28 Cost, revenue and profit functions

1. Introduction

Described in the chapter is the basic make-up of cost and revenue functions,
mgvlhcr with how they relate to produce a functional expression for profit. Cost,
revenue and profit functions are minimized and maximized using the technigues
described in the previous chapter and also considered are marginal cost and
revenue functions and their rclatim‘mhip in maximizing profit,

2. The basic profit equation
In any commercial environment, the (gross) profit can be considered as a simple
function of the difference between the revenue obtainable from the sale of a number
of products and the costs involved in their production. That is, Profit (P) = Revenue
{R) - Costs (C).
To take a simple example, if a wholesaler can buy items at £6.50 each and sells them
at £7.20 each, the profit per item is £7.20 — £6.50 = £0.70%. The total profit realised
trom the handling of x items can be expressed in a similar form:
Profit from x items = Revenue from x items - Cost of ¥ items
£7.200 = £6.50y
= £0L.70x.

3. The profit function

Normally, both cost and revenue are functions of x (the number of items demanded
or supplied] and so an -_‘xpn“-;ﬁi[m for prnt'li, also as a function of x, can be derived
as the difference between the revenue and cost functions.

The profit function
PMx) = Rix) - Clx)
where: ¥y iz the quanlit':.' of items demanded [Hul‘.lpliud 0or '_L‘.lt"iltjl.ll‘k‘d}
Pix)  is the pn:!fr'.r functHon in terms of ¥
Rix) is the revenue function in terms of x
Cix)  is the cosf function in terms of x.

Note. It is usual to assume that the supply and demand of items (or products) is
identical unless specifically stated otherwise,

A maxrmum profit point for some process can be defined through normal calculus
methods as described in the following.
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28 Cost, revenue and profit functions

. — - - — —— S —

Maximum profit point
The maximum profit point for some process can be found by solving the

equation:
! ap

=1
dx

for x, where:
x is the quantity of items demanded (supplied or produced)
P is the profif function in terms of x.

4, Example 1 (Profit function and maximum profit poini)

Qluestion

A

manufacturer knows that if x (hundred) products are demanded in a particular

week: (i} the total cost function (£000) is 14 + 3x, and (ii} the total revenue function
(£000) is 19x - 2x2.

a) Derive the (total) profit function.
b} Find the profit break-even points.
c) Calculate the level of demand that maximizes profit {i.e. the maximum profit
point) and the amount of profit obtained.
Answer
a) Here, the total cost function, C{x) = 14 + 3x and the total revenue Function,
Rix) = 19x — 2x=.
Therefore, total profit function, Pix) = R{x)=Clx}
= 19x — 2v* — (14 + 3x)
1.e. P{x) = 16x - 2x7 - 14.
b} The profit break-even points are the levels of demand which make P{x)=0.
Now, P(x) =0 when:  1éx-2x% =14 =0
or Br — 12 =7 =) (dividing throughout by 2)
Solving this quadratic equation gives y=1 and x=7.
Thus, the profit break-even points are when the demand is 100 or 700 prod-
ucts.
_— o dP
¢} Profit is maximized when s =
x
I y 3 dP
Now, since P = 16y - 2v° - 14, — = 16-4x,
X
, dF
Putting — =)
e dx
gives 16 =4x =10,
which yields x = 4.
2
MNote that :: j: = —4, (< 0) showing that x = 4 gives the maximum profit.
r
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28 Cost, revenue and profit funclions

a) Derive the revenue function, R.
b} Obtain the total profit function.
¢) How many units per week should be produced in order to maximise profit?
d) Show that the solution of the equation 4R _ j—f where C represents the cost
X X
function, gives the same value for g as in part c).
e) What is the maximum profit available?
Answer
a) The demand function is given as p, =500 - 2.
Therefore, revenue function, R =p, g =(500-2q)g
i.e. R = 500q - 24°
b) The cost function, is givenas T = 300q + 2000
Therefore the profit function, P = R - C = 500g - 29° - (3004 + 2000)
This gives Po=200q — 2g9° - 2000,
ar d*p S | .
) MNow ol 200 - 44 {and e —4, signityving a maximum point).
dq :
Thus: CLC
dij
giving: 200 -4g =10.
Therefore: g =50
That is, 50 units / week need to be produced in order to maximise profits,
d) R 500 45 and 45 - 300,
EIIII II'LI
So that, if 48 _ A€
i iig
then: 500 -4 = 300.
ie. dig =200
S0 q = 5 agreeing with the answer to part (c).
e} Substituting g= 50 into the profit function gives:
maximum profit = 200(50) — 2(50)F — 2000
= 3000.
That is, maximum profit available is £3000.
15. Summary
a} The basic profit equation describing some process is:
Profit {P) = Revenue {R) - Costs {C),
or if revenue and costs are given as functions,
Plix) = Rix} = C(x), where x is the quantity demanded.
b) A total cost function can normally be expressed in the form: C{x) =a + br + cx?,

where g is the fixed cost, b is the variable cost and ¢ is the {(optional) special cost
factor.
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28 Cost, revenue and profit functions

16.

17.

bl

=

n

B

c) A price (or demand) function normally takes the form: p, = a + bx, where x is the
quantity demanded.

d) A revenue function i= normally expressed in the form: R = v.p, where 1 is the
number of items supplied and p_is the demand function.

i . . . . . .
el F—;: is the marginal cost function, and % the marginal revenue function.
iy ) iy
: . . dC dkK . i} . . R
f) The solution of the equation i = .'. defines the maximum profit point.
dr dx

Points to note

a) The term ‘process’ can be translated very broadly. It can describe a complex
manufacturing situation, where a large number of raw materials are put
through a series of sub-processes and end up as a sophisticated product such
as a motor car or washing machine, On the other hand, the term can be used
to describe the operations of a wholesaler, who will buy in bulk from various
manufacturers and channel through smaller amounts to retailers, without the
physical goods changing their nature in any wav.

b) It was mentioned earlier that, to all intents and purposes, supply equals
demand and, in this context, the two words have been used interchangably in
the text, In the rare instances where examiners have differentiated between the
two, the question has involved algebraic manipulation and equation solving of
a fairly routine nature. For example, given a (linear) supply function S{x}, say,
and a (linear) demand function [Xx), say, the question is invariably “for what
level of production does supply equal demand?. This is answered by solving
the equation S(x) = [Nx).

Student self review questions

For a given process, what form does the standard profit function take? [3]
What is the difference between ‘set-up’ and ‘variable’ costs? [6]
What general form does a total cost function take? 6]
Under what conditions would revenue be described by a ‘linear function of the
quantity x7 [8]
What purpose does a price (or demand) function serve? [9]
What information does a marginal cost function give? [13]
dC dR

What is the significance of the equation Ie 7[13]
dr  dx

Student exercises

MULTI|CHOICE. In the function C = 4 + 0.80), C is the total cost of sales (in £000)
and (}is the number of thousands of units sold. The total cost of sales for 2,000 units
is closest to:

a) £1,600  b) £5600 o £8200 d) £12400
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Examination axo mplas

In order to find the values of 1 and v, equations (1) and (2) need to be solved
simultaneously.

[1]x3 gives: 120 + 6 = 72000 13]
and [2]x2 gives: b+ 6r = 42000 [4]
Subtracting, {[3]-[4]) gives: B = 30000,
Therefore o = 3000,
Substituting back into [1] for u=5000 gives  4(5000) + 2r = 24000,

Le. o= 200,

The solutions of the simultaneous equations are u=5000 and #=2000.
Thus for no idle time and maximum use, 5000 units of x and 2000 units of y
should be produced.

G estion 2

A manufacturer of a new patented product has found that he can sell 70 units a

week direct to the customer if the price is £48. In error, the price was recently adver-

tised at £78 and |, as a result, nnly 40 units were sold in a week. The manufacturers

fixed costs of production are £1,710 a week and variable costs are £2 per unit. You

are required

a} to show the equation of the demand function linking price (P) to quantity
demanded (X}, assuming it to be a straight line, is P = 115 = X;

b) to find where the manufacturer breaks even;

¢) torecommend a unit price which would maximise profit, and to find the quan-
tity demanded and profit generated at that price;

d} assuming a sudden change in trading conditions resulting in a 20¢% reduction in
demand at all price levels, to find the equation of the new demand function and

to recommend how the manufacturer should respond.
CIMA

Answer

a) As the relationship is linear, it will be of the form P = a + bx (where a, b are
numbers to be found).
As x =70 corresponds to P = £48

48 =a+ 70b
Similarly 78 =a+ 40b
Subtract ~30 = 30b
Thus b = -1 and a = 438 - 70b = 118. The relationship is thus P = 118 - x.
b} Total costs are C =1710+ 9x,
Kevenue is given by R =demand price=x . P
R =118r-x*

The break-even points occur where R =C
18x=-x* =1710+9x
22 =109y + L710 =0
{x=19)x =% =0
x = 19 or x = 9 (or use quadratic formula).
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Examination exomples

d)

Correspondingly: P =99 or P = 28

Thus the manufacturer breaks even at prices of £28 funit (demand = 90 units)
and £99 /unit (demand =19 units).

The profit, G, is givenbyi=K-C = x4 108y - 1,710

Thus 95 — 2y + 109 and T{; = -2 which means that profit is a maximum
X dx”
where G' = 00,

This gives: demand x = 54.5, with price P = £63.50.
The maximum profit is G =-54.52 + 109 x 54.5 - 1,710 = £1,260.25.
At a price of £48, the demand falls to 56, hence the demand equation changes
Loy

48 =g+ 50b.
Similarly 78 =a+32h
Subtract: =30 = 24b
This yields: b = -1.25, 0 = 118.
Thus P=118-1.25x.
The profit function now changes to

G=118x - 1.25x% = 1,710 = 9x = =1.25x + 109x - 1,710

% — ~25x+ 109

-

':il—{" = 0 now gives x = 43.6. The corresponding price is P = £63.50.
dlx

Hence the manufacturer should not amend his price.
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Examination questions

1.

b2

A small company produces specialised posters. The total cost is made up of three
elements - materials, labour and administration — as follows:
Materials £0.50 per poster
Labour £15 per hour
Administration  £10 per hundred, plus £50
The set-up time for printing takes 2 hours, and the posters are run off at the rate
of 300 per hour.

You are required

a} tocalculate the total cost of producing 1,000 posters;

b} to produce a simple formula for the total cost, £C, in terms of N, where N is the
numbers of posters produced, and to explain its meaning;

¢} tofind how many posters can be produced for (i) £500, and (i) £N.

CIMA

The expression to determine the net present value £ of a certain project is given

by:

P = {<32r + 884r - 5985)
where r is the rate of interest.

Required.

a) Determine the internal rates of return of this project, by solving the appropriate
quadratic equation,

b) Tabulate and plot the function (-32¢% + 884r - 5985) for the SIX integer values of
r which include the values of the internal rates of return in their range.

¢} Using the graph of part (b} explain the significance of net present value as
applied to this project.

d) Using the methods of differential calculus, determine and confirm the
maximum net present value of the project.

ACCA

a) A cost accountant for a bus company has calculated that the number of passen-
gers on a certain route increased by 307 when the fare was reduced by 10%.
Find the percentage increase in revenue,

b} On another route, when the fare was reduced by x% the number of passengers
increased by 2x'%. Show algebraically that the revenue was multiplied by: (1 +
0.01x — 0.0002+7),

cl Using a graph, or otherwise, find the value of x which produces maximum
revenue, and hence calculate the percentage increase in revenue which this
would bring. Explain any assumptions you have made.

CIMA
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Examination questions

o

a}) A company manufactures a single product. Each unit is sold for £15,
The operating costs are:
£
Fixed, per week B0
Prime, per unit produced 5
The weekly maintenance cost M is given by M = 0.009% where x is the weekly
production in unils.
You are required to:
1. calculate the range of possible production in whole units, when no units are
left unfinished at the end of the week, to provide a weekly profit of at least
L2000
i, illustrate your answer to (i} above by drawing a graph of the profit equa-
ton.
b} Owver a six vear period, an investment depreciated in value from £32000 to
£23500. If a reducing balance method of depreciation was used, determine the

rate per annum to one decimal place.
CTMA

a) The total cost function is given by C = 2% + 161 +39, where x units is the quantity
produced and £C the total cost.
Required:
i.  Write down the expression for the average cost per unit,
ii. Sketch the average cost function against x, for values of x between x=({ and
x=§,
b} The demand function is given by p = x
tity demanded and £p the price per unit.
Required:
i. Write down an expression for the total revenue for x units of production.

2 - 24x + 117, where ¥ units is the quan-

ii. Using the methods of differential calculus, establish the number of units of
production and the price at which total revenue will be maximised,
1

iii. If elasticity of demand is defined as: [ i i“’-‘ , determine the elasticity of
Podx
demand for the quantity which maximises the total revenue.
ACCA

Your company manufactures large scale items. It has been shown that the marginal
{or variable) cost, which is the gradient of the total cost curve, is (92-2x) £thousands,
where x is the number of units of output per annum. The fixed costs are £800,000
per annum. [t has also been shown that the marginal revenue, which is the gradient
of the total revenue curve, is (112-2x) £thousands.
Required:
a) Establish by integration the equation of the total cost curve.
b) Establish by integration the equation of the total revenue curve.
c) Establish the break-even situation for your company.
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Examination queslin Mns

|
:

d}

Determine the number of units of output that would:

i. maximise the total revenue, and

i, maximise the total costs,

together with the maximum total revenue and total costs.

e) Assuming that your company cannot manufacture more than 60 units of output

a)

b)

per annum, what interpretation can be put on the results you obtain in d)? (A
sketch of the total revenue and cost curve will be helpful.)

ACCA
A company subsidises a certain rail journey for some of its employees. When
the price of the tickets is increased by £6, the number of tickets which the
company can purchase for £2,850 is reduced by 36.
You are required to find the percentage increase in the price of the ticket.
A mathematically-minded street trader with no overheads has found that the
weekly volume of sales of a toy are approximately 100/ p2, where £p is the fixed
price of the toy. The toy costs the trader 15 pence.
You are required, by using a graph, or any method vou consider appropriate, to
tind:
i. the level of p which maximises profit;
ii. the level of the maximum profit;
iii. the weekly volume of toys sold at this level.

CIMA

Your firm has recently started to give economic advice to your clients. Acting as a
consultant you have estimated the demand curve of a client’'s firm to be

AR = 200 - Bx

where AR is average revenue (£} and x is output.
Investigation of the client firm's cost profile shows that marginal cost is given
by

MC = 12 - 28x + 211

where MC is marginal cost (£). Further investigation has shown that the firm’s

costs when not producing output are £10.
Required:

ﬂ]
bl

)

d)

If total cost is the integral of marginal cost find the equation of total cost.
If total revenue is average revenue multiplied by output find the equation of
total revenue.
Profit is total revenue minus total cost. Using the methods of differentiation
finding the turning point(s) of the firm's profit curve and say whether these
point(s) are maxima or minima,
Marginal revenue is the first differential of total revenue. Find the equation of
marginal revenue,
On the same axes sketch the marginal cost and marginal revenue curves,

ACCA
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9.

al

The cost of producing a quantity Q of a product is given by an equation of the
form
C=a(?—bQ +¢ where d, b, ¢ are constants,

It is observed that if (=10, C = 2900, but it () = 40, C = 800, or if 0 = 100, C =

2000,

(i) Determine a, I and ¢

{ii) Plot vour Cost Function for values of ( between 0 and 120 and use the plot
to determine the quantity that should be produced to minimise the total
production cost.

(it} The product is sold at £20 per unit. Write down the Revenue Function and
plot it on the same graph as vour Cost Function. Determine the range of
production quantities over which the company can make a profit.

(iv) Estimate the minimum price at which the product must be sold to avoid a
loss.

It is estimated that in 10 years time production costs will have increased by

£4000 (e £4000 is added to the Cost Function).

{i) Calculate the new Total Costs and find their Net Present Values assuming
an interest rate of 10% per vear. Plot the Net Present Value Function on your
graph and determine the production quantities tor which real costs are the
same.

{ii} Estimate the minimum price that the product must be sold at in 10 years to
avoid a loss.
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Part 8 Probability

Chapter 29 introduces the elementary theory of Sets; their basic make-up, their
pictorial representation in Venn diagrams and methods of combining and enumer-
ating them. This topic needs to be studied in order to fully understand the concept
of probability.

Chapter 30 deals with the foundations of probability, introducing the idea of experi-
ments and events, Probability is defined and the addition and multiplication rules
are described.

Chapter 31 covers more advanced ideas in probability including expectation and
conditional probability and their ability in solving problems in practical business
situations.
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29 Set theory and enumeration

1. Introduction

This clmplu:-r introduces some basic concepts in Set Theao rv. describing sels,
elements, Venn diagrams and the union and intersection of sets. This is followed by
a discussion of the problems of set enumeration.

2. Sets and elements

Sets of objects, numbers, departments, job descriptions ... etc are things that we
all deal with every day of our lives. Mathematical Set Theory just puts a structure
around this concept so that sets can be used or manipulated in a logical way. The
type of notation used is a reasonable and simple one.
For example, suppose a company manufactured 5 different products a, b, ¢, d, and e.
Mathematically, we might identify the whole set of products as P, say, and write:

P = |a.b.c.d.el
which is translated as “the set of company products, P, consists of the members (or
elements) a, b, ¢, d and ¢".
The elements of a set are usually put within braces (curly brackets) and the elements
separated by commas, as shown for set P above.

A mathematical set is a collection of distinct objects, normally referred to as
elements or members.

Sets are :_:|:-iu.;':||_1,r denoted h-:,' a capital letter and the elements by small
letters,

3. Example 1 (lllustrations of sefs)
a) The employvees of a company working in the purchase department could be
written as:
P = |A.R. Jones, R.-Wilson, Mrs E.Smith, A Smythe, Miss F.Gait]
b) The warehouse locations of a large supermarket chain could be written as:
W = |Edinburgh, Carlisle, Leeds, Mottingham, Wrexham, Coventry|

4. Further set concepts
a) Subsels. A subset of some set A, say, is a set which contains some of the elements
ot A. For example:
it A = ikl then:
X =i,j.0} is a subset of A
Y = |Ind} is a subset of A
Z = {ifl is asubset of A and also a subset of X.
b) The number of a set. The number of a set A, written as n[A], is defined as the
number of elements that A contains.
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29 Set theory and enumeration

For example:
if A = la.b,c.del, then n|A|=5 (since there are 5 elements in A);
if I = {Sales, Purchasing, Inventory, Payroll}, then n[D]=4
c) Set equality. Two sets are equal only if they have identical elements. Thus, if
xy,z) and B = [x,u.z], then A = B,

d) The universal set. In some problems involving sets, it is necessary to consider
one or more sets as belonging to some larger set that contains them. For
example, if we were considering the set of skilled workers (5, say) on a produc-
tion line, it might be convenient to consider the universal set (L, say) as all of
the workers on the line. In other words, where a universal set has been defined,
all the sets under consideration must necessarily be subsets of it.

el The complement of a set, If A is any set, with some universal set LI defined, the
complement of A, normally written as A’ is defined as “all those elements that
are not contained in A but are contained in . For the example of the workers
on the production line {given in d} above), 5 was specified as the set of skilled
workers within the universal set of all workers on the line. Therefore, 5" would
be all the workers that were not skilled. i.e. the set of unskilled workers.

5. Venn diagrams

A Venn diagram is a simple pictorial representation of a set. For example, it M
= |a,b.c.defgl then we could represent this information in the form of a Venn
diagram as in Figure 1.

Figures Tand 2 Venn diggrams — sel M with elements and sel A with subset D

A

| yd b M : 4

" :"T lll| \ __// /
‘?

\ % .
Venn diagrams are useful for demonstrating general relationships between sets.
For example, if a firm maintains a fleet of ¥ cars, we might write A = {1,2,3.4,5,6,7]
(each car being numbered for convenience). If also it was important to identify
those cars of the fleet that were being used by the directors, we might have D =
13,5}, i.e. Cars 3 and 5 are director’s cars. This situation could be represented in
Venn diagram torm as in Figure 2. This diagram nicely demonstrates the fact that
[} is a subset of A, which normally means that u[D}<n[A]. In this case n[[?]=2 and
nlA]=7.
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29 Set theory and enumeration

Any combinations of union and intersection can be used with sets. For example, if X
and Y are the sets specified above and Z = [d f.g.j}, then: (XNYWZ = |e folld fg.j}
= |c.d,f..7}, which can be described in words as ‘the set of elements that are in either
both of X and Y or in 2,

10. Example 3 (To demonsirate set intersection)

It A = {mnopl; B = {mopqgl; C = {mgrl; with a universal set defined as

kb, m,n0,p.q,.r.5), then:

al  ANE = {m,opl, since all these elements are in bofh sets,
Similarly,

b} ANC = |}

¢) BNC = |qg).

d} ANBNC has no elements, is sometimes called the emply sef and can be written
ANBNC = [}). Note nf{}]=0.

e} (ANBY = {kinq.rs| is the complement of ANB and is the set of all elements that
are NOT in both A and B.

f)  (AUBINC = |manopginilngr) = [ngl is the set of all elements that are in A or B
AND ALSO In C.

11. Example 4 (The union and intersection of given sets)

Cluestion

In a particular insurance Life office, emplovees Smith, Jones, Williamson and
Brown have A’ levels, with Smith and Brown also having a degree. Smith, Melville,
Williamson, Tyler, Moore and Knight are associate members of the Chartered
Insurance Institute (ACIH) with Tvler and Moore having ‘Al levels. Identifying set A
as those employees with ‘A’ levels, set C as those emplovees who are ACII and set
[ as graduates:
a) Specify the elements of sets A, C and D
b) Draw a Venn diagram representing sets A, C and D, together with their known
elements.
¢l What special n:latinnship exists between sets A and D7
d) Specify the elements of the following sets and for each set, state in words what
information is being conveyed.
i ANC ii. DUC ii. DNC

¢} What would be a suitable universal set for this situation?

Answer

a) A = [Smith, Jones, Williamson, Brown, Tyler, Moore];
C = [Smith, Melville, Williamson, Tyler, Moore, Knightl; D = [Smith, Brown}
b} The Venn diagram is shown in Figure 3.
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29 Set theory and enumeration

Figure 3 Venn diagram for example given

Jones
Moore

Williamson
Tyler

Ml ville
Knight

¢} From the diagram, it can be seen that D is a subset of A.

d} This information can be obtained either from the Venn diagram or from the sets

listed ina} above,

i. ANC = {Williamson, Tyler, Smith}. This set gives the emplovees who have

both ‘A" levels and are ACIL

. DUC = {Brown, Smith, Williamson, Tyler, Melville, Knight}. This set gives

the employees who are either graduates or ACIL

iti. DNC = {Smith}. This set gives the single employee who is both a graduate

and ACIT qu alihied,

e} A suitable universal set for this situation would be the set of all the employees

working in the Life office.

12. Example 5 (Some uselul results using set number, union and intersection)

Gluestion
a) What does n[ANB]=0imply about sets A and B?

b) What is the largest value that n[ANE] can take (in terms of n[A] and /or n[B])

and what does this imply about sets A and B?
¢} What is implied about sets A and B if n| ALB]=n|B|?

d) What is the largest value that n[AUB] can take (in terms of n[A] and/or n|B])

and what does this imply about sets A and B?

Answer

a) n[ANB]=0 means that there are no elements in the intersection of the two sets
A and B, That is, they do not intersect. This relationship is shown in Venn
diagram form in Figure 4. Sometimes sets that have no intersection are known

as disfoid.
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29 Set theory and enumeration

Finally we can evaluate the number of elements in any remaining unknown areas.
Putting v as the unknown number in the area ‘A alone’ that is required, we must
have that:
3454+ 2+ x =16 (the total number of staff).
le.x =6
That is, there are 6 staff who are qualified Association members but not graduates.

16. Defining the general enumeration problem

[t is worthwhile at this stage to state clearly what the general enwmeration problem is.

The general enumeration problem
Liven:

a) overlapping attributes which can be represented as intersecting
sets on a Venn diagram and thus defining a number of distinct
areas;

b) the number of elements in a selection of areas

to find the number of elements in each distinct area.

Note, in particular, that there are:
a) 4 distinct areas (for two attribute sets), and
b} 8distinct arcas (for three attribute sets).

To put the particular problem given in section 14 into terms of the above defini-

tion, we had:

i.  Two overlapping attributes, ‘graduate status’ and ‘qualified members of
Association’ (overlapping in the sense that any member of statf could
possess either none, one or both of the attributes), which were represented
as intersecting sets & and A respectively.

ii. The 4 distinct areas on the Venn diagram were: “A and &', “A alone’, *G
alone’ and ‘neither A nor G°.

iii. Information was given that enabled a given area to be enumerated.

17. Solution of the general enumeration problem

The procedure for solving an enumeration problem is:

STEP 1 Identify the attribute sets.

STEPF 2 Draw an outline Venn diagram.

STEP3  Use the information given to fill in as much of the diagram as possible.
STEF4  Evaluate the number of elements in any unknown areas,

This procedure is also relevant to either a 2-set or 3-set problem, the latter being
described in sections 20 and 21.
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29 Set theory and enumeration

18. Notation for the 2-set problem

Although the situation is quite straightforward for two attribute sets (as the
example in section 14 showed), with no real difficulty in enumerating an unknown
area, it is necessary to introduce a very convenient notation. This is particularly
necessary when dealing with 3 attribute sets, but serves well as an introduction at
this 2-set stage.

If the two attribute sets in question are labelled as A and B, the Venn diagram in
Figure 6 can be set up.

Figure 6 Venn diagram illustrating nokation for numbers of elemenls in tarious areas

— -

- -

- e,
o~ H\ Liniversal

/A set
f/ ™~ N
/ ' % M,
"'r .": 1.". 1'".
/| a | \
III | -'l__ - \
I ] o
i | -~ | \ |
|I I'-__ f"/ b _.'|I l"'-.E I
) | 1
Voo L S N
II ..-’-._..- l|l
\ S ;f ,-'“'
.\'.m H""-\-\.\__\_ .-.__,.-" F
'H.H — . e .-.;__.
\\ o= number of elements in set A alone;
T __.f#-f b = number of elements in set § alone;
T— o ah = number of elements in both A and B

5 = number of elements in netther A nor B

Thus: n[A] = a + ab; n[B] = b + ab; nfAUB] = a + b + ab, which can easily be seen from
the above Venn diagram.

19. Example 6 (A Zset enumeration problem)

Gluestion

A survey was carried out by a local Chamber of Commerce, one of the aims being
to discover to what extent computers were being used by firms in the area. 32 firms
had both Stock Control and Payroll computerised, 65 firms had just one of these
two functions computerised and 90 firms had a computerised payroll. If 22 firms
had neither of these functions computerised, how many firms were included in the
survey?

Answer

STEP1  The two attributes are computerised payroll (with set P, say) and
computerised stock control (with set 5, say).
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2% Set theory and enumeration

Figure 8 Enumerating the areas involved with three intersecting sefs

Universal
Set

Also: n|A] =a +ab + ac + abe (the sum of all the areas containing an “a’).
n|B} =h+ab + be + abe (the sum of all the areas containing a “b’).
nfCl =+ ac + be + abe {the sum of all the areas containing a 'c').

nfAUB] = the sum of all areas —c - % {this can be seen from the diagram).
Similarly for n[AUC] and n[BUC].
n|AUBLUC| = the sum of all areas - %.

The following example demonstrates the use of this notation to solve a 3-set
problem

21. Example 7 (A 3-set enumerafion problem)

Gluestion

Some stock items at a production plant may be classified into one or more of three
categories: P, for perishable items; 5, for special orders and E, for export, but 24
items are not classified. 6 items were classified only as P, 8 were L only and 4 were
5 only. Exactly 7 items were classified into just two special categories and no items
were classified into all three. Given also that there were 14 export items and 9
special order items, find:

a) how many items were classified as perishable, and

b} how many different stock items were held.

Answer

STEP1  The attribute sets have already been defined in the question as E, P and
5.
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29 Set theory and enumeration

STEP2  The Venn diagram is shown in Figure 9, using the usual notation, where:

1 = the number of elements in set P alone (i.e. not in E or 5).
pe = the number of elements in just P and E {i.e. not in 5).
pes = the number of elements in P and E and 5

.. and so on,
% = the number of elements in neither P nor £ nor 5.

STEF3  Writing down the information given symbolically gives: p=6, ¢=8, 5=4,

eps=0) and $=24.

number of items with 2 categories: eprpst+es =7 (1]
number of items for export: e+es+ep+eps =14 [2]
number of special order items: S5 ps e peps =9 i3]

Figure 8

oo ——— All stock
. _ dtems

STEF4  For (a), we need to find n[P]=p + ep + ps + eps
=6+ ep + ps + 0 (since p=6 and eps=0).

To find ep + ps. Substituting the given individual area values into [1], [2] and [3]

gives:

[2] as: es+ep =6 | 4]
|3] as: es+ps =5 [5]
and adding (4) and (5) gives: ep+ ps v 2es =11

But [1] is: eptpstes =7,

Therefore: es =4,

Substituting back into [1] gives: ep + ps+4 =7,

Therefore: ep+ ps o= 3,
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29 Set theory and enumeration

24,
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Student self review questions

What is a set and how is it normally described? [2]

What is a universal set? [4({d)]

Describe what the complement of a set is. [4(e]]

What is a Venn diagram? |5]

Write down the notation for, and the meaning of, the union of two sets A and B. [7]
Write down the notation for, and the meaning of, the intersection of two sets X and
Y. [9]

What do you understand by the term “disjoint sets'? [12(a}]

What is the ‘general enumeration problem’? [16]

How many distinct areas are defined when three sets intersect within some defined
universal set? [16(b)]

What does the symbaol ‘ab” mean when used in the 3-set enumeration problem?
[20]

Student exercises
If A= labcdefe) Belefohl, C={fgl, D= |fhl, and E = |a.b.c.d}, state whether the
tollowing are true or false and, if false, try and correct them.
a} Bisasubsetof A
by A isasubset of C
c)l iz asubset of B.
d} [If U is the universal set for A, B, C, D' and E, the smallest value of n[L] is 2.
el C=D
t) n[C]l=n[D]
g) If the universal set is {a.b.cdef gk, then E is the complement of set B (i.e. £ =
B).
It X = {abcdel, ¥ = {cdefl and Z = [acdegh) within a universal set of
lab.c.d.efeiui), list the elements of the following sets:
a) XUY by XUZ cl XNy dyYnZ et YLIZ ) (XY neg
g) (XNY)Y  h)yYnZ i) YuE
A company, which has 5 I"l.‘_HL.Il.;'IF customers, stocks I:JI!‘UL']I,.H:I‘H ros, bou, uoun x and u.
Customer A buys products », s, t and v only and this is represented in set form as
A= frstvl Also, B = |rtowxl, C= rix), D =lroawl and E = [noaex]. Speaty the
elements of each of the tollowing sets, giving its meaning in words.
al Auniversal set, U, for A, B, C, Dand E
b) CupD
c) ENB
d}y '
e} (AUCINE
f) ANBNCNDNE
g} (AUBUCUDUEY
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4.

A and B are two intersecting sets and a, b, ab and % are the usual symbaols for the
number of elements contained in the four defined areas of the associated Venn
diagram. Find the value of ab and a if:
i Al=28 a+b=36 $=48 the number of elements in the universal set is 96.

A firm keeps accounts for 28 customers. 12 of these are defined as new customers
and 14 are based locally. If just three new customers live locally, how many estab-
lished customers do not live locally?
A, B and C are three intersecting sets and a, b, ab, ... etc are the usual symbols for
the number of elements contained in the eight defined areas of the associated Venn
diagram. Given that:

ar=15 b=65 =51 abc+ab=15 g+b+ab=117 b+c+bc=128 $=0 nfJUniversal
set]=200,
calculate:
a) abr
b} a+b+c
c) nl[A]
d) a
e) ab.
A music shop specialises in organs and various other keyboard machines. Many
modern machines have a MIDI (Musical Instrument Lrigital Interface, enabling
a computer to be linked} and any machine can either be portable or fixed. The
shop also stocks second-hand machines. Part of the manager’s quarterly report,
reflecting the stock position, reads: ‘Currently, 31 machines are in stock of which 8
are second-hand. New MIDIs account for the majority of stock at 17, of which 12
are portable. There are 17 portable machines in total, 14 having MIDL We currently
have no fixed, second-hand MIDIs or non-MIDI, second-hand portables.’

How many of the machines in stock:

a) have MIDI?
b} are new portables?
¢} that are new and fixed, do not have MIII?
d) are second-hand, portable MIDIs?
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30 Introduction to probability

b) Equally likely outcomes are defined when anv one outcome of an experiment is
no more likely to occur than any other when the experiment is performed. In
practice, equally likely outcomes are not common, but the concept is important
(in order to undvmlnnd the nature of probability). For example:

i. The outcomes for the production line experiment of section 3{a) above can
in no way be considered as equally likely, since the outcomes “0 and “58¢/,
say, would be far less likely to occur than, say *13" or 40",

ii. A classic example of an equally likely outcome set is that obtained when an
unbiased standard six-sided die (dice is plural!) is to be rolled. The outcome
set for this experiment is {1,2,3.4,5,6] and as long as the die is in fact "fair’
ti.e. unbiased) then we would not expect outcome ‘1" to occur any more
than ‘2", "3, '4", °5' or ‘&', when the die is rolled.

5. Statistical events

In any experiment, an ¢vent is defined as any subset of the given outcome set that

is of interest, Thus an event consists of a set of outcomes, and the event is said to

have occurred if the outcome of the experiment (when and if it is performed) is
contained in the event set. For example:

i.  For the production line experiment of section 3(a) above, we might define the
event “fast production’ as 15 or more products in five minutes. That is, the event
set is [15,16,17,18, ...]. If the experiment is performed (i.e. the number of prod-
ucts coming off the line in a particular 5-minute period is determined) and the
outcome is 23, then the event WILL have occurred, since 23 is an element of the
event set. That is, production will be regarded as “fast” in this case.

ii. For the die-rolling experiment, the event “even number’ is the set |2,4.6]. If
the die is rolled and a 5" occurs, then the event “even number” will NOT have
occurred since '5' is not an element of its event set,

In Set Theory terms, the outcome set for any experiment can be considered as the

universal set for any events that may be defined, since (by definition} all events are

subsets of the outcome set.

As many events as desired may be detined on an experimental outcome set. Some

might overlap, others might be quite distinct {or disjoint). The following example

demonstrates this point.

6. Example 1 [Some defined events of an experiment|

A set of nine people working in an accounts section are classified in three different
ways:

a) by sex (MorF)

b) by Association qualification (Q = qualified; U = unqualified)

cl by status (F = full time; P = part time).

Person 1 is male, qualified and full time and is symbolised as 1:MQFE. The other
eight are: 2:2MQF, 3:MUF, 4$MQF, 5:MUF, &:FQFE 7:FQF, 8:FUF and 9:FUF. The
defined experiment is ‘choose a person at random’.
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30 Introduction to probability

Three events are defined as follows: I’ = Part time; M = Male and F = female. A
Venn diagram is constructed to demonstrate these events in Figure 1.

Figure 1

Part timers

In Figure 1, notice that the events ‘Male’ and ‘Female’ do not overlap while, for
example, ‘Male” and ‘Part time’ do.

If the above experiment is performed and the outcome, say, is person 8, then
the event ‘Female” WILL have occurred (since this outcome is in the event set).
The events ‘Male’ and ‘Part time’ will NOT have occurred (since person 8 is not
contained in either of these two event sets).

If the experiment is performed and the outcome is person 3, then ‘Male’ and ‘Part
time” will BOTH have occurred, while ‘Female” will not have occurred.

7. Definition of mutually exclusive events

Mutually exclusive events

Two events of the same experiment are said to be mutually exclusive if their
respective event sets do not overlap.

Note that this is equivalent to saying that, when the experiment is
performed, events that are mutually exclusive cannol happen at the same time
(i.e. cannot occur together).

Figure 2 shows the general Venn diagram representation of two events of an experi-
ment where, in (a), the events A and B are mutually exclusive (no overlap) and,
in (b), the events A and B are NOT mutually exclusive (since there is a distinct
overlap).
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30 Introduction to probability

Figure 2 Mutually exclusive and non-mutually exclusive events

{a} Mutually (b} Non-mutually
exclusive exclusive
events events

For the ex periment defined in Example 1, the events ‘Male’ and ‘Female’ are mutu-
ally exclusive, since there is no overlap. The fact that they cannot happen at the
same time should be clear since, when the experiment is performed, only one
outcome can occur and it cannot be in both event sets.

The term ‘mutually exclusive’ is used to describe events of this kind because the
occurrence of one necessarily excludes the occurrence of the other.

8. Example 2 [mutvally exclusive events)

a) If the choice of one car from a large fleet of cars is considered (as an experi-
ment), then some pairs of events can be defined as follows.

i "Automatic’ and ‘Manual gears’ would be mutually exclusive, since any car
would have either automatic or manual, not both.

ii. “Ower 6 months old” and ‘New” would similarly be mutually exclusive.

iii. ‘Owver 6 months old" and "Rear wheel drive’ would almost certainly NOT
be mutually exclusive, since rear wheel drive cars are very common. (Note
that it is not possible to be more certain than this unless precise details of
each car is known. It could be that, for this particular fleet, no car was in
both sets, but this would be exceptional.)

b) For the lengths of time that completed jobs have taken in a factory, the events
‘On time’ and ‘Over 2 days late’ would be mutually exclusive, since if a job was
completed on time it could not possibly be over two days late as well!

¢) When considering rolling an unbiased six-sided die, the two events ‘Even
number” and ‘Odd number’ would be mutually exclusive. Note however that
the events ‘Even number’ and ‘a number less than 4" are not mutually exclu-
sive, since both events could happen simultaneously if the die was rolled and,
for example, a ‘2" occurred.
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30 Introduction to probability

12. Definition of theoretical probability

Theoretical probability 1
If E is some event of an experiment that has an equally likely outcome set |
(L), then the theoretical probability of event E occurring when the experi- |
ment is performed is written as p(E) and given by: .!
number of different ways that the event can occur '
number of different outcomes of the experiment

n(E)

n(Ll)

where: n{E} is the number of cutcomes in event set E

plE} =

n{ LI} is the total possible number of outcomes (in outcome set LI).

Mote that sometimes the probability of event E occurring is written as either P(E),
PrE} or priE).

If, for example, an ordinary six-sided die is to be rolled, the (equally likely) outcome
set, 11, is [1,2.3.4,5,6} and the event ‘even number’ has event set {2,4,6). Therefore
the theoretical probability of obtaining an even number is easily calculated as

nieven number) 3 _—

(L [

pleven number) =

13. Example 4 (The theoretical probability of given events)

Gluestion

A wholesale stationer stocks heavy (2B), medium (HB), fine (2H) and extra fine (3H)
pencils which come in packs of 10. Currently in stock are 2 packs of 3H, 14 packs
of 2H, 35 packs of HB and 8 packs of 2B, If a pack of pencils is chosen randomly for
inspection, what is the probability that they are a) medium b) heavy ¢) not very fine
d} neither heav:.-' nor medium.

Answer

Since the pencil pack is being chosen randomly, each separate pack of pencils (of
any type) can be regarded as a single equally likely outcome. Thus we have an
equally likely outcome set and the definition for theoretical probability can be used.
The number of outcomes in total is the number of pencil packs, which is:
2+ 14+ 35+ 8 =59 i.e. n[lU] =59
a) The probability of choosing a medium pencil pack is given by the number of
medium pencil packs divided by the total number of pencil packs.

That is, p{medium) - medium} _ 35, cgq apy)

niLl} 59
b) plheavy) = 20€avY) _ 8 4436 (3p).
. n{L} 59
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14.

¢} The number of pencil packs that are not very fine is 14+35+8 = 57,

) - ainot very fine) _ 57 _ o500 (3D)
{1} 549 ' S
d) ‘Meither h-.‘;wy nor medium’ is equivalent to ‘fine or very tine’, and there is

2414 = 16 of these pc.lm:i] pm:]-.s.

Theretore, p{not very fine

Thus, p(neither heavy nor medium)

nineither heavy nor medium ) _ g =0.271(3D)
niLDy 59

Definition of empirical probability

Sometimes an outcome set for an experiment is not known or, if it is, the outcomes
might not be equally likely. In this tvpe of case it is not possible to use the definition
of theoretical probability given, and so another method of calculating probability is
required. This alternative method is based on the results of performing the experi-
ment a number of imes yielding a trequency distribution of events or outcomes,
and using these results to calculate what is known as empirical probability which
is now detined.

Empirical (relative frequency) probability
[f F iz an event of an w-:pi,'rirm:nt that has been Fu_rrfnrrnud a rE‘]i;'I.l'i'l.-'t*l_'!.-' Iargl_'
number (Z f) of times to give a frequency distribution then the empirical
probability of event E occurring when the experiment is performed one
more time is written as p(E) and given by:
number of times the event occurred

number of times the experiment was performed
AE)

Zf

where:  A(E) is the number of times that event E has occurred

plE) =

Z fis the total frequency = no. of performances of experiment.

In words, the empirical probability (sometimes known as subjective probability) of
an event £ occurring is simply the proportion of times that event £ actually occurred
when the experiment was performed. In a statistical context, the word ‘empirical’
means ‘as seen in practice’ or ‘as experienced’. Thus an empirical approach (o a
statistical problem involves performing some experiment a number of times and
using the results as a guide to what will be expected to happen in general.

For example, if, out of 60 orders received so far this financial year, 12 were not
completely satisfied, the proportion 1260 = 0.2 is the (empirical) probability that
the next order received will not be completely satisfied.
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18.

al Probabuliby limiis. The probability of any event £ occurring must lie between
and 1 inclusive. Symbaolically, this can be written as: 0< p(E)<1
i. If plE) = 0, then E is known as an impossible event. Examples of impos-
sible events are a negative daily production from an assembly line or an
employee of a workforce who is less than 1 year old!

ii. Ifp(E)=1, then E is known as a cerlain event, Examples of certain events are
an employee being either male or female.

b) Tolal probabidity rule. The sum of the probabilities of all possible outcomes of
an experiment must total exactly 1. This is equivalent to saving that when an
experiment is performed, one of the outcomes must occur. Symbolically, we can
write: & pr= 1 (for all outcomes). For example, if the lorries in a haulage fleet
are of type A, B, C and D only, then if a lorry is picked at random, we must have
that J:.l{ﬂ] " p{!i’} + ;J{llf_'} ) =11,

¢} Complementary rule. If the complement of any event F is written as £ and
defined as ‘event E does NOT occur’, then the probabilities of E and E must
total 1. Alternatively, subtracting the probability of any event occurring from 1
will give the probability of the event NOT occurring,

Symbolically, p(E)=1-p(E)

As a simple example of the use of the complementary rule, suppose that it is
known from past experience that only 1 out of 200 letters sent through a company’s
internal mailing system are ‘lost’.

That is, piletter is lost) = 0.005.

Then, plletter is not lost} =1 - piletter is lost) = 1 = 0,005 = (LOY5

To summarise:

Some elementary rules of probability
Probability limits: O=pE)<1

Total probability rule: } p=1 (for all outcomes)

Complementary rule: ;:[E‘J =1-=p(E)

The addition rule for probabilities

If A and B are two events, then the meaning of p(A or B) is quite precise in prob-
ability terms. It stands for the probability that either A or B or both occur, The
addition rule states that if A and B are two mutually exclusive events, then the
probability that A or B occurs (i.e. p(A or B)) can be calculated as the sum of p{A)
and p(B).

The addition rule
If A and B are any two mutually exclusive events of an experiment, then:
plA or B} = plA) + p(B).
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19. Example 6 (Probabilities of mutually exclusive and complementary

events)

Gluestion

T e

Answaer

The Purchase department has analysed the number of orders placed by each of the
5 departments in the company by type for this financial year as given in Table 1.

Dreprartmest
Order Tokal
Type Sales Purchase Production  Accounts Maintenance
Consumables 10 12 4 8 4 38
Equipment | 3 9 1 | 15
Special ( 0 4 1 2 7
Total 11 15 17 10 7 (L]

!

An error has been found in one of these orders. What is the probability that the
incorrect order:

a)
b)
c)

d)
e)
£)

g

was for consumables?

was not for consumables?

came from Maintenance?

came from Production?

came from Maintenance or Production?

came from neither Maintenance nor Production?
was an equipment order from Purchase?

Note that none of the above probabilities could be calculated without the given
table. That is, only empirical probabilities are feasible in this type of situation. Also
note that the above information is in the form of a two-way frequency distribution.
It information by department only is required, then only the departmental totals
(11, 15, 17, ... etc) need be considered, the constituent figures for order types being
ignored.

a)

b)

)

d}

e)

Since 38 of the 60 orders are for consumables, then the probability that the

incorrect order 1s for consumables 15 calculated as:
I8

pleonsumables) i 0.633 (3D).

pinot consumables) = 1 = pleonsumables) {using the complementary rule|

=1=0633 = 0367 (3D).
There are 7 maintenance orders out of the 60,

Thus: p{maintenance} = % =0.117 (3D).
Similarly: p(production} = % = [.283 (31D).

plmaintenance or production) = p{maintenance) + p{production) |[mutually

exclusive events)
= (1,117 + 0.283 [from (c) and (d}] = 0.400 {3D).
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The event “at least one component is faulty” is represented by | cd,cd ,.td |}
and the event *at most one component is faulty’ is represented by { cd, 0d, cd |
.. and so on.

23. Tree diagrams
Tree diagrams can be useful in laying out alternatives when independent events are
involved.
Consider the following. A lorry makes just two trips per day and on each trip is
likely to carry a heavy load (H) with probability 0.25. Assuming the load carried in
the second part of the da}' is :indt."pw'ldcnt of the previous load, what is the prob-
ability that the lorry carries just one heavy load on a particular day?

The following tree diagram lays out all the possibilities and calculates the associ-
ated probabilities.

H EU-_Efl ) p(HH) =025%0.25 = 0.0625

H©25) A

O\/ i m};ﬁj plHH) =0.25%0.75=10.1875

~__ HO2) @ pHEH) =075x025=01875

Ho7s

-\—\_\_\_\_\_- _
T3 (0 :%TO p(HH) =0.75%0.75=0.5625

The probability required is clearly the sum of the middle two = 0.1875 + 0.1875 =
0,375

Alternatively, we could have proceeded: -
pljust 1 Jmavy load) =p(HH or HH )
=p{HH ) + p{ HH) etc (as above)

24. Example 8 (General probabiliry
Guestion
A firm is independently working on two separate jobs. There is a probability of
only (1.3 that either of the jobs will be finished on time.
Find the probability that:
a) both  b)neither c)justone  d) at least one
of the jobs is tinished on time.

Answer

Put T =job on time and L =T = job NOT on time,

pil=03and p(L} = 1 -0.3 = 0.7

a) plboth finished on time) = p{T.T) = p(T) % p{T) = {(0.3)0.3) = 0,09
b} pineither job finished on time)} = p{L.L} = (0.7)(0.7) = 0.49

430



30 Introduction to probability

¢} pljust one job finished on time)
=p(L.Tor T.L) [both cases MUST be considered)
=p(L.T) + p(T.L} [mutually exclusive events]
={0.700.3) + (03)0.7) =042

d} Thus: plat least one job finished on time)
= 1 - p{neither job finished on time)
=1-049 =051

25. Example 9 (General probability

Gluestion

Two vacuum cleaner salesmen A and B must each make two calls per day, one in
the morning and one in the afternoon. A has probability (L4 of selling a cleaner on
any call, while B {(a novice) has probability (1.1 of a sale. A works independently of
B and, for each salesman, morning and afternoon results are independent of each
other. Find the probability that, in one day:

a) A sells two cleaners

b) A sells just one cleaner

¢) B makes at least one sale

d) Between them, A and B make exactly one sale.

Answer

Note: Some symbols for describing events is usually necessary with problems, as
seen in Example 8. Where the symbols are quite obvious, there is normally no need
to explain them (for example, in an examination). If the symbols are not obvious or
their use might be confusing, it is important to explain them, as can be seen in the
following solutions.
a) plA sells two cleaners in a day)
= plAm and Aa) [Am = A makes a sale in the morning etc]
plAm) « plAa) lindependent events]
(0.4)(0.4) =0.16
b} piA sells just one cleaner)
= plA sells in the morning or the afternoon but not both)
=pl AmAaq or Am.Aa)
= {0401 - 0.4) + {1 - 0.4)(0.4)
= {0L4HILG) + ((L6)0.4) =048
¢) Herewe need: p(B makes at least one sale)
=1 = p(B makes no sales)
2] = l‘.ﬂ[ Bmi.Ba)
=1-={1-0.1K1-0.1)
=1-({0.9K0.9) =019
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d) plAand B make only one sale between them)

= p{AD.B1 or A1.BO)

[AD = A makes 0 sales in a day, B]1 = B makes 1 sale in a day etc]
= plAD) x p(B1) + p(Al) = p(B0O)

But p{Al) = (1 -0.4)1 - 0.4) [Mo sale in the morning or the afternoon)
= [1.36

Similarly, p(BO) =(1-0.1)1-0.1) =0.81

Also, from b), plAl) = D48

Similarly, p(B1) = 0.1 % (1=0.1) + {1 =0.1) x 0.1 = {118

Thus, A and B make only one sale between them)
— (0.36)(0.18) + (0.48)0.81)
=U.4536

26. Summary

a) A statistical experiment is a situation, specially set up or occurring naturally,
which is used to gain information.

b) An outcome set for an experiment is a specification of all the different results
that are possible when an experiment is performed. Equally likely outcomes are
such that no one of them has any more chance of occurring than any other.

c} Anevent of an experiment is any subset of the outcome set.

d) i Mutually exclusive events are any two events of an experiments that cannot

happen at the same time (i.e. their event sets do not overlap).
ii. Independent events are any two events that cannot affect each other {ie.
they are defined on two physically ditferent experiments).

¢} Theoretical probability (of some event E) is probability that is calculated
without an experiment being performed and is defined as:

p(E) = number of different wa]ithat the event can occur  n(E)
number of different outcomes of the experiment il

f}  Empirical probability (of some event E) is calculated, based on the results of
repeated performances of an experiment and 1s dehined as:
plE) = number of times the event occurred _ fiE)

number of times the experiment was performed zF
£} Further probability rules include:
i, U=plE)=1
i, if: p(E) =10, E is called an impossible event
plE) =1, E is called a certain event.
jii. The sum of the probabilities of all the outcomes of an experiment must total 1.
Thatis, £ p= 1.
v, plE does not occur) =1 = plE).
h) Addition rule: p(A or B) = p(A) + p(B) [if A and B are mutually exclusive

events]|
Multiplication rule: p{A and B) = p{A) = p(B) [if A and B are independent
events)
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27.

il

S

9.
10,
11.

12,

13,
28.

I-a

i) A compound experiment is the joining together of two independent experi-
ments for convenience, in order to simplify the listing of complex events.

Student self review questions

What is a statistical ex periment? Give some examples. [3]

What is meant by the expression ‘equally likely outcomes’? [4]

How is an event of an experiment defined? |5]

What are mutually exclusive events? [7]

What are independent events? [9]

Why cannot mutually exclusive events also be independent? [9]

What is the difference between theoretical and empirical (relative frequency prob-
ability? [11,12]

Between what limits must the probability of any event lie? [17(a)]

What is the "total probability” rule? [17(b)]

What is the ‘complementary rule’ of probability? [17{c}]

What is the ‘addition” rule of probability and for what type of events is it valid?
[18]

What is the "'multiplication” rule of probability and tor what tvpe of events is it
valid? [20]

What is a compound experiment and why is it used? [21]

Student exercises

Which of the following pairs of events are mutually exclusive?
a) A company car is

1. less than six months old

ii. less than a year old.
b} Anitem of stock

. needs re-ordering

ii. does not need re-ordering,.
¢} A company is

i limited

ii. aple.
d} A salesman makes

i.  at least one sale

ii. at most one sale.
Which of the following pairs of events are independent?
a) An L‘I’T’IE’:IJ.P_'!.-'L"L" is

1. over 30 years of age

ii. has over 12 years of work experience.
b} A company is

i limited

. aple
¢) A company is in profit
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n

i last year

ii. this year.
d) An invoice

i. has been passed for payvment

ii. has not been received.
@) A manufactured product is

1. defective

ii. for export.
A haulage contractor has 3 type A, 2 type B and 7 tvpe C lorries available for deliv-
eries, all of which are used equally frequently. What is the probability that a lorry
delivering a load will be:
al oftype B
b) notoftype C
c} of type A or C7
MULTI-CHOICE, A fair 6-sided die is thrown twice. What is the probability that the
sum of the numbers shown is 72

1 1 1 1
MULTI-CHOICE. A high-security research establishment is protected by three
independent alarm systems. The protection system will operate correctly as long as
at least one of the alarm systems is working when the security system is activated.
The probability that any one system will fail at a trial is 1 in 100. The probability
that the security system tails when activated is:
a) 1in100 b} 3in100 ¢} 1in10,000  d) 1in 1,000,000
A firm has tendered for two independent contracts. It estimates that it has prob-
ability 0.4 of obtaining contract A and probability 0.1 of obtaining contract B. Find
the probability that the firm:
a) obtains both contracts
b} neither of the contracts
c) obtains exactly one contract.
A production line is known to produce 12% of items that are imperfect, one quarter
of which are rejected. If three items are selected randomly from the line, find the
probability that:
a) the first item is imperfect
b} the first item is rejected
¢) the second item is rejected
d) none of the items are rejected
e} at least one item is imperfect.
The following data relate to the number of sales made by a company over a number
of weeks:

Weekly sales upto 1l 10t019 201029 30to39 40 and over
Number of weeks 2 12 22 10 4
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31 Conditional probability and
expectation

1. Introduction

The initial part of the chapter introduces expectation, which is the probability equiv-
alent of the arithmetic mean. The rest of the chapter is concerned with conditional
probability and shows how it can be applied to solving problems in probability that
are more involved than those hitherto covered. This leads on to the topic of Bayes
theorem and a discussion of how conditional probability and Bayes theorem can be
used to solve practical problems.

2. Expectation
Expectation {or expected palue) is the arithmetic mean of a given set of values. It is
calculated using probabilities instead of frequencies.
Consider the data of Table 1, relating to weekly accidents at a factory.

Table 1 Accidents at a factory

Number of accidents per week (x) ] | 2 3 4 Total
Number of weeks (f) 10 18 15 2 1 50
(fx) U 18 30 15 ) Fi

LE_T0 gy

> f 50
The frequencies in the above table can be converted to probabilities (i.e. propor-
tions) by dividing each by the total frequency of 50, to give Table 2.

Tabie 2

Number of accidents per week (x) 0 1 2 3 4 Total
Probability (p)  0.20 036 030 012 0.02 1
(px) 0 036 060 036 0.03 1.40)

In Table 2, each x-value has been multiplied by its probability to obtain a total of 1.4,
wihich is the mean of the distribution (as can be seen from the previous calculation), We say
that the expected number of accidents per week {or the expected value of x) is 1.4

Mean number of accidents per week =

3. Formula for expected value (expectation)

Expected value of x
If some variable x has its values specified with assodated probabilities p,
then:

expected value of x = »opx,

e ve—— e L s EEL———

In other words, an expected value (or expectation) is obtained by multiplying each
original value by its probability and adding the results.

Note that, as with the arithmetic mean, an expected value would not normally be
the same as one of the original values.
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31 Conditional probability and expectation

At sales level (1
200 cauliflowers will be left over, giving total profit 200(-0.25) = -50.
Thus, expected profit at sales level 0t = (0.1)(-50) = -5.
At sales lepel 100
100 cauliflowers sold give a profit of 100M0.30) = 30,
Thus, expected profit = (0.4)(30) =12.
100 cauliflowers left over give a profit of 100{-0.25) = -25
Thus, expected profit = (0.4)(-25) = -10
Therefore, expected profit at sales level 100=12-10 =2.
At sales level 2000:
200 cauliflowers sold give a profit of 20000.30) = &0.
Thus, expected profit at sales level 200 = (0.3)(60) = 18,
At sales level 300 (which canmot be met) only 200 can be sold:
200 cauliflowers sold give a profit of 60 {from above).
Thus, expected profit at a nominal sales level 300 = (0.2)(60) = 12.
The results are also shown in tabular form (Table 4).

Table 4

Total
Sales 0 100 200 300
Probability 01 04 03 02 1
Profit (£) =50 5 60 60
Expected profit (£) -5 2 18 12 27

The expected profit for the day, it 200 cauliflowers are bought, is £27.
[Mote that if a different number of cauliflowers were bought, the values in the table
above would change, yvielding a different expected profit. The calculation of the
expected profit for purchases of 100 and 300 cauliflowers is left as an exercise. See
exercise 4 at the end of the chapter.]

6. Conditional probability

Suppose a contract is put out to tender and four firms (A, B, C and D say) submit
proposals, A, B and C are local firms, [71s a national firm and each firm has an
equal chance of winning the contract. 50, given no further information, Pr{A wins

contract) = % since each of the four firms have an equal chance of winning,

However, suppose now that we are given the information that a local firm has
obtained the contract (but no more than this). What this extra information enables
us to do is to remove firm D from the field, since (not being a local firm) they could
not have won the contract.
Therefore, based on the information given, PriA wins contract) = 1 (since A is now
just one out of three. This is usually written as: 3

PriA wins contract / local firm has won contract)
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31 Conditional probability and expectation

and described as ‘the probability that A wins the contract given that a local firm has
won the contract’.

This is known as conditional probability.

7. Definition of conditional probability

S — S

Conditional probability
A conditional probability, involving two events A and B, can be written in the

form:

PriA/ B)
and translated as: ‘the probability of event A occurring conditional on B
having occurred’

For an experiment having equally likely outcomes, the conditional probability of A
given B, PriA/ B}, can be calculated by dividing the number of outcomes in A that
are also in B by the number of outcomes in B, That is:

Definition of conditional probability (equally likely outcome set)

Pria/) - MAIAD)

—— - S ——————

Events A and B must interact in some way {i.e. depend on each other) for conditional
probability to be different to ordinary probability. For example, if A =“becoming an
accountant” and B = "having flat feet’, then we would have that Pr{A/B) = Pr(A),
since, becoming an accountant is (one would expect) independent of whether one
had flat feet or not.

The following examples demonstrate the calculation of conditional probabilities.

8. Example 3 (Conditional probabilities using information from sets)

Figure 1 shows a Venn diagram with the numbers of elements in the FOUR defined
areas of two intersecting sets.
The Venn diagram in Figure 1 overleaf is representing an experiment with an
equally-likely outcome set S having two events A and B defined.
From the figure, n{Outcome set) = 12 + 4 + 10 + 24 = 50;
nA)=12+4=16; n(B)Y= 10+ 4 = 14; n{ANE) = 4.

16

MNow, unconditionally, PriA) - = isince there are 16 outcomes in event A) and,

similarly, Pr(B) = :E ;

L=

But, given that event B has occurred, B can now be considered as the new (or revised)
outcome set for the experiment.
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31 Conditional probability and expeciation

. . R - S —— - S — S —

The general multiplication rule
PriA and B) = PriA) = Pr{B/ A)
for any events A and B.

Note: If A and B are independent events, Pr(B/A) = Pr(B), and the above rule just
reverts to the ordinary multiplication rule: Pr(A and B) = Pr{A) = Pr(B).
As an example of the use of this new rule, suppose that an office work force consists
of 12 men and & women, who all take part in a raffle with a first and second prize.
Put W1 = a woman wins the first prize ...etc.
The probability that women win both prizes is:
PriWwl and W2) = Pr(W1) x PriW2/W1) [using the rule above]

B

But Pri1) = 20 ° since there are 8 women out of the 20 workers.

Also, PriW2/wWi) = % , since, given that a woman has won the first prize, there are

now only 7 women left out of the 19 workers remaining (assuming that a worker
can win only one prize).

Thus: Pr{W1 and W2) 7 8

S 1920
= 0.147(3D).

11. Probabilities involving split events

Figure 3 shows a Venn diagram describing a common situation in probability,
where an event E is split up between (and within) two other mutually exclusive
events A, and A,, savy.

Figure 3

— E is a split
event

P

—_—

Often, Al and A2 are complementary events. i.e. > Prid,

For example, the profitability of a company might depend on whether the economic
climate is defined as good or not. In this case, we could have:

E = P {profitable); A, = G (good climate); A, = G (not a good climate).

Given that certain probabilities involving a split event are known, the following
split event rule can be used to determine the probability of event E occurring.
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31 Conditional probability and expectation

13.

14.

Thus Pril}=1-0.05-0.2 =0.75.
We are also given that PriW/E) = 0.9, Pe(W/T) = 0.7 and PreiW/L)= 0.1,
Thus, using the {(extended) split event rule:
Priw} = PriE)LPriW/E) + Pr(T)LPr(W/T) + Pril).Pe(W/L)
= ((LO5H0.9) + (0.200.7) + (0D.75H01) = 0,045 = 0,140 + 0,075 =026

In other words, based on the information given, the firm has only a 26% chance of
winning the contract for the new job.

Bayes Theorem

Bayes Theorem is a formula which can be thought of as ‘reversing’ conditional
probability. That is, it finds a conditional probability (A/B) given, among other
things, its inverse (B/A).

Baves Theorem

If A and B are two events of an experiment, then:

PriA)PriB/A)
Ir(E)

PriA/B)=

Note: Sometimes we need to use the split event rule to obtain PriB) in Baves
Theorem.

As an example of using Bayes Theorem, if the probability of meeting a building
contract date is 0.8,the pruhdhﬂit}f of gl‘lﬁ‘.ld weather is 0.5 and the probability of
meeting the date given good weather is 0.9, we can calculate the probability that
there was good weather given that the contract date was met.

Put & = "good weather” and M = ‘contract date is met”.

We are given that: PriM)=0.8, PriG)=0.5 and PriM [ G)=0.4,

We need to find PriG /M), which is straightforward from Bayes Theorem.

PHG)L.Pe(M G
We have: Pr{G/M) = ool PAMIG) u.ﬁ_xln.u

PriM)

= (1.5625

Tabular solution of conditional probability problems

Many problems involving conditional probability, Bayes Theorem situations
included, can be represented and then solved using a tabular form. This involves
representing the situation given in terms of expected number of occurrence, rather
than in probability form.

This is demonstrated below, using the problem given in the previous section.

We are given that: Pr{iM)=0.8, PriG)=0.5 and PriM/G)=0.9

Taking a total of 100 occurrences, the date would have been met on 80 of these
[Pr{M)=0.8] and good weather would happen on 50 [PriG)=0.5]. Also, out of the 50
good weather occurrences, the date would have been met on 45 occasions [PriM/
G)=0.9 i.e. 0.9 x 50=45]. Table 6 shows these values incorporated, together with the
remaining values which are easily obtained by subtraction.
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Table 6
Diale Dhate not Total
ek met
(M)
Cood Weather (G) 45 5 S0
Bad Weather 35 15 S0
Total B 20 1060

Using the table, out of 8) times that the date was met, there were 45 times when the
weather was good.

Thus, Pr{G /M) = :ﬂ—j = 113625,

This gives the same result as Bayes Theorem gave in the previous section.

15. Example 6 (Sclving a conditional probability problem|

Qluestion

A stock market analyst makes wrong decisions with probability 0.2 and he has just
advised you to buy some stock. If vou previously believed that the stock in ques-
tion had a 704 chance of success, what must this percentage be revised to in the
light of the analyst’s advice?

Answer

Both the tabular and (Bayes Theorem) formula methods will be used to solve this

problem.

a) Tabular method
For the table, we have the analyst’s advice (either buy or not) ranged against
the performance of the stock (succeed or fail k.
The given (unconditional) probability of success is 707, That is, the stock would
succeed 70 times out of 100 (and fail the other 30). Out of the 70 successes, the
analyst's advice would be not to buy on 0.2 x 70 = 14 (since he makes a wrong
decision with probability 0.2). Also, out of the 30 failures, the analyst’s advice
would be to buy (again, making the wrong decision) on 0.2 x 30 = 6 of these.
Using these calculated values, Table 7 can be made up as follows,

Talle 7
Analyst’s advice

By MNof Total
by
SUCCESS 56 14 70
Resull Failure 6 24 a0
Total h2 38 14010

We require PriStock success/ Analyst says buy).
From the table above, the analyst would say buy on 62 occasions, of which 56
would result in success.

2 g.903 (3D,

Therefore, PriStock success | ..'"n.l'ml:,.'ﬁl: SAYs bu :«"]

In other words, the revised F'.lrnbi‘tbilil::,.' of success is 90,37,
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31 Cendifional probability and expectation

b)

Formula method
Put S='Success’ and F='Failure’, with regard to the progress of the stock. Put
B="Buy’ and N="Do not buy’, with regard to the analyst’s advice.
We require Pr{Stock success [ Analyst says buy) = Pr(5/ B},
Using the Bayes Theorem formula:
Pr(S/B) = _FFS)PriB /5) _ Pr(S)Pe(B/5)
Pr(B) Pri{5).Pr(B/5) + Pr(F).Pr(B/F)
We are given that Pr(S)= 0.7 (since there is a 70% chance that the stock will
succeed).
Therefore, PriF) =1 -0.7 = 0.3,
Also, Prianalyst makes wrong decision) = Pr(B/F) = 0.2,
and, Pr{analyst makes right decision) =Pr(B/5)=1-0.2=0.8
(0.7)(0.8) B (.56
(0.7M0.8) + {(0.7)(0.8) 0.56 + (.56
with the result in a).

ie. Pri5/B)= = (1,903 (3D), which agrees

16. Summary

a)

b)

d)

el

The expectation (or expected value) is an arithmetic mean of a given set of
values using probabilities instead of frequencies. The formula for calculating it
is: expected value = Fpx
That is, each value is multiplied by its probability of occurrence and the results
added.
The conditional probability that event A occurs, given Hiat event B has occurred is
written as:
p(A/ B). For an experiment with an equally likely outcome set:
niA and B)
ni{B)
The general multiplication rule for probabilities is:
PriA and B) = PriA) x Pr(B/ A} for any events A and B.
If event E is split up between and within the mutually exclusive events A, A,,
Ay .. then
Pr(E) = Pr(A,).Pr{E/ A} + PriA,LPrE/ Ay} + Prid,).Pr(E/ Ag) + .
Bayes theorem calculates a conditional probability Pr(A/B), given its inverse
PriB/ A) using the formula:

Pr(A/B) =

PriA/B) =

PriA).PriB/A)
PriB)

17. Student self review questions

1. What is ‘expectation’ and how is it calculated? [2,3]
2. Explain precisely what Pr{A/E) means. [7]

3. How is PriA/B) calculated when an experiment has an equally likely outcome set?

171
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31 Conditional probability and expectation

8.

10,

307 of full-time and 10% of part-time workers are in the company’s private medical
scheme. If 25% of all workers are part-time, what is the probability that a worker
chosen at random will be in the scheme?

A company owns a fleet of 20 cars, each having either manual or automatic trans-
mission and either 2 or 4 doors. 13 cars are 2-door models and, of these, 12 have
automatic transmission. There are only 4 cars with manual transmission. If a car is
picked at random from the fleet, calculate the probability that it is:

al automatic;

b} 4-door;

¢)  automatic or 2-door:

d) automatic and 2-door;

) automatic/ 4-door;

f)  4-door/automatic,

Test drilling equipment has forecast (whet her or not a proposed new coal seam will
provide economic quantities of coal) incorrectly 20% of the time. The last 30 seams
that were mined produced only 10 that were economic. The current test drilling has
just given a favourable indication. What is the probability that this seam will be
economic?
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Examination exumples (with worked solutions)

Gluestion 1
The independent probabilities that the three sections of a costing depart-
ment will encounter a computer error are respectively 0.1, 0.2 and 0.3 each week.
Calculate the probability that there will be:
i. atleast one computer error;
ii. one and only one computer error;

encountered I‘l_'.' the g‘uﬂ-.ling -;.‘Jt'purl;rrwl'lt next week.
CIMA

Answer

(i} Priat least one error) =1 = Prino érrors)
1= (1-0.111-0.2)(1-0.3)
=1 = (L9HORKDT) =049
{ii) Anerrorin one only can be obtained in three separate ways. Namely, an error in
the first section but not in the other two or an error in the second but not in the
first or third or an error in the third but not in the first or second. Thus:
Prione and only one error)
= {01023 1-03) + (10D HO2H01—0.3) + (1-0.1 0 1-0.2)0.3)
=005 + 0,126 + 0.216 = (L3958

Gluestion 2

a) State briefly whether the tollowing pair of events are independent, and why.

i Winning two successive prizes in the monthly Premium Bond draws.
ii, Earning a large salary and paying a large amount of income tax,

ili. Being drunk while driving and having an accident.

iv. Being an accountant and having large feet.

v. Any two mutually exclusive events,

b) A manufacturer assembles a toy from four independently produced compo-
nents, each of which has a probability of 0.01 of being defective. What is the
probability of a toy being defective?

c) A tactory has a machine shop in which three machines (4, B and C) produce
[00cm aluminium tubes. An inspector is equally likely to sample tubes from A
and B, and three times as likely to select tubes from C as he is from B. The defec-
tive rates from the three machines are:

A 0% B 10 C 209
What is the probability that a tube selected by the inspector:
i. is from machine A;
ii. is defective;
iii. comes from machine A, given that it is defective?
CiMA
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Answer

a)

b}

i.  Premium bonds, once purchased, are redrawn every month. Thus, winning
one month will not affect winning any other month.

li. Income tax is calculated as a percentage of gross salary and thus is depen-

dent on salary. Therefore not independent.

It is well known that drinking impairs the faculties generally. Hence, it will

affect driving ability in particular. Therefore not independent.

These cannot be connected in any way. Therefore independent.

ii.

v. Two events being mutually exclusive means that they are events from the
same experiment, So, if one of them occurs, the other cannot. Therefore not
independent.

Priany component defective) = (L01.

Thus Pr{any component OK) = 1- 0,01 = 0.99.

Prtoy defective) = Prione or more components defective)

= 1 = Priall components OK)
= 1= {0990 = 1 - 09806
= (L0394 (4D}

If the inspector samples 100 tubes, we would expect on average 204, 208 and

60C to be selected. 10% of the A tubes will be defective = 10K of 20 = 2. Similarly,

10% of the 20B tubes = 2 will be defective and 209 of the 60 tubes = 12 will be

defective.

The following table can be set up:

A B T Total
Ok 15 15 48 B4
Defective 2 2 12 16
Total 20 20 a0 100

i, PriA) = 0.2 {(since 20 of the 100 tubes are A);
ii. Pridefective) = [1.16 (since 60 of the 100 tubes are defective);

2

iii. Pr{A/defective) = T = 0,125 (since 2 of the 16 defective tubes are A),
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32 Combinations ond permutations

The permutation formula

wp ;
T n=r}! |
[ i ) o I
For example:
] 1
i P, = {:2)' = —;. = :lx_;%rl 12 (agreeing with the result of Example 1(a)).
That is, there are 12 different permutations of 2 from 4.
oo 7 L i THpxIagaindx]
. : g E e = 5 = 2 L
S R T 4x3x2x1 /xbre =210

That is, there are 210 different permutations of 3 from 7.

7. Example 2 (Permutations and probabilify

Gluestion

a) How many ways are there of arranging 3 different jobs between 5 men, where
any man can do only one job?
b} What is the probability that man A will be doing job 17

Answer

a) We require a number of permutations, since, putting ABC as man A does job 1,
man B does job 2, etg, it is clear that different arrangements of the letters mean
different men to different jobs. .

Thus, number of arrangements possible = P, = E’ = i),

b} First, we need the number of permutations that satisfies AXX, where X means
“any man excepl A
The “X's" can be filled by any 2 of the other 4 men, and thus done in

P, = 4 = 12 wavs.
- 2_' -
Therefore, Priman A does job 1) = niman A does job 1) _12_ga

nlarranging jobs between the Smen &0

Mote that the above probability could have been calculated more easily by realising
that each man has an equal chance of being allocated any job {]Jmhahlht:,. 0.2 each!).
However, the above calculations demonstrate the way that permutations can be
used in probability problems.

8. Example 3 |(Combinations and probability)

Gluestion

A committee of 4 must be chosen from 3 women and 4 men. Calculate:
a) in how many ways the committee can be chosen;

b} in how many ways 2 men and 2 women can be chosen;

c) Pricommittee consists of 2 men and 2 women});

d) Pricommittee consists of at leas! 2 women).
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32 Combinations and permutations

12. Student exercises

i.u-

£n

List all the pus&ib]u combinations of 2 letters from the five letters A, B, C, D and E.
Evaluate:

al 51 b) 2 x 3 c}% LS

4!

Evaluate:

a) *C; b) 8, <) P, d) O,

On a particular day, a haulage contractor has 2 loads to deliver to separate

customers. He has 4 trucks, of which 2 are new. If the trucks are chosen randomly

for any particular delivery:

a) In how many ways can the trucks be allocated the deliveries?

b} In how many ways can the trucks be allocated the deliveries such that exactly
one new truck is used?

c) What is the probability that exactly 1 new truck is used?

A team of 5 is to be chosen from 4 men and 5 women to work on a special project.

a) Inhow many ways can the team be chosen?

b) In how many ways can the team be chosen to include just 3 women?

¢l What is the probability that the team includes just 3 women?

d) What is the probability that the team includes at least 3 women?

e} What is the probability that the team includes more men than women?
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33 Binomial and poisson distributions

3. Example 1 ([Formation of a binomial frequency distribution)

A quality control inspector takes periodic samples of 10 products from the cutput
of a machine and examines them critically. He then records the number of defec-
tives found in the sample. The following data show the number of defectives found
in 30 successive samples,

11021 31002 0D2152

02011 02114 00413
A random sample is a classical situation upon which binomial situations can be
based, since identical trials (i.e. selecting an item at random a number of times) are
present. It only needs the identification of a “success” to complete the picture. In
this case, we can regard a success (from the inspector’s point of view) as a defective
product. Thus we have the following binomial situation:

Irial = selecting a product randomly
Trial success = a defective product
Mumber of trials = 10 {i.e. size of ﬁamph*]l

The data given are the results of repeating this ex periment 30 times.
The corresponding binomial (frequency) distribution is tabulated below,

Mumber of detectives 0 1 2 3 4 5 Total
in a sample of 10
Number of sa mp]cs. G 10) i 2 2 1 30

4. Binomial probability formula

The above two examples were demonstrating binomial frequency distributions,
where the binomial situation was physically performed a number of times. Often
however, we are interested only in the probability of a number of successes. To this
end, the following formula can be used.

PR S —— . S - - - — S —

The binomial probability formula

Given a binomial situation with p = probability of success at any trial and n |

= number of trials, the probability of obtaining x successes is given by: |
Prix) ="C_p" 1 —p)" -+ '

where ¥ can take any one of the values 0,1,2, 3, .., n.

Note: Sometimes the symbol g is used instead of 1-p.
If the probabilities for all values of x are calculated and tabulated against their
respective values of x, the result is known as a binomial probability distribution,

5. Use of the binomial probability formula
The above formula is used to find specific probabilities by substituting the number
of successes required for x.
For example:
Putting x = 0 gives: Pr(0) = Pr{no successes) = "C,p".{(1 - p)"¥ = (1-p)"
[since "C, =1 and g’ = 1]
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33 Binomial and poisson distributions

¢} Putting x = 2 in the formula gives:
Pri2)= Pr{two machines need correcting)
= AC,.(0.27%.(1-0.2)* = 15(0.2)(0.8)* = 0.246 (3D)
d) Pr{imore than 2 machines need correcting)
=1 - Pr(2 or less machines need correcting)
=1-Pr{0 or 1 or 2 machines need correcting)
=1=[Pr(0) + Pr(1) + Pr(2)]
=1-[0.262 + 0.393 + 0.246] from a), b) and c).
=1-0501 =0.099 (3D).

7. Mean and variance of the binomial distribution

The binomial probabilities calculated in section 5 (with n=3 and p=0.35) are tabu-
lated below, where x is the number of successes.

T 0 1 2 3

p o 0275 0.444 0.239 0,043
[Note that the fact that the above probabilities add to 1.001 {and not exactly 1) is
due to rounding to 3D.]
The expectation (or mean) of this distribution is given by:
Z px = 0{0.275) + 1{0.444) + 2(0.239) + 3(0.043) = 1.05 (2D).
MNotice also that np = 3(0.35) = 1.05 (i.e. the same as above). This is no coincidence,
since the mean of a binomial (probability) distribution is always given by np. There
is a similar result for the variance, as stated below.

Mean and variance of binomial
Given a binomial distribution with n = number of trials and p = probability
of success at each trial, then:

Mean = mp
variance = np(l - p).

For the binomial distribution given, we already have that the mean is 1.05.
Using the formula above, variance = np(1 — p) = 3(0.35)(0.65) = 0.68{2D).

8. Example 3 [Calculating binomial probabilities, mean and variance)

Gluestion

A manufacturer sets up the following sampling scheme for accepting or rejecting
large crates of identical items of raw material received. He takes a random sample
of 20 items from the crate. If he finds more than two defective items in the sample,
he rejects the crate; otherwise he accepts it. It is known that approximately 5% of
these type of items received are defective,

a) Calculate the proportion of crates that will be rejected.

b) Calculate the mean and variance of the number of defectives in a sample of 20
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Answer

This is a binomial situation, since a random sample is involved. Thus, using the
information given:
Trial = selecting a single item from the crate;
Trial success = the item selected is defective;
MNumber of trials = 20 (the size of the sample).
That is, n = 20 and p = Pr{an item is defective) = 57% = 0.05.
Also, 1 -p=095
a) The proportion of crates that will be rejected is another way of saying the prob-
ability that a single crate will be rejected.
Thus, Pria single crate will be rejected)
= Pr{imore than 2 defective items in the sample) [given]
=1~ Pr(0, 1 or 2 defectives in the sample)
=1 - [Pr(0)+Pr{1}+Pr(2}]
=« 1= [PC,(0.958° + 20C (0.05)(0.95)" + 2C,(0.0514(0.95)'%]
=1 = [1{0.95}" 4+ 20(0.05)(0.95)1% + 190{0.05)4(0.95)'%]
=1- [0.358 + 0.377 + 0.189 ]
= 0.076.
b} Since n =20 and p = 0.03, we have:
mean number of defectives in a sample = np = 2000005} = 1;
variance of number of defectives in sample = npl1- p) = 2000.05)(0.95) = (.95,

9. A poisson distribution

If the number of telephone calls coming to a telephone switchboard each minute
is counted and recorded over a number of successive minutes, the following
frequency distribution might result:
Number of calls received
per minute interval ¥ 0 1 2 3 4 5 6+ Total
Number of minute intervals (i 11 24 14 7 2 1 1 6l

This is known as a poisson distribution. It describes the number of ‘events’ that occur
within some given interval. The important characteristic of the poisson distribution
is that the events in question (in the above case, the calls received) must occur at
random. That is, they must be independent of one another. Also Lhe:,.f must be what
is described as “rare’. That is, in any particular point in the interval, the probability
of an event occurring must be very low.

In the example given, we normally assume that calls are ‘rare” and come to a
switchboard randomly in any minute interval.

For the given distribution, we have:
Event = call coming to a switchboard.
Defined mferval = ome minute,
This environment is sometimes called a poisson situation (or poisson process). The
frequency distribution has been obtained by counting the number of events that
occurred each minute over 60 successive minutes,
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33 Binomial and poisson distributions

Answer

For a), b) and ¢), the interval for this poisson situation is one minute, with a given
mean of 3.4. Notice, however, that the interval in d) is just 30 seconds, thus the

mean here must be adjusted to 3—_.4 =17

Fl

34" .
a)  Prino customers arrive in one minute) = Pri(}) = ¢ R g
= [}, (1334,
] Ly 341 1
|Z'I']' [ :I'f” = T = '[UU.}]*]-HJ“
= [1.1136

¢} Priormore)=1-Prlor1) =1~ [Pe(0)+Pr1)]
= 1 —[0.0334 + 0.1136] [from (a) and (b)]
= {.8530.

d} Here, as mentioned earlier, the interval has been changed o 30 seconds.
Thus the mean must be adjusted to 1.7, In other words, we would expect 1.7
customers to arrive on average in any 3(-second period.

Thus, Pr(l1 or morel=1- Pr(l})
=1- ¢! [from probability formula using mean = 1.7]
=1- 0.1827 = (1.8173.

15. Poisson approximation to the binomial

Given a binomial situation, if n is large (greater than 30) and p is small (less than

0.1}, the poisson distribution can be used as an approximation to the binomial distri-

bution for calculating probabilities. Given these conditions, the poisson mean

would be taken as np.

a) The approximation is used because it is generally found easier to calculate
poisson probabilities (when n is large) than binomial probabilities;

b} The difference between poisson and binomial probabilities is very small under
the above conditions. The larger n is and the smaller pr is, the better is the
approximation.

The following example shows the use of this approximation,

16. Example & (The use of the poisson approximation to the binemial)

Gluestion

Items produced from a machine are known to be 1% defective. If the items are
boxed into lots of 200, what is the probability of finding that a single box has 2 or
more defectives?

Answer

Motice that this is a binomial situation, since examining the contents of a box is
equivalent to taking a sample of 200

We have then, n = 200 and p = Pridefective) = 1% = 0.01.
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17.

Thus, for the poisson approximation, mean = np = 200{0.01) = 2.
Therefore, Pri(2 or more defectives) = 1 = Pr(0 or 1 defectives)
=1 - [Pr{0}+Pr{1}]
=] = [:"1 + 1"2.{2}]
=1-[0.1353 + (0.135342) |
= 1= 01353 + (L2706 |
= (1.5941
That is, about 59% of boxes would be expected to have 2 or more defectives.
Mote that using the binomial probability formula, we have:
Pri0) = 2MC, (0.01)7(0.99)2™ = 0.99°M = (.1340
Pr(1) = *"MC(0.01)'(0.99)"™ = 200(0.01){0.99)"™ = 0.2707
Thus, Pr(2 or more) = 1 - (0.1340+0.2707) = 0.5953.
This demonstrates that the above poisson approximation (0.5941) is quite good.

Summary

al A binomial situation is a situation where a number of identical ‘trials’ are

performed, each one of which can result in either "success” or "failure’,

b) A binomial frequency distribution can be described as a distribution of the
number of successes obtained when a binomial situation is repeated a number

of times.

c} Given a binomial situation with: n = number of trials performed and p = prob-

ability of sucress at each trial, then the binomial probability formula is:
Prix) = "C_p"1-p)"™
torx=0,1,2,3 ... n.
d) For a binomial probability distribution:
Mean =mnp;  Variance = np(1 - p) or npg [where g = 1 - p}]

e) A poisson situation {or process) is a situation where ‘rare events' occur

randomly in some interval.

f) A poisson frequency distribution is obtained by observing the number of

random events that occur in repeated intervals.

g} Given a poisson situation with m = mean number of events in the interval, then

the poisson probability formula formula is:

T
Prix)=¢™me™" —r
x!
forx=0,1,23 ..,nm
h) A poisson interval can be adjusted provided the mean is adjusted accordingly.

i) For a poisson probability distribution, mean=variance.

i) In a binomial situation, the poisson distribution can be used as an approxima-

tion if:
(1) n is large (greater than 30);
(2} p is small (less than 0L01).

470




Hidden page



Hidden page



34 Normal distribution

1. Intreduction

This chapter describes the single most important distribution in Statistics; the
Normal distribution. Some examples of the many situations in which it occurs are
given initially, the rest of the chapter being concerned with metheds of calculating
probabilities. Its use as an approximation to a binomial distribution under partic-
ular conditions is given in the latter sections.

2. The Normal distribution

The Normal distribuition is the name given to a type of distribution of continuens data
that occurs frequently in practice. It is a distribution of "natural phenomena’, such
as:

1) weights (of products produced by a machine, of people working in a factory);

2} heights (of buildings, animals or people);

3 lengths (of uniform manufactured products, of various makes of car);

4) times (taken to get to work each dav, taken to complete a standard job}); and so
On.

The main characteristics of the distribution are:

a) It has a symmetric (frequency) curve about the mean of the distribution. In other
words, one half of the curve is a mirror- image of the other.

b} The majority of the values tend to cluster about the mean, with the greatest
frequency at the mean itself.

¢} The frequencies of the values taper away (symmetrically) either side of the
mean, giving the curve a characteristic ‘bell-shape’.

Figure 1 overleaf shows the shapes of typical Normal curves.

3. Example 1 [Some Normal distributions that might occur in practice)

a) The weight of the contents of tins of peas measured by a quality control

section.
Weightt (gm) Numtber of fins

under 424,900 1
424 90 - 424 925 2
424925 - 424.950 6
424 950 - 424.975 14
424.975 - 425.000 33
425,000 - 425.025 46
425,025 - 425.050 18
425.050 - 425.075 7
425075 - 425.100 3
425.100 - and over 1

Motice that the ]argest quur.-ncics. cluster around the central values of the distribu-
tion and taper away on either side
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34 MNormal distribution

Figure 1 The shapes of typical Normal curves
‘x

.
Mean

b) Weekly orders received by a company.

Number of orders received 10-14 15-19 20-24 25-20 30-34 35 -39
Mumber of weeks 3 7 15 20 9 4

Again, notice that the majority of numbers of orders per week cluster around the
central values 20 to 34.

4. Normal distribution probabilities

Because the Normal distribution is continuous, it is not possible to find the prob-
ability of precise values, because they are not attainable (this was mentioned earlier
in chaptt‘r 3). It is unl}- E_'ﬂ[_'!l!-i:iihli‘ to find the Frﬁ_']l_'.l.i]bi.lil‘_'!.-' for ranges :Jf talues. Thus,
a]lhnugh it would not be possible to evaluate the probability that a wooden peg,
manufactured by a machine, has length 2.1 cms, we could evaluate the probability
that its length lay between 2.1 and 2.2 cms or between 2.05 and 2.15 ecms (given
relevant information),
The information necessary to evaluate probabilities for ranges of values for a
Normal distribution is the values of:
a) the mean (i) and
b) the standard deviation, (s)
of the distribution in question. Both of these statistics need fo be knoton,
The procedure used in calculating probabilities associated with a Normal distribu-
tion requires a knowledge of the use of:

1. A-scores and

ii. £ (or Standard Normal) tables.
These are covered in the following two sections.
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34 Mormal distribution

5. Z-scores

Suppose we know that the lengths of steel pins produced by a machine are distrib-
uted Normally with mean m = 20 cms and standard deviation s = 0.1 cms. We wish
to find the probability that a randomly selected pin is less than 2001 cms in length.
The first step in the process is to calculate the *Z-score” for 20.1.
This is done by:

i. subtracking the mean and then

it dividing by the standard deviation,

20.1=20) .1

In this case, the Z-score for 20.1 is: z = =]
e ? 0.1 0.1

Calculating a Z-score
The Z-score for any value x of a normal distribution, having mean m and
standard deviation s, 15 given by:

X = m

oL =
N

This process is sometimes known as standardising the x-value.

The problem posed above: Prilength of pin < 20.1) has now been changed to the
problem of finding: Prid < 1)

Z-score probabilities are found through the use of special tables. These tables are
described in the following section.

6. Standard Normal (Z) tables

Standard Normal tables are used to calculate Z-score probabilities. They are shown
at Appendix 4 and give the probability that a Z-score will have a value befieen zero
and the one ﬁ;u‘{‘{ﬁ'ﬂi.

The diagram at the head of the standard normal tables shows how any probability
read from the table can be represented as an area under the ‘Standard Normal
curve’. The Standard Normal distribution is in fact a Normal distribution having a
mean, m = [ and a standard deviation, s = 1.

The total area under the Standard Normal curve is always 1 (representing total
probability).

Returning to our problem from the previous section, we need to find PriZ<1).
Reading from tables, £ = 1.0 gives a probability of 0.3413,

In other words, the probability that a Z-score will lie between 0 and 1 is 0.3413.
But, since total probability must be 1, then Pr(Z<0) = (1.5,

Thus PriZ<1.0) = Pr{Z<=0} + Pr{0=Z<1) = 0.5 + (1.3413 = (1.5413.

Figure 2(a) shows the pictorial representation of Pr(Z<1) = 0.8413.
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Figure I Diagrammatic representation of PriZ<1) = 0.8413

{a)
i/ standard Normal
;" distribution
0.5413 !
., /
>& \.
// \x
i} . —
)] 1 T
(b}
.-“JI/ Mormal distnbution
,-’f of steel pins
08413 J
.
Y 1=-08413 =100.1587
e . e |
20 201 Pin length

Figure 2{b} shows how the original problem can now be represented pictorially.
That is, the proportion of steel pins that would be expected to be under 20.1 ems in
length is 0.8413.

More specifically, Pripin length < 20.1) = 0.58413,

Also from Figure 2(b), the proportion of the area under the curve to the right of 20.1
=1-0.8413 = ().1587.

In other words, the proportion of steel pins that are expected to be greater than 20.1
is 0.1587.

Symbuolically, Pripin length = 20.1) = 0.1587.

7. Example 2 (Calculating a normal probability using Standord Normal tables)

Queshion

Weights of bags of potatoes are Normally distributed with mean 5 |bs and standard

deviation 0.2 |bs. The potatoes are delivered to a supermarket, 200 bags at a time.

a} What is the probability that a random bag will weigh more than 5.5 lbs?

b) How many bags, from a single delivery, would be expected to weigh more than
5.5 Ibs?
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34 Mormal distribution

¢} The probability that T (time to complete job} lies between 6 and 7 can be written
in the form Pri6<T<7).
But Prie<T<7) =FPr{T<7) - PriT<6).
Figure 4 shows this relationship pictorially.
Figure 4 Demonstrating the relationship Prio<T<7) = Pr(T<7) - Pr{T<f)

Arca A+ Area B=PriT < 7) ) /\

b
/ Y Pri6<T<7)=Area B
Area A =PriT < 6) I P gl
A \
- > . T
6 64 7 T

Sa, Prie<T<7) = 0.6915 - 0.3707 [from a} and b) above] = 0.3208.
That is, the probability that a randomly selected job takes between 6 and 7
howurs is 0,.3208 or 32°7%.

11. Example 4 [Calculating probabilities for a given Normal distribution)

Cuestion

Company records show that the weekly distance travelled by their salesmen is

approximately normally distributed with mean 800 miles and standard deviation

90 miles. The sales manager considers that salesmen who travel less than 600 miles

in one week are performing poorly.

a) [If the company employs 200 salesmen, how many would be expected to
pertorm poorly in a particular week?

b} The sales manager wishes to identify the number of miles travelled in one
week, above which only 1% of salesmen are expected to exceed. What weekly
mileage is this?

Answer

a) First, we need to calculate the probability that any one salesman will perform
poorly in a particular week, then multiplying this probability {proportion) by
200 will give the expected number required.

Putting [} = distance travelled in one week by any salesman, we need to find
Pr( =600}, the criterion for a poor performance.
600 — B0 -200

Standardising 600 gives z = = =222 (2
T give %0 20 (212

Thus we require PriZ<-222).

Tables give that Pr{0<Z<2.22) = (.4868.

Hence, Pr{£<-2.22)=Pr(Z=22) = 0.5- 04868 = 0.0132.

Therefore we would expect 200(0.0132) = 2.64 (i.e. 3) salesmen to perform
poorly in any one week.
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34 Normal distribution

b) This is the type of normal problem which involves using the tables in reverse
order. That is, we are given a probability, 1% here, and we need to find the
MNormal value to which it corresponds.

MNow, if only 0.01 (17) of salesmen are expected to exceed x miles per week, it
must be that (.99 of salesmen will travel less than ¥ miles per week (where x is
the number of miles required).
Looking for (.49 in the body of the tables, we find that this corresponds to a
standardised (z) value of 2.33 approximately. But this is just the standardised
value (z-score) of x.

: x — 800
That is, 20
Re-arranging gives: x = 800+ 9(2.33) = 1009.7.
Therefore, 1010 miles is the distance travelled weekly that only 1% of salesmen
will exceed.

= 2.33.

12. Normal approximation to the binomial

Recall from the previous chapter that when a binomial situation has a large value
of 1, associated probabilities can be awkward to calculate. We also saw that if p was
small, the poisson distribution can be used as an approximation to the binomial.
The Normal distribution can also be used as an approximation to the binomial
when n is large and when p is not too small or large.

It is always necessary to know the mean and standard deviation for a Normal
distribution. In this particular situation, these are taken as the mean and standard
deviation of the binomial that is being approximated to.

Normal approximation to the binomial
In a binomial situation when n is large and p is not too small or large, the
Normal distribution can be used to approximate to the binomial distribu-
tion using:

m = mean of Normal = np -

s = standard deviation of Normal = q'rﬂpﬂ -p)

Note. n=30 is normally considered large. The larger the value of n however, the
smaller or larger the value of p (between 0 and 1) can be allowed to go.

For example, if we had a binomial situation with #=100 and p=0.35, the Normal
approximation could be used with:

mean, m = np = 100(0.35) = 35
and standard deviation, s = 4 np(1-p) = /100(0.35)(0.65) = 4.77 (2D)
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34 Mormal disiribution

Answer

15.

If we put an export order as a "success’, this is a binomial situation with:
I'rial = an order
Trial suceess = an order for export
Neumber of trials = 80
Thus n = 80 and p = Prisuccess) = Priexport order) = 407 = 0.4.
But, since 1 is large and p is not too small or large, we can use the Normal approxi-
mation with:
m = Normal mean = up = B0(0.4) =32, . o
and s =Normal standard deviation = Jnp{l—=p) « JBN0.4)0.6)= 4.38 (2D)
In other words, the number of orders for ex port (E, say) has an approximate Normal
distribution with mean 32 and standard deviation 4.38,

Now, in order that the previous record is broken, the firm needs more than 489 of
the 80 orders.

That is they need 0.48 x 30 = 38.4 for export.
Thus we require Pr{E>38.4).

36.4 - 32
0.657
Therefore we require Pris=>] An). Now, tables give Pril=Z<1.46) = (04279,

Theretore, PriZ>1.46) = 0.5 - 0.4279 = 0.0721.

In other words, there is a 7% chance that the previous export record will be
broken.

Standardising 38.4 gives z 1.46(20D)

Confidence limits

The study of Normal distributions helps in the process of estimating certain popu-
lation measures based only on  the results of small samples. Two measures of
interest (for the syllabuses covered in this text) are the mean of a population and a
population proportion.

For example, given that a sample of 20 invoices yvielded a mean value of £253, what
can we say about the actual {and unknown) population invoice mean value? It is
quite clear the chance that the true invoice mean was £253 is very small and thus
the mean sample value on its own yields very little information of use. The ideal
is to enable something useful to be obtained with a high degree of probability {or
confidence). This is where confidence limits come in.

Confidence limits specify a range of values within which some unknown
population value {mean or proportion) lies with a stated degree of confi- |
dence. They are always based on the results of a sample. '

The following statement is typical of what needs to be able to be calculated and
understood:

‘95% confidence limits for the lead time of a particular type of stock item order are
4.1 to 7.4 working days’
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34 Mormal distribution

22.

ol s

g

LA

e B

10.
11.

23.

i} A significance test for the mean of a sample is carried out by calculating the
value of the test statistic:
X -y

()

and comparing it with range -1.96 to +1.96. There is evidence of a difference
between T and g (the population mean) only if z lies outside the given range.

Student self review questions

Give some examples of the type of data that form a Nermal distribution. [2.3]
Describe the main characteristics of a Normal frequency curve, [2]

Why cannot the Normal distribution be used to calculate the probability that a
specific value of a variable is obtained? [4]

What information is required to be known about a particular Normal distribution
before any probabilities can be calculated? [4]

What is a Z-score? [5]

What are Standard Normal tables? |6]

What is the normal probability ‘rule of thumb’ for interpreting table probabilities?
[8]

What are the three steps in the procedure for calculating a probability associated
with any Normal distribution? [9]

Under what conditions can the Normal distribution be used as an approximation to
the binomial distribution? [12)

What do confidence limits measure? [15]

Describe how a test of significance of a sample mean is carried out. [19]

Student exercises

Use Standard Normal (£) tables to calculate the following:

a) i) Pr(Z<038) i) Pr(£<1.22) i) PrZ<2.73)

b} D PrZ=1.00) i) Pe(Z=2.90) i) Pe{Z>0.13)

c) D Pr(Z==1.10) i) Pr(f==3.2) i) Pr(Z£==1.93)

d) i) Pr(Z=-267] ii) Pr{Z=-076)

Use Standard Normal (£) tables to calculate the following:

a) i) Prif==1.12) i) Pr(Z=1.87) and hence i) Pri{-1.12<7<1 &7}

b} i) Pr{Z<0.88) i) PriZ<2.16) and hence  iii) Pr{0.88<7<2.16)

c) i) Pr{Z=-233) i) Pr(£>=0.41) and hence  iii) Pr{-2.33<7<-0.41)

A Normal distribution (N} has mean 140 and standard deviation 8. Find:

al PriN=156) b} PriN=132) c) Pr{132=N<15a).

A Normal distribution has mean 56 and standard deviation 12. If an item is picked
at random from the distribution, what is the probability that its value will be:
a) less than 30;

b} greater than 80;

¢)  between 30 and 80,
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34 Narmal distribution

5.

10.

11.

12.

The weighls of metal components produced by a machine are distributed Normally
with mean 14 Ibs and standard deviation 0.12 |bs.

a) What is the probability that a component sampled randomly from production
will have a weight
i. greater than 14.3 lbs;
ii. less than 13.7 1bs?

b) Components are rejected if their weights are outside the limits 13.7 to 14.3 Ibs. If
the machine produces 500 components per day, how many would be expected
to be rejected?

The time taken to complete a particular type of job is distributed approximately

normally with mean 1.8 hours and standard deviation 0.1 hours.

a) If ‘normal-time’ work finishes at 6.00pm and a job is started at 4.00pm, what is
the probability that the job will need overtime payments?

b) What estimated completion time (to the nearest minute) should be set so that
there is a 90% chance that the job is completed on time?

Use the Mormal approximation to the binomial to calculate the probability of

getting more than 10 defectives in a random sample of 100 taken from a popula-

tion which is 8% defective. (Remember that the equivalent of value 11 in a binomial
distribution is the range 10.5 to 11.5 in a Normal distribution.)

From experience, a travel firm knows that only 92% of people who book a Spanish

holiday with them actually turn up. The firm deliberately overbooks by 8 their

allocation of 172 places on a particular Spanish holiday. What is the probability that
there will be dissatisfied customers?

The mean inside diameter of the washers produced by a machine is 1 cm with a

standard deviation of 0.01 cm. The diameters are approximately normally distrib-

uted. Tolerance limits (i.e. central limits set either side of the mean, outside which
washers having this diameter are rejected) are set such that only 2% of washers
should be rejected. What are the tolerance limits?

A sample investigation of the number of successful annual sales of product A made

by salesmen emploved in a particular industry vielded mean 15.3 and standard

deviation 6.1.

Find a) 95% b} 99% confidence limits for the mean.

A random sample of 25 components from a production line vielded 4 outside

quality limits. Give 957% confidence limits for the proportion of all output that lies

outside the quality limits.

Seven accounting workers in a particular industry were interviewed and some data

is given below:

Employee 1 2 3 4 ] 6 7
Salary 21,650 18,400 22500 22,150 22,150 17,680 21,400
Qualified Yes Yes No Yes Yes Yes MNo

a) Calculate the mean and standard deviation

b) Give a 95% confidence limit for the mean salary

¢) Give a 95% confidence interval for the proportion of all employees of this type
who are qualified.
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34 Mormal distribution

13

14.

Could a sample of size 25 with mean 14.3 and standard deviation 2.6 have been

drawn from a population with mean 157

In the past average weekly earnings in a factory have averaged £302. A random

sample ot 9 employees vielded a mean of £287 with standard deviation £16. 1s there

any evidence of a difference in pay?

The life of electric light bulbs from a particular manufacturer have an average life of

800 hours. A sample of 25 bulbs was taken and tound to have mean life 850 hours

with standard deviation 80 hours,

a) Is there evidence that the sample bulbs have performed differently to the popu-
lation norm?

b)  What is the largest whole-number value that the sample mean could have taken
that would have reversed the above decision?
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Examination example (with worked solution)

Gluestion

The specification for the length of an engine is a minimum of 99mm and a maximum

of 104.4mm. A batch of parts is produced that is normally distributed with a mean
of 102mm and a standard deviation of 2mm. Parts cost £10 to make. Those that are

too short have to be scrapped; those too long are shortened, at a further cost of £8.

You are required

a) to find the percentage of parts which are (i) undersize, (ii) oversize;

b} tofind the expected cost of producing 1,000 usable parts;

c¢) tocalculate and to explain the implications of changing the production method
s0 that the mean is halfway between the upper and lower specification limits.

( The standard deviation remains Bhe samie.)
CiMA

Answer

al i. The probability of an undersize part is Prix = 99) where x is its h:ngth (mm)

X - -
To transform this we have, z = ::r'u - leIE =-15
Hence probability required = Pr{z =-1.5) = 0.5- 0.4332 = (L0668, from normal
tables.
That is, 6.68% of the parts will be undersize.
ii. In the same way, standardising x = 104.4: gives z 104.4-102 1.2

Hence the probability of a part being oversize is:
Priz = 1.2) = 0.5 - 0.3849 = [),1151
Thus 11.51'% of the parts will be oversize.

b) If 10O parts are produced, 67 would be expected to be undersize, 115 oversize.
Thus 933 parts are usable {the 67 undersize ones being scrapped), at a cost of:
885 parts at £10 and 115 parts at £18 (those originally oversize, now shortened)
= £10,920.

Hence 1,000 usable parts would have an expected production cost of:

1000
10920
* 913

= £11,704.18

{Alternatively, produce Jg& parts which vield 1000 usable items.
The final cost is the same.)
c} If the mean is changed to 101.7mm, then the symmetry of the normal distribu-
tion will mean that the same proportion of parts will be too long as too short.
To compute this proportion:
_ 1044 -101.7

L =———— =135

2
and  Piz=1.35) = 0.5~ 04115 = 0.0885
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Examination questions

F-a

The number of invoices being processed through a sales ledger, grouped by value,
are shown below. The standard deviation is £1,600.

You are required

a)
b)

)

al

b)

to draw a histogram to represent these data;

assuming these data to represent a simple random sample, to find 90% confi-
dence limits for the mean value of all invoices being processed through this
sales ledger;

if twenty of these invoices contain errors, to find a 95% confidence interval for
the overall error rate on invoices processed through this sales ledger.

Value of invoice  Value of inooice Number of
i £ IRBICeS
At least Less than
0 S0 20
500 1,000 40
1,000 2, 0(H] S0
2,000 4,000 150
4,000 5,000 &0
5,000 6,000 30
6,00 7,000 20)
7,000 and over (1]
Total number 4K

CiMA

A company produces batteries whose lifetimes are normally distributed with a
mean of 100 hours. It is known that 90% of the batteries last at least 40 hours,
i. Estimate the standard deviation lifetime.
ii. What percentage of batteries will not last 70 hours?
A company mass produces electronic calculators, From past experience it knows
that 907 of the calculators will be in working order and 1(¢% will be faulty if
the production process is working satisfactorily. An inspector randomly selects
5 calculators from the production line every hour and carries out a rigorous
check.
.. What is the probability that a random sample of 5 will contain at least 3
defective calculators?
ii. A sample of 5 calculators is found to contain 3 defectives; do you consider
the production process to be working satisfactorily?

CiMA
Your company requires a special type of inelastic rope which is available from
only two suppliers. Supplier A's ropes have a mean breaking strength of 1,000
kgs with a standard deviation of 100 kgs. Supplier B's ropes have a mean
breaking strength of 900 kgs with a standard deviation of 50 kgs. The distribu-
tion of the breaking strengths of each type of rope is Normal. Your company
requires that the breaking strength of a rope be not less than 750 kgs.
All other things being equal, which rope should you buy, and why?
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Examination questions

8.

{a)

(b)

{c)

Samples of 10 boxes of cornflakes are randomly selected from a production line
and weighed. It is found that the mean number of underweight boxes in such
a sample of 10 is 1.6. Assuming that the majority of individual boxes are of
acceptable weight, what then is the probability that a box is underweight 7

In a sample of 6 such boxes, calculate the probability that -
(i} noboxes

(i) 2 boxes
(iii) at least 3 boxes
are underweight,
It a sample of 100 such boxes is taken, use an appropriate method of approxi-
mation to calculate the probability that, in the sample,
(i) less than 10
(ii} more than 28
(iii) between 16 and 24
are underweight.
IC5A
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35 linear inequalities

5. Example 1 (Plotting a feasible region defined by a set of inequalities)

To display the region defined by the following inequalities:

2y +10y <50
X =10
3x - 3y =30

First, plot the graphs of the three corresponding equations.

Now, 2x + 10y = 50 crosses respective axes at x = 25 and y = 5, x = 10 is a vertical line
crossing the x-axis at x = 10 and 3x - 30y = 30 crosses respective axes at x = 10 and
y =-1.

The lines are plotted and the defined region is highlighted in Figure 3.

Figure 5

11’+ll'ly=5["]

Feasible region

2 3x - 30y = 30
X
[} i 1
fﬁ.flff 10 20 30
_2 =

Notice that the region for 3x - 30y = 30 is above the line, since the coefficient of y is
negative.

6. The linear programming problem

Linear programming is concerned with the problem of maximising (sometimes
minimising) a linear function subject to a set of constraints in the form of a set of
inequalities. The situation often involves a profit, revenue or contribution func-
tion that needs maximising (or a cost function that needs minimising)} subject to
constraints based on space, manpower or materials considerations.

For the example given in section 4, where the factory was producing two products
X and Y, there were two constraints defined:

a) atime constraint: x +y < 50;

b) a material constraint: x + 3y <90

If the contribution from each unit of product X was £4 and the contribution from
each unit of product ¥ was £3, the total contribution from the two products could
be put in the form 4x + 3y, a linear function.
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within the feasible region is the line that needs to be identified, since the corner of the
feasible region (or vertex) that it intersects is the solution required.

From Figure 4, the optimum point (solution} which maximises the revenue function
is seen to be x = 12 and y = 26. In other words, 12 X's and 26 Y's need to be produced
in order to maximise revenue, subject to the given time and material constraints.

8. Graphical solution to the linear programming problem

This section summarises the procedure for solving the linear programming
problem.
Given a linear function to maximise (or minimise), called the objechive funchon, and
a set of constraints in the form of inequalities:
STEF1  Plot the lines corresponding to each of the given inequalities.
STEP2  Define the feasible region as that region satisfying all the given inequalities.
STEP3  Determine the opfimuim solution as that point which:
a) lies in the feasible region {always at a vertex), and
b} intersects a line parallel to the given objective function causing it to
be maximised (or minimised ).
In practical terms this will mean finding that line parallel to the objec-
tive function which:
i.  for @ maximum, is furthest away from the origin
ii. for a minimum, is closest to the origin.
The optimum solution will yield values of x and y. Substitution of these into the
given objective function will realise the actual maximum or minimum (if required).
Note that the objective function will always be given in the form ax + by and will
have a meaningful value for all x and y values within the feasible region. That is,
ax + by = C, say. No matter what value C has, the line ax + by = C will intersect the
x and y axes at points in the ratio Ina respectively. For example, the line 2x + 5y = C
cuts the x and y axes at points in the ratio 5:2.
As a demonstration of this:
2¢ + 5y = 100 cuts the x and y axes at 50 and 20 respectively (ratio 5:2)
2x + 5y = 20 cuts the x and y axes at 10 and 4 respectively (again, ratio 5:2).
Understanding this will help when determining the optimum solution. This technique
is sometimes known as the axis-intersection ratio metiod for plotting linear equations
(See also chapter 24 section 4). Another fully worked example follows.

9. Example 3 (Solution to a linear programming problem|

Gluestion

A production line can be set up to produce either product X or product Y. The
following table gives the breakdown for each product.

Provtuct Labour Materials Testing
{minules) {Ibs} minules

X 3 2 3

Y 15 4 4
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a)

b)

Cl

The optimum point for maximum contribution is marked on the diagram in
Figure 5 at x = 33 and y = 53. Substituting these two values into the contribution
tunction {12x + Yy} will give a maximum contribution of 12(33) + 953} = £873/
wh.

The optimum point for minimum contribution is also marked on the diagram at
r = 200 and y = 45. Thus the minimum contribution is 12(20) + W45} = £645/ wk.
Al minimum contribution, x = 20 and y = 45, and thus the labour used (from the
labour function 30x + 15y) is 320) + 15(45) = 1275 minutes. This represents

1275 100 = 70.87% of available labour.
At maximum contribution, x = 33 and y = 53, and labour used is 30{33) + 15(53)
= 1785 minutes. This represents F_HE:T x 100 = 9927 of available labour.

10. Practical notes on linear programming

aj

b}

<)

In problems of this type (where a graphical solution is obtained):
i. there will be at most two variables (x and y in the examples) involved, and
ii. both of the variables will be non-negative, so that any diagrams drawn will
only use the positive x and v quadrant.
The objective function {to be maximised and/or minimised) should be identi-
fied using the axes-intersection ratio method described in section 8. “Trial and
error’ using a ruler is the best method of identifying the optimum point(s). It is
usual to show two or three placings of this line (dotted in the previous exam-
plwa]-
If necessary, rather than reading the x and y values that form the optimum solu-
tion from the graph, ordinary algebraic methods can be used. In Example 3,
the optimum point for maximum contribution can be identified exactly where
the ‘labour” constraint line meets the ‘materials’ constraint line. i.e. by solving
3x + 15y = 1800 and 2x + 4y = 280 simultaneously.

11. Summary

a)

b)

¢}

d)

An inequality takes the form of two expressions joined by one of the "inequality
signs”:

< {less than) < (less than or equal to)

= (greater than) = (greater than or equal to)
A linear inequality defines a feasible region (one half of the x—y plane} and is
bounded by its appropriate corresponding line.
Any polygonal (feasible} region of the x-y plane can be defined using an
appropriate set of inequalities.
The linear-programming problem involves maximising {or minimising) a
given linear function, normally called the objective function, subject to a set of
constraints given in the form of a set of inequalities.
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e} The graphical solution to a linear programming problem involves:
i. graphing the constraint inequalities to torm a feasible region,
ii. choosing that line which is parallel to the objective function and within the
feasible region (at a vertex) which:
is furthest away from the origin {for a maximum}
is closest to the origin (for a minimum).
) The basis for the graphical solution to a linear programming problem described
here is subject to the two conditions:
i. only two variables are involved, and
ii. each variable can take only non-negative values.

12. Points to note

al Only linear inequalities have been discussed here. Obviously other general
inequalities can be used in appropriate situations. However, the linear
programming technique described above is only valid for constraints based on
linear inequalities and a linear objective function.

b) When there are many constraints and/or there are more than two variables
involved in a linear programming problem, other methods must be used. The
most common of these is known as the simplex method (but outside the scope of
this manual).

¢) Two methods are available for ensuring that the region defined by an inequality
i5 the correct side of the corresponding defining line:

I. the substitution technique,
ii. the sign technique.

d) When presenting the graphical solution to a linear programming problem,
there is usually a lot of information that could be shown. The danger is that
the diagram becomes too cluttered and confusing and this should be avoided,
particularly in an examination. The best approach is:

i. always shade the feasible region,

ii. label the constraint lines with letters or numbers only (a key can be provided
underneath the diagram if necessary),

iii. mark the optimum point{s) clearly and

iv. only dash (or dot} in that objective function line that is either maximum or
FAENLIT.

13. Student self review questions

1.
2.

3.
4.
5.

How does a linear inequality differ from a linear equation? | 3]

Give some examples of constraints which can be described by linear inequalities in
a business context. [4]

Describe what a feasible region is, when related to a given set of inequalities. |4]
What is the ‘linear programming problem’? {6]

Given a feasible region together with a defined objective function, describe brietly
how an optimum solution is found. [7]
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34 Matrices

6. Addition and subtraction of matrices

If necessary, two matrices can be added or subtracted. For example, suppose a
company has just two warehouses A and B, each carrving stocks of a particular item
as follows:

La i Sl 1..!11.:1,- Small
Grev(12 4 Grev |3 2
A= : [ and B = : _
White| 8 2 White |1 5

These two matrices can be added as follows:
12 4] [3 2 12+3 4+2
AvE= [s 2| * [1 5] - [an 2+5]

Large Small

ey [15 5]
White| @ 7

which represents the stocks of the item for the company as a whole.

Motice that, in the above matrix addition, corresponding elements have been added
together. In other words, the element in row 1, column 1 (12) of the first matrix has
been added to the element in row 1, column 1 (3) of the second matrix to form the
element at row 1, column 1 (1243 = 15) of the resultant matrix, and so on.

Subtraction is performed in a similar way. For example:

15 6 3 2 [15-3 6-2
9 7| |t 5 9-1 7-5
12 4J

(8 2

These procedures are summarised in the following section, together with some
rules and notation.,

7. Definition of matrix addition and subtraction

Addition and subtraclion of malrices
Two matrices can be added {or one matrix subtracted from another) only if
they have identical sizes.

Addition is performed by adding together corresponding elements.
Similarly for subtraction.

Note: Although two matrices may be of the right size to be added mathematically,
this does not guarantee that their sum is meaningful. For example, a 3 x 2 matrix
describing the numbers of employees in each of three firms by their sex added to a
3 = 2 matrix describing the number of salesmen’s cars for the three firms by type of
car would be totallv meaningless in any practical sense.
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8. Example 2 |addition and subtraction of matrices)

A lorry {town matrix has the following structure representing the number aof trips
made by a particular lorry to a particular town in a certain week.

Town

A B

1|X X

Lorry number 5 {y

XX

If W, is the lorry / town matrix for week i, and

i 0 301 20
W= 0 0] W, 211 Wy=|2 4
23 0 2 2 0

find the value of, and describe in words the meaning of:
a) W, ., (where W, =W, +W,) bl W, ... <) Wia,— W,

Solution _
4 0 31
a) Wi,=W,+W,= [0 of+[2 1
2 3 |02
7 1
2 1
I-E I5_
which is the number of trips made in weeks 1 and 2 combined.
7 1] [2 0
b) Wiaa=Wya+Wy=|2 11 +/2 4
2 5| [2 0
rq -I
=14 5
S
which is the number of trips made in the first 3 weeks combined.
(9 1] [3 1
":] Hrl..j._'-l,_w2= 4 5 - E 1
4 5] [0 2
6 ol
=12 4
4 3

which is the number of trips made in weeks 1 and 3 combined.

Note that the result of W,,,, 4 - W, would have given exactly the same result as
W, + W, .
17 ¥,

all



34 Mairices

9. Multiplying a matrix by a number

10.

11.

Sometimes it is necessary to multiply a complete set (or matrix) of values by some
number. For example, suppose a salesman'’s daily expenses are standardised and
split up into Tra w.—:"ing, Food and Other, These could be rl.':prEF.E'ﬂtLHi as a single row
matrix with three elements. Multiplying each element of the matrix by 5 will give a
new matrix, representing standard weekly expenses.

Thus, a matrix can be multiplied by any number with the effect that each element of
the matrix is multiplied by that number.

A simple example is given now, where it should be noted that often a “star” (%) is
used to signify multiplication when matrices are involved.

4 3 4x4 4x3 16 12
7 11) l4x7 4x1i) (28 44
Notice that exactly the same result would have been obtained by adding matrix A

up four times. Thatis, A+ A+ A+ A =44,

However, matrices can also be multiplied by numbers other than whole numbers,
and an example follows, giving a practical business interpretation.

4 3
If A= then: 474 = 4°
[? ”] ther [

Example 3 [Multiplying @ matrix by a number)
The following matrix, X, gives the price of comparable articles by size and type (in £).
Smiall Large
A 040 (.58
X=F {032 056
C (042 060

If all prices were fo increase by 5009, the new price matrix, Y, could be represented as:
040 (058 1.5x04) 1.5=0.58
Y =(L5)" 1032 056} = 415=x032 15x0.56
0.42  0.60 1.5x042 1.5=0.60

0.60 0.87
i€, Y= 48 184
063 (L90

Multiplying matrices together
Both the need for and the technique used in multiplying two matrices together is
demonstrated in the following text.

Suppose matrix X is wsed t0 hold the stock balanoces of items A, B and C and matrix Y to
hold the unit cost {£) of each item as follows:

A B C A12.30
X=[12 23 7] Y= B|0.50
C[1.20

512



Hidden page



34 Malrices

bl Procedure. Each row of A must be "n‘lu|tip|iud' by each column of I to give
a single element of C.

5 .
For example, if Iﬁ 5] is a row of A and []] 15 a column of B, the ‘multiplication’
is carried out as:

multiply 6 x 8 = 48

\
| \
- \
: g \ )
[6 ik* ' then add 48 +5 = 53

1 /
\ | /
' /
multiply 5x1 =5
This procedure is shown in context next, together with some detail concerning
the resultant matrix C = A*B.

13. Pictorial demonstration of matrix multiplication

This section demonstrates the procedure involved in multiplying row 1 of matrix A
{a 4 by 2 matrix} by column 1 of B {a 2 by 3 matrix} to give the value of the cell at the
mtersection of row 1 and column 1 of matrix C = A"B.

Row 1 Element at infersection of
Fow 1 and Column 1
/ Column 1

= - -
'k._E' 5 ) | @I }': :{

X X ) x x | X X X

X X 1] X x X X X

Ml

X X i X X X

A{dby2) B (2by 3) C (4 by 3)

The multiplication shown above is (6= 8) + (3x 1) =48 + 5 =53
Le. Alrow 1) * Bicol 1) = C”
Similarly Alrow 1) " Bicol 2) = ':1.3

Alrow 1} * Bleol 3) = C, 4

Alrow 2) * Blcol 1) = Cy 4

andupto  Arow 4) * Blcol 3) = C, 4
MNotice that the resultant matrix C has the same number of rows as A and the same
number of columns as B.
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The procedure for multiplying row f by column j is:

STEP 1 REow 1is superimposed on column J.

STEP2  Each respective pair of superimposed cells are multiplied together.
STEP3  The multiples are added to form a single value.

STEF4  This value is entered into the cell of the resultant matrix at the intersec-
tion of the i-th row and j-th column.
That is, it matrix A is to multiply matrix B to give the resultant matrix C, then,
in general:
row i {of A) * column j (of B} =, .
Also, if X is an @ x b matrix and Y is a b x ¢ matrix, then resultant Z = X*Y is an
i x ¢ matrix.

17. Example 5 [Multiplication of matrices and interpretation of result)

Gluestion

A firm keeps details of component parts used in the make-up of each product
(matrix X and products made on each day of the week [matrix ¥) as follows:

Produis

1 2

_ : Pirrls
Mon [0 1 A B C
T 2 2
1-".-}1:132 Y ]’d"ljz! X
it = nﬁlltt52]42—.
Thu |1 1
Fri 11 O

Using matrix multiplication, find a matrix that describes the number of component
parts used on each day of the week.

Answer

There are two ways to multiply the two matrices X and Y. Either {i} X*Y or (ii)
Y'X

X'Yis (2= 3) " (5 x 2J, which means that multiplication is NOT possible since 3
does not match 5.

However, Y*X is: (5 by 2) * (2 by 3) which ARE compatible
I
l
Dﬂ_'!r'f! Parts

Thus, Y*X will be a 5by 3 matrix
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B B

The inverse of a2 h}f 2 matrix can be spucifiral]}r calculated as follows,

i I : | 11 d —h
A - ”,I.'u.nﬂ |"1'| g

19. Example & (The inverse of a 2 x 2 mafrix)

Gluestion
3
2

[

Find the inverse of matrix A = {
1 0O
01

4
Firstly, Det {2

} and check the result, using the relationship

A*AT=

Answer

-

2}—{433]—{533 ~12-10=2.

=

ie. Det A=Al =2,

- - . i 5 3
Thus: A = 15 =1_ 3 5 =1 3 3 _Jz 2l 3
203 Al |-2 4 212 4 -2 ; -1

5 i -5 T 5y .
For the ciieck: A* AL = LI ) E R O ‘Hi} -1k 4{:._,;]'+:n{2]
2 3] |-1 2 2030+ 30-10 2071+ 32)

|6-5 -10+10] [1 0
3-3  -5+6 01

20. Solving simultaneous equations

b e | L,
e

As already mentioned, the information given in the last few sections is necessary in
order to solve simultaneous equations. Although matrices can be used to solve any
size of systems of simultaneous equations (i.e. 2 x 2, 3 x 3, 4 x 4 etc), for the purposes
of this manual only 2 x 2 equations are considered. The technigue is described in
the following procedure.

21. Solving 2 by 2 simultaneous equations using matrices

The procedure for solving the 2 by 2 simultaneous equations

ax+by =c¢

dx+ey=f

15 now given,
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STEP T

STEP 2

) o _ a by.(x c
Write the equation in the matrix form: [ I =1
£ i _lil' |

{Note: The above malrix equation is exactly equivalent to the original
pair of simultaneous equations. A useful and practical exercise is to
prove it!)

. _ L fx a by (e
Solve tor 1 and y using: [h‘] [I{ a.'] [f]

The right-hand side of the above equation will reduce to a 2 by 1 matrix,
containing the values of x and y.

22. Example 7 [Solving 2x2 simultaneous equations using matrices|

Gluestion

Solve the simultaneous equations:  5x + Yy = <30

bx -2y = 28

using maltrices,

Answer

23.

STEP 1

STEP 2

Thus the required solutions are: x =3 and y = -5,

Putting the equations into matrix form gives:

- [a]
[ emale SH)- Sl

=
[
oo
|
f

-

Transition matrices

Suppose that a construction company divides its working days up into only “wet’
and ‘not wet” and, for a period of 25 working days, recorded the weather conditions
to obtain the following {W=wet; N=not wet):
MNWMNNN WWNNW MWWNN MWNNMN MNWNNM

If the company is particularly interested in the way that one day’s weather might
affect the weather on the next day, they can organise the above data into tabular
form by describing the number of times, for instance, a wet day followed a wet day
(pattern WW, which occurred twice) or the number of times a dry day followed a
wet dav (WN, occurring 6 times).

This information follows and is known as a fransition malrixy.
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Wenther conditions
on the following diy

NOW

Weather conditions N (10 &
on a particularday w6 2

In words, on 10 occasions the weather kept "not wet’ from one day to the next,
while on 6 occasions it c]'langed from ‘not wet’ to “wet’. [t changcd from “wet” to ‘not
wet’ on 6 occasions also and on only 2 occasions did it stay “wet” from one day to
the next.

The two alternatives, N and W, are tr:u:hniu:..:!l}- known as states.

The above matrix can be changed into a matrix of proportions (or probabilities) by
dividing each element b v its row total, as follows:

Weather conditions
it the following day

NOW

1l fs
14 16
f F.
& &

The cell in the top left is translated as: the proportion of days that changed from

‘not wet” on one day to 'not wet’ on the next = PriN =» N) = %t

Similarly: PriN =» W) = lfjﬁ Privw =2 N) = % PriW = W) %

Weather conditions N
oft @ parficular day W

A proportional transition matrix gives the proportion of times that states (in the
above case either wet or not wet) change in a particular defined period of time.

24, Definition of a transition matrix

A transition matrix is a square matrix which gives the number or propor-
tion of times that some process changed from one state to another during
some period.

The states and time peried involved must be specified.

MNotes, 1. A prnpnriinnal transition matrix has the sum of the proportions in each
row adding to 1.
2. If T is some transition matrix, then 77T = 77 is another transition matrix
with prnpnriinnﬁ relevant to changm‘. in states over 2 time }n'.-rindﬂ.
Similarly, T*T*T = T% is a transition matrix with proportions relevant to
changes in states over 3 time periods, and so on.
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346 Matrices

27.

28.

10,

29.

¥ a BV (e
ii. and !-'.nlﬂ.-'ing using: {1{] [d - F]
P |

k) A transition matrix is a square matrix which gives the number or proportion
of times that some process will change from one state to another in a defined
period of time, The sum of the proportions in each row must add to 1.

Points to note

al Sometimes row and column matrices are known as veclors.

b) Division of one matrix by another is not possible.

¢} When multiplying two numbers together, it does not matter which order the
numbers are multiplied. i.e. 4 = 5 =5 x 4 = 20. This is not the case with matrices,
That is, if A and B are any two matrices, A"B does not normally equal B*A, even
if both A*B and B*A are defined for multiplication.

d) The solution of 3 x 3, 4 x 4, etc simultaneous equations can be performed using
matrices, but involves a level ot complexity not tht‘ruf;]‘lt suitable for the sylla-
buses that this manual covers.

Student self review questions

What is a matrix? [2]

How is the cell at the intersection of row 3 and column 1 of matrix [ referenced
uniquely? [3]

What precisely is meant by the size of a matrix? [4,5]

What condition must be met before two matrices can be added together and how is
addition performed? [6,7]

What condition must be satisfied before two matrices can be multiplied together?
[11]

If an @ by b matrix is multiplied by a ¢ by d matrix, what is the size of the resultant
matrix? [13,14,16]

Explain how to calculate the determinant of a 2 by 2 matrix. [18(b)]

How is the inverse of a 2 by 2 matrix determined and what relationship must it
have with the 2 by 2 unit matrix? [18(a){c)]

How are the simultaneous equations ax + by = ¢; dx + ey = fwritten in their equiva-
lent matrix form? [21]

What form do the elements of a proportional transition matrix take and how is the
matrix used and manipulated? |23,24]

Student exercises

2 3 2 B 1
IEM=|-1 4landN=1[1 2 =2}, identify the following elements:
B 1 3 4 b

al iy, bhmiy, Chity, dinag
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2,

=1

Perform the following matrix arithmetic:

al

)

_ 1
It A= 3

1 4 o 2
[3 1 -.r 1} by [3 2]-|1 2
$ 1] 1 -3 4 6] |51
_ 1 1 2 12 -1
It A= s 4 t] and B=1, 5 _,| . identify the matrix C =34 -28.
.

EH—- dC=(3 1 2
I'_Tan _[' ]

= —

evaluate any of the following matrices that are possible:

AB, A'C,B°C, B"A, C°A, C"B and A™B*C.

For the matrices defined in exercise 3, A is describing the numbers of each of three
machines owned by each of two tirms; B is describing the standard running costs
per hour of each of the three machines; C is describing the number of hours of
use needed on each machine to satisfy a particular job. For each of the four matrix
multiplications that were possible (in the answer to the previous exercise}, state
in words the meaning of the matrix obtained or state whether it has no practical
meaning.

Three jobs, A, B and C, require a succession of different processes (], K and L) in a
particular sequence in order to complete. Job A requires LKLK; job B requires L|L;
job C requires JKLJKL).

aj

b)

c)

d)

e)

Write down the 3 » 3 matrix X, which describes the number of times each job is
in each process,

Each separate process normally requires setting-up (5), machining (M) and
finishing {F) stages. However, there is no S time needed for L, and K requires no
F time. Processes | and K both need 10 minutes for 5, and ] requires one hour for
M and 10 minutes for F. L takes 20 minutes for F and M takes up half an hour for
K and 10 minutes tor L.

Write down a 3 » 3 matrix ¥, which describes the time (in mins) for each process
to complete each stage.

Evaluate the matrix X*Y (if necessary re-arrange the rows and columns of one
of them to ensure they are compatible for multiplication).

Which job takes the longest time to complete and how long does it take?

The cost (in £/ minute) for 5 is 0L10, for M, 0.40 and for F, (.05,

If Z is the cost matrix for each stage, evaluate either X*Y*Z or 2*X*Y (depending
on which is compatible for multiplication), and state the meaning of the result.

2 1 3 2
It A= [l 1]au'lf.i B = 1 find: a) 1Al bl 1Bl ¢) |A+BI d} |A®EI

4

Using matrices A and B from Question 6, find:
al A" BB (A + B! dy(A*B)!
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10.

Solve the following simultaneous equations using a matrix method. Check your
results.

a) dr+2y=8; v+ y=5 b) 3r—y=0; dx+2y=20

clprg=1; g-2p=7 d) Ix+2y=54; 2x-y=-1.3

Matrix M below describes the number of items A, B and C stored at warchouses X
and Y and matrix N describes the cost (in pence per day) for storing (5) and main-
taining (M) the items.

5 M

A B C Al2 o5
M:f[f; 12 4:] N-B|2 05
2 0o cl15 15

a) Ewvaluate the matrix 3{M*N) and interpret its meaning.
MNow assume:
i, that matrix M shows the stock position at the beginning of day 1
ii. the following stock movements occur:

Withdrawals on day 2: 2B from warehouse X; 23A from warehouse Y.
Deliveries on day 3: 8B and 12C to warchouse X; 12B to warehouse
Y.

iii. full costs for a day are incurred if stock is held for any part of a day

b) Ewvaluate the 2 x 3 matrix T as the stock (cost-effective) movements on day 3,
using all the information given in {ii).

¢l Write down (but do not evaluate) a matrix expression to describe the storage
and maintenance costs of items A, B and C at warehouses X and Y for the period
day 1 to day 5 inclusive.

Product x has fixed costs of £60 and variable costs of £6 per pruduct; prﬂ-durt y has
fixed costs of £35 and variable costs of £8 per pr{}duct.

6l 6 1 .
If C= Lq Hl and (= I‘T] where C is the cost coefficient matrix;

al evaluate, and explain the significance of, the matrix product C*().

Given now that products x and y sell at £9 and £10 respectively:

b) write down the revenue coefficient matrix, R, and

c) evaluate the matrix R*Q - C*( and explain its significance.

Putting P=R*Q-C"QJ, A=[1 0land B=[0 1],

d} solve the matrix equation A*FP = B*P and interpret the value of § obtained.
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37 Inventory control

intreduction

This cha pter takes an elementary look at inventory control. Initially, costs associated
with inventories and terminology is considered, followed by inventory graphs. Re-
order level and periodic review inventory control systems are described, tngel:her
with two common inventory models - the ‘basic” and ‘gradual replenishment’.
Inventory cost graphs are covered for the basic model.

2. The need for an inventory

A firm’s inventory can be described as the totality of stocks of various kinds. These

include basic raw materials, partly-finished goods and materials, sub-assemblies,

office and workshop supplies and finished goods.

The reasons wh_l_.f an inventory must be carried by a firm are various, including:

a) anticipating normal demand;

b) taking advantages of bulk-purchase discounts;

¢} meeting emergency shortages (due to industrial strikes for example);

d) as a natural part of the production process {cooling of metals, maturing of
spirits etc);

e) absorbing wastages and unpredictable fluctuations;

f} obsolete items and over-ordering (due possibly to badly organised stock
control).

3. Costs associated with inventories

Besides the obvious buying costs (i.e. the total price of the materials), the holding of
stock necessarily involves what are known as inventory costs which can be broadly
split into three categories.

a}  Ordering (or Replenishment) costs. These involve transport, clerical and admin-
istrative costs associated with the physical movement of bought-in external
goods. However, where the goods are manufactured internally to the organi-
zation, there are alternative initial costs to be borne with each production run
known as set-up costs,

b) Holding (or Carrying) costs, These include the following:

i.  Stores costs (staffing, equipment maintenance, handling);
ii. Storage overheads (heat, light, rent etc);

iii. Cost of capital ied up in inventory;

iv. Insurance, security and pilterage;

v. Deterioration or breakages.

¢) Stockout costs. These are the costs (sometimes not easily quantifiable) associ-
ated with running out of stock. They include penalty pavments, loss of good-
will {possibly affecting number and size of future orders), idle manpower and
machines, etc. Of course one of the main reasons why inventories are held is to
avoid just such costs,
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4. Inventory control purpose

Objective of inventory control

The objective of inventory control is to maintain a system which will mini-
mise total costs and establish:

a)  the optimum amount of stock to be ordered

b) the period between orders.

5. Some terminology

Before proceeding further, there are certain terms used in inventory control which

need to be defined briefly, Some of these will be described further in later sections.,

a) Lead time. The time between ordering goods and their replenishment (i.e. phys-
ically ready for use). Note that orders may be internal (requiring a production
run) or external,

b)  Economic ordering guantity (EOQ). This is a specially derived value which gives
the external order quantity that mininises tolal inventory costs.

c) Economic batch guantily (EBQ). This is an adapted EOQ which gives the size of
the internal production run that minimises total inventory costs.

d) Safety stock. A term used to describe the stock held to cover possible devia-
tions in demand or supply during the lead time, Sometimes known as buffer or
minimm stock.

e) Maximum stock. A level used as an indicator above which stocks are too high.

f} Reorder level. A level of stock which, when reached, signals a replenishment
order.

g} Reorder quantity. The level of a replenishment order. This will often be the EOQ
or EBQ.

6. The inventory graph

Of primary importance in Inventory Control is knowledge, and through this,
control, of the amount of stock held at any time. The purpose of an mentory graph is
to give this knowledge in diagrammatic form by plotting the relationship between
the quantity of stock held (g) and time (t).

Figure 1 shows a general inventory graph with various significant features labelled,
with an initial inventory of 100 items which was replenished by a further 100 items
continuously over a time period. For the next time period there was no activity,
but at time point 2, 100 items were demanded, followed, over the next two time
periods, by a continuous demand which used up the last 100 items. As soon as this
stockout position was reached, a further 150 items were delivered.
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Fiqure I Inventory graph

An inventory graph

KD
Chuantity of
stk held

()
{14
., activity
2K} o
#
.-"'.. .
/ instantaneons
y continuous demand [
s rg-plm'lisl'lmg-t'lt
L instantaneous
100 replenishment
. constant
' demand
:._,-" | K“R Stockout
Initial * . ____i_..-" position
mventory ~ -
T T T \‘ i Time (§)
0 I 2 3 1 E

MNotice the difference between continuous replenishment (or constant demand) and
instantaneous mp]unishmunt {or demand) of stock items.

7. Example 1 (Drawing an inventory graph]

Gluestion

A particular item of stock has an initial inventory of 600. A particular production
line requires the items to be drawn (continuously) from stores at a steady rate of 200
per day. As soon as a stockout is reached, a batch of 600 items is moved in overnight
from another source to replenish the inventory. Sketch the inventory graph for a

purinr:l of 9 day.-;.

Answer

Motice that stockout occurs after 3 days and thus we have a cyclic situation over the
whole 9-day period. Figure 2 shows the graph for the information given,

8. Some further terminology

a) Inventory cycle. This is the part of an inventory graph which regularly repeats
itself in a cyclic process. For example, for the inventory in Figure 2, the inven-
tory cycle is that part of the graph between 00 and 3 days. The cycle (where it
exists) will always include:

i. an ordering (i.e. replenishment} component and
it. ademand component.
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Figure 2 Inventory graph
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b} Length of {inventory) cycle. This is simply the length of time over which an
inventory cvele extends, The cvcle length of the process shown in Figure 2 is 3
days.

¢} Average tnventory level. The level is calculated using the following formula:

Total area under graph

Total time

Average inventory level =
The best way to calculate the area under the graph is to split it up into right-
angled triangles (and / or rectangles) and use the rule:

area of triangle = 0.5 = base x height; area of rectangle = base x height.

For example, in Figure 2, the graph is already composed of right-angled triangles.
Thus for each triangle: area = 0.5 = 3 = 600 = 900. Total area is 3 x 900 = 2700.

. 2700
Therefore, average inventory level — o =300

9. Example 2 (Drawing an inventory graph|

Gluestion

An inventory situation over a period of 10 weeks was as tollows.
Beginning of period: No initial inventory.

First boo weeks: Goods supplied at continuous rate of 500 per week.

No withdrawals,
MNext four weeks:  Goods withdrawn at constant rate of 250 per week, No input.
Next four weeks:  Goods required at the constant rate of 200 per week and also

goods supplied to store continuously at 300 per week.
a) Sketch the inventory graph for the 10 week period;
b} determine the amount in store at the end of the period;
¢) caleulate the average inventory level for the 10 week period.
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Answer

The first two and the next four weeks have a steady supply and demand respec-
tively; the last four weeks movements need combining to give a net value of 300
— 200 = 100 continuous supply per week.

a) and b) The graph in Figure 3 shows the situation.

Figure 3 Inventory graph

Inventory graph
1200
Inventory
level 1000 -
fﬂl\“
i C Amount in store after
80 a'f | \ 10 weeks = 400
01/ | \ \
4 | %, i1
400
III.'IIHI A | B /‘|
200 1 / \ f-f” C
O B e , , . . Weeks
1] 2 4 4] B 10
) Ave inventory level = Area A+ Ar_;"['; B+AreaC
_ 0.5x2x1000 + 0.5x4x 1000 + 0.5x4x400 400

10

Inventory control systems

There are two standard systems tor controlling inventory.

a) Re-order level system. For each stock item, this system sets a fixed quantity of
stock (normally the EOQ) which is ordered every time the level of stock meets
{or falls below) the calculated re-order level.

b) Periodic review system, For each stock item, this system sets a review period, at
the end of which the stock level of the item is brought up to a predetermined
value.

The following two sections describe these systems in more detail.

Re-order level system

This control system is the one that is most commonly used, and the two basic inven-
tory models discussed in the remainder of the chapter are of this type. This particu-
lar system will generally result in lower stocks, items will be ordered in more
economic quantities (via a calculated EOQ) and it is more responsive to fluctuations
in demand compared with the periodic review system.
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Figure 4 Periodie retiewe system miventory graph

Periodic review system
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13. Inventory models

For the purposes of this manual, it is necessary to be aware of two inventory situa-
tions or models which are both (i) cvelic and {ii) described over a period of a vear.

They are:
a) The basic model
b} The adapted basic model (with gradual replerishment)

These are described over the next few sections t-:'ngu:'tl'lm' with their standard inven-

tory graphs.

The basic model

This model assumes the followi Ing ¢ haracteristics:

14.

i. The demand rate (D = number of items/ vear) is constant and continuous over a

given period and all demand is satisfied.
ii.

The ordering cost (Co = £/cycle) is constant and independent of the quantity

ordered.
iii. Only one type of stock item is considered and its cost (P = £/item) is constant.
iv. The holding cost (C, = £/item) is the cost of carrying one article in stock for one

year.

v. The quantity ordered per cycle (g) is supplied to store instantancously whenever

the inventory level falls to zero.

The standard inventory graph for the basic model is shown at Figure 5
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Figure 5 Inventory graph for basic model
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15. Cost equation for basic model

Here, we derive a cost equation to describe annual costs for the basic model.
Putting the general order quantity as variable g, and using some results from the
previous section, we have:
Total annual inventory cost = C, say
but:
C = total ordering cost + total holding cost

= number of orders / vear x order cost

+ average inventnr:..' level = hnlding cost/ item

ie. C= E.C‘, + gfn [C,= annual ordering cost; C, = annual holding cost]
q

As g gets larger, so: annual ordering cost becomes smaller
annual holding cost becomes larger.

These two functions (ordering and holding costs) are sketched on the graph in
Figure 6 overleaf, together with total vearly cost.

It can be shown (see Derivation 1, in section 23 later) that the total annual inventory
cost iz minimised when the order quantity, g, takes the following value. It is known
as the Economic Ordering Quantity (EOQ).

2DC

EOQ= |—*¢
1" C.II

Notice also from the graph that the minimum total cost occurs where ordering cost
= holding cost. This is always true and is sometimes more useful to work with than
the total cost graph since the latter is usually ‘flat-bottomed’, making estimation
difficult.

533



37 Inventory control

Figure 6 Invenfory cost graphs
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16. Definitions and formulae for basic model

Formula for EOQ

—

Ir}:DC,,

Economic Ordering Cuantity (EOQ) = 'I‘ c
It

where: D = annual demand
| &

| C. = holding cost (per item).

|
|
|

order cost {FJE.‘.T c],'ﬂ‘li:]

n

The following statistics are commonly caleulated for this model:
Yearly demand
EOQ
. Number of days per year
b) Lengtl fe (days) =
) ngth of cycle (days) Number of orders per vear

EOQ
2

a) Number of orders per year =

c  Average inventory level =

17. Example 3 (basic inventory model problem using groph and formuloe)

Guestion

A commodity has a steady rate of demand of 2000 per year. Placing an order costs
£10 and it costs 10p to hold a unit for a year.
a) On a graph plot order and holding costs for a year, together with total costs,
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37 Inventory control

Definitions and formulae for adapted basic model

The formula for the value of the run size that minimises inventory costs for this
model 1s now given.

Formula for EBQ

Economic Batch Quantity (EBQ) = —[:l
! C"{] "R ]
where: [ = annual demand
K = annual production rate
C, = order cost (per cycle)

C, = holding cost (per item).

MNotice that the optimum run size is known as the Economic Batch Quantity (EBQ)
and C  is known as the setup cost,

MNotice also the tactor of [] - E] in the denominator is different to that of the

EQQ. There are a few notes on this in Derivation 2, later in section 24,

The following optimal statistics, are used with the adapted model.

Yearly demand
EB()
Number of days per year

b) Length of cycle (days) = ——
RETETE, : Number of runs per year

a) Number of runs per year =

EBC x Mumber of davs per year
Annual production rate

c} Ruin time (days) =

d} Peak inventory level = Etfective replenir-‘.hment rate x Kun time

el Average inventory level = = x Peak inventory level.

=

20. Example 4 {(adapted model problem|

Gluestion

A manufacturing process requires a continuous supply of 3000 items per year
from store, which is replenished by production runs, each of which operate at the
constant rate of 5000 items per yvear. Each production run has a set-up cost of £18
and the holding cost per item per annum is 5p.

Calculate the EBQ and use it to find the number of runs per year, length of cycle,
run time, peak inventory level and average inventory level. Draw an inventory
graph showing two complete inventory cycles and clearly label all points.

Answer
[} = demand rate = 3000; K = production rate = 3000; L, = setup cost = 15;
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38 MNetwork planning and analysis

6. The following activities describe the project ‘changing a wheel on a car”. The brack-
eted figures are timings in seconds.

A = Take jack [ tools from boot (40) B = Remove hub cap (30)
C = Loosen wheel nuts {50) [ = Place jack under car (25)
E = Lift car using jack (20) F = Get spare wheel from boot (25)

: = Remove wheel nuts and wheel (20) H = Place spare wheel onto studs (10)
[ = Screw nuts (halt-tight) onto studs (15) | = Lower car and remove jack {25)
K = Replace jack in boot (10} L = Tighten nuts on studs (12}
M = Put old wheel and tools in boot (40} N = Replace hub cap (10)
a) Draw up a precedence table,
b} Draw up a network.

¢} Draw up a table showing duration, earliest and latest activity times and floats,
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Examination Exnmple (with worked solution)

Gluestion

In a machine shop a company manufactures two types of electronic component, X
and Y, on which it aims to maximise the contribution to profit. The company wishes
to know the ideal combination of X and Y to make. All the electronic components
are produced in three main stages:

Assembly, Inspection & Testing, and Packing,

In Assembly each X takes 1 hour and each Y takes 2 hours.

Inspection & Testing takes 7.5 minutes for each X and 30 minutes for each Y, on the
average, which includes the time required for any faults to be rectified.

In total there are 600 hours available for assembly and 100 hours for inspection
and testing each week. At all stages both components can be processed at the same
time.

At the final stage the components require careful packing prior to delivery. Each X
takes 3 minutes and each ¥ takes 20 minutes on average to mount, box and pack
properly. There is a total of 60 packing hours available each week.

The contribution on X is £10 per unit and on Y is £15 per unit. For engineering
reasons not more than 500 of X can be made each week. All production can be
sold.

a} State the objective tunction in mathematical terms.

b} State the constraints as equations / inequalities.

¢} Graph these constraints on a suitable diagram, shading the feazible region.

d} Advise the company on the optimal product mix and contribution,

CIAA
Answer

a) If the company manufactures x of component X, y of component Y per week,
the objective is to maximise profit contribution, £2, where

£ = 10x + 15y.

b) The constraints on production are
Assembly time: x+ 2y =600 (1)
Inspection, testing time: % 4 JEL = 100
or ¥+ 4y = BO0 (2)
Packing time: 2o+ L 2pl

& 20 3

0or 3x + 20y = 3,600 (3)
Engineering; ¥ = 500 (4)
Common sense: Y, =0

x, i integers
¢l See figuri_'.

293



Examination example

dl Consid ering -:ml}* the vertices of the feasible region:

Vertex ix, yl Lo=10x + 15y
A (0,180) 2,700
B (200,150) 4,250
C (400,100) 5,500
D (500,50) 5,750°
E (500,0) 5,000

* Hence profit contribution can be maximised at £5,750 per week by manufacturing
500 of type X and 50 of type Y per week.

Note: The co-ordinates of vertices B, C and [ can be found either by reading off an
accurate graph or by solving simultaneous equations.

MNo. of components
of type ¥

300 L

Y
Y
"ll'h

2000

(00

Mo, of com ponents
of type X
0 T 1

JLLEY 1500
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Examination questions

A company has an advertising budget for Brand X of £100,000. It must decide how
much to spend on television advertising and how much on newspaper advertise-
ments. From past experience each advertisement is expected to achieve extra sales
of Brand X as follows:

MNewspaper advertisement 400 units

Television spot 1000 units
The gross profit on sales is £10 a unit. For contractual reasons, the company can
spend up to £70,000 on either form of advertising. For marketing balance, at least
half as many newspaper advertisements as television spots are required. Each tele-
vision spot and newspaper advertisement costs £5,000 and £2,000 respectively. The
objective is to maximise expected contribution (gross profit less advertising costs).
You are required
a) to find the expected contributions for (i) a television spot, (ii) a newspaper

advertisement;

b) tostate the objective function and constraints in mathematical terms;
¢} to find the company’s optimum contribution by graphical means, and to

comment On vour answer.
CIMA

a) To select trainee accountants a firm uses a bwo stage selection process. If
successful at the first stage the applicant passes to the second stage which is an
interview with the head of the accounting department. It has been suggested
that an intelligence test be used to supplement the first stage interview. In order
to look at the effectiveness of the test it will initially be used to supplement the
first stage interview.

The probability of failing the test is 0.8.

The probability of someone being appointed having passed the test is 0.3

The probability of someone being appointed having failed the test is 0.1.

Required:

1. What is the probability of a candidate being appointed?

ii. It a candidate was not appointed, what is the probability that they passed
the test?

iii. If, on average, 15% of applicants are called for first interview, what is the
overall probability of an applicant being appointed?

b) A company has a 25% share of the market for its products. For each product
there are three processes in its production. These three processes are shared
by the three main products. The table below gives the amount of each process
required to produce a unit of each product.
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Examination questions

Process
Pl P2 3
Product requirements
(hours per unit)
Product x (1) 1 1 p
Product x (2) 1 2 2
Product x (3) 2 4 3

The company requires to fully utilise each process.
Profit for ¥ (1) is £4 per unit, for v (2) £4 per unit and for x (3) is £2 per unit.

Required:

i. Formulate the above situation as a matrix problem.

ii. If the company must produce 2,000 units of x (1), 1,000 units of x (2} and
4,500 units of x (3) to fully utilise each process, how much monthly profit
will it make?

iii. The company can add to the availability for each process and increase its
output of x (1) to 3,000 units, of x (2) to 1,500 units and of x (3) to 5,000
units. If the company could maintain its market share what would the total

annual value of the market be in these circumstances?
ACCA

A company needs to purchase a number of small printing presses, of which there
are two types, X and Y. Type X costs £4000), requires two operators and occupies 20
square metres of floor space. Type ¥ costs £12000, also requires two operators but
occupies 30 square metres. The company has budgeted for a maximum expenditure
on these presses of £120,000, The print shop has 480 square metres of available floor
space, and work must be provided for at least 24 operators. It is proposed to buy a
combination of presses X and Y that will maximise production, given that type X
can print 150 sheets per minute and type Y, 300 per minute,

You are required to:

ajl

I+
c)
d)

a)

bl

write down all the equations/inequalities which represent the cost and space
conditions. The labour conditions are given by 2X + 2Y = 24;
draw a graph to represent this problem, shading any unwanted regions;
use the graph to find the number of presses X and Y the company should buy to
achieve its objective of maximum production;
state the figure of maximum production and the total cost of the presses in this
case.
CiMA
i. Calculate the rates of interest that give a break-even position if the equa-
tion for net present value (£P) is given by P = 192 — 28r + r*, where r is the
discount tactor.
ii. Explain the significance of the values of v that vou obtain in part (i) with
respect to profit and loss in the context of net present value.
Socsport plc is a company in the wholesale trade selling sportswear and stocks
two brands, A and B, of football kit, each consisting of a shirt, a pair of shorts
and a pair of socks. The costs for brand A are £5.75 for a shirt, £3.99 for a pair of
shorts and £1.85 for a pair of socks and those for brand B are £6.25 for a shirt,
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Examination quesfions

You are required to
a) state the company’s objective function;
b) state all the constraints (equations / inequalities);
c) draw a graph of these constraints, shading any unwanted regions;
d) recommend the number of each type of table the company should buy, justi-
fying vour answer.
CIMA
There are three types of breakfast meal available in supermarkets known as brand
BM1, brand BM2 and brand BM3. In order to assess the market, a survey was
carried out by one of the manufacturers. After the first month the survey revealed
that 200 of the customers purchasing brand BM1 switched to BM2 and 10% of the
customers purchasing brand BM1 switched to BM3. Similarly after the first month
of the customers purchasing brand BM2, 25% switched to BM1 and 10% switched
to BM3 and of the customers pun:hasing brand BM3 5% switched to BM1 and 15%
switched to BM2,
Required:
i Display in a matrix 5, the patterns of retentions and transfers of customers from
the first to the second month, expressing percentages in decimal form.
ii. Multiply matrix S by itself (that is form 57).
iii. Interpret the results vou obtain in part (ii) with regard to customer brand
loyalty.
ACCA
Your departmental manager has asked for help in the design of a stock control
system for a client. The following data is available for the system. The rate at which
the client uses the stock is 1,000 units per vear. His order cost is £10 per order. The
cost of storing one unit of the stock for a year is £2.
Required:
a) If the cost, EC, of an ordering policy is given by

|f| iy

where D is the demand per period
q is the quantity ordered
¢ is the cost (£) of placing an order
¢5 is the cost (£} of holding a unit of stock for a period.
Derive the formula for the order quantity which minimises the cost of the ordering
policy.
b} For batch delivery system determine the order quantity which minimises cost.
¢l Draw aschedule of order size a gainst ordering cost, stock |:'n:".n]1:|i:|1|1:r| cost and total
cost for order sizes of 0,20,40,...160,
d) Use the schedule of ¢} to construct a graph of ordering cost, holding cost and
total cost against order size,

e} What assumptions are made in this model of stock control?
ACCA
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Examination questions

A chocolate manufacturer produces two kinds of chocolate bar, X and Y, which
are made in three stages: blending, baking and packaging. The time, in minutes,
required for each box of chocolate bars is as follows:
Blending Baking Packaging
X 3 5 1
Y I 4 3

The blending and packaging equipment is available for 15 machine hours and the

baking equipment is available for 30 machine hours. The contribution on each box

of X is £1 and on each box ot ¥, £2. The machine time may be used for either X or ¥
at all times it is available. All production may be sold.

You are required to

a) state the equations/ inequalities which describe the production conditions;

b} draw a graph of these equations / inequalities and hence find how many boxes
of each chocolate bar the manufacturer should produce to maximise contribu-
tion;

c)  state this maximum contribution and comment on YOUr answer.

CIMA
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Answers to student axercises

Chapter 3 - Data and their accuracy

1.

10,

c) is the correct answer. Counting the number of times an event occurs will always
give a discrete (precise) value. Times, weights and ages can never be calculated
precisely, only approximated. a), b) and d) are examples of continuous data.

a) is the correct answer. The largest value that 8.2 can take is 8.25 and the largest

value that 16 can take is 16.5, giving 24.75 as the largest value that their sum can

take.

a) Univariate, variable="time to complete job’, continuous, numeric.

b} Bivariate, variable 1="job title’, non-numeric, discrete;
variable 2="age’, numeric, continuous.

¢)  Bivanate, variable 1="location’, non-numeric, discrete;
variable 2="no. of emplovees’, numeric, discrete.

d) Univariate, variable="dept. name’, non-numeric, discrete,

¢) Multivariate (5-variable}:
variable 1="average wage’, numeric, discrete;
variable 2="manual / non-manual’, non-numeric, discrete;
variable 3="sex’, non-numeric, discrete;
variable 4="industry’, non-numeric, discrete;
variable 3="year’, numeric, discrete.

(a) £148 360 (b) 23000 tons (c) 3.2 mm (d) £16 (&) 30 months (f) £18 600

b) is the correct answer. The form of sampling used has no particular bearing on

the way data is measured and thus its accuracy, Therefore ¢} and d} are misleading

statements.

(b} is correct. Kappa range is (95000, 105000) and Lambda (180000, 220000}, Thus,
range of joint stock is (275000, 325000) which has a possible highest error of
25,000 of the estimated 300,000 valuation = 25000/ 300000 = 0,083 = 8.3%

{a) [192,206] (b) [56,96] (c) [159.71,172.15] (2D

(d) (457.54,502.38] (2D) {e) [0,0.75] (2D)

{a} £600

{b) |0.£1320]. Buy = [180,220]. Per item worst = Buy at £16, Sell at £16, Profit=();
Per item best = Buy at £14, Sell at £20, Profit=£6. Thus profit range = £]180x0,
220xh).

{a) [1776,2028] (b) (i) [£3463.20,£4157.40] (i) [£5239.20,£6185.40]

{c) [E1081.80,£2722.200] (d) £3800; min profit = 28.5%, max profit = 71.6%

104 269,105 816] in £000. 11. {a) [533,107] {b) 8O

Chapter 4 - Frequency distributions and charts

1.

Number of vans
unavailable 0 1 2 3 45 6 7 8 Total
]

Mumberofdays 12 21 11 9 2 3 1 @ Bl
Comments: The most common number of vans unavailable was 1 and on only 12
occasions were all vans available. On most days there were not more than 3 vans
unavailable and at no time was there more than B vans unavailable,
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Answers to student exercises

Cumulative %
income before tax

Cumulative %o 4 16 30 S &0 8% 95 UR 10
number of incomes

| b 15 35 ol 72 52 89 100

Chapter 5 - General charts and graphs

3.

=]
.

Line diagram or simple bar chart. The latter should have each bar ‘broken’ in some
way to emphasise the break of scale, making the former preferable. The shifts
appear to be in cycles of three,

Multiple line diagram and multiple bar chart. The former is preferable, particularly
since the three variable values are conveniently separate.

Neither; they both show different aspects of the data. Both have their place,
depending on whether absolute values and totals or relative comparisons are more
important.

Radius 2 = 1.17 x radius 1; radius 3 = 1.25 x radius 1. Angles (in degrees):

Circle 1 = 50, 81, 166, 63;

Circle 2 = 4%, 62, 177, 71; Circle 3 = 47, 533, 171, 90.

Chapter 6 - Arithmetic mean

1.

3.
4.
b

™

(a) 80.4 (1D} (b) 0.507 (3D 2. (a) 19.91 (2D} (b) 4.1 (112)

{a) is correct. ‘Expected” = mean = [0(6)+1(3)+4(2)+4(3+2(4)+1(5)] / 20 = 1.8,

25.2 (1D 5. 37.04 yrs (2D)

4250012 gms (4D). The consumer is getting reasonable value since the mean is
{just) over the advertised contents weight of 425 gms.

(a) 23.625 (b) 40 8. {a} 16.7 (b1} 24.3 {ii.) 20.5 (c) 62

d} is incorrect. The mean CAN always be calculated, no matter how large the set of
values is.

Chapter 7 - Median

1.

2.
3

(b} is correct. The items in size order are: 35 35 36 36 36 37 38 40 40 42 43 and the
middle item is the 6, which is 37,

ta) 3.75 (b) 78.5

(a) 22 (b) Extreme values are present at the lower end of the distribution. (c} The
bags would probably be packed to some nominal weight, which would mean
that the actual weights would be fairly symmetrically distributed. Thus the mean
would be an ideal average.

126.75. A class width of 9 is not a very desirable one from the point of view of an
observer attempl‘ing o n;_‘umpruh:-:n d the geﬂ{rral nature of the data. A much better
class structure would be 9099, TIN=1(Y, etc.

1.79 hours (2D). 6. 580 hours.
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Answers to student exercises

{a) is correct. The seasonal {proportion) values must add to 4, which gives (4
seasonal value as (1.5, Alternatively, the percentage seasonal variation should add to
zero, giving (04 seasonal variation as =575,

(a} is correct. Trend for Q1 is known as 2,000 (trom 5). Similarly, Q2 trend = 4400/ 2
= 2,200 and O3 trend = 1680/0.7 = 2,400, Clearly, O4 trend = 2,600, Thus Q4 sales
trend x seasonal factor = 2600 x (.5 = 1,300, -

Seasonally adjusted values:

Additive: 64,91, 86,84 89 81,82, 88 82 92 89 98(7%)

Multiplicative: 71,92, 86 82, 88 81,82 88,83,93, 90, 10.2 (%)

Forecast for 1983, quarter 1 = 13% (additive and multiplicative)

The multiplicative model would be better since figures are percentages.

Chapter 18 - Index relatives

ol o o

'__.I1

=1

10,

11,

(c) is correct, since 120%(1.05)% = £162.07.

Price relative = 90; quantity relative = 130; expenditure relative = 117.
Mar Apr May Jun Jul Auwg Sep Okt

(a) 100 887 901 732 761 1028 1113 965

(b} 1109 984 100 813 844 1141 1234 107.0

(c) 973 Be3 BYY T1.2 740 1N 108.2 938

Mar Apr May Jun Jul Aug Sep Oct Nov
Fixed base 100 1038 1082 1094 1084 106.1 1035 104.2 1015
Chain base 103.8 104.2 101.1 992 978 975 1008 974 -

(a) 19X1 19X2 19X3 19X4 19X5 19X6 19X7 19X8 19X9
Chain base - 1052 980 120 1143 94.5 1198 102.8 102.0
index
;:‘ﬂ“r‘::f;':;d - - -~ 587 - &% Té0 781 797

19X0  19X1 19X2 T9X3  19X4 19X5 19X6 19X7

Index tor firm - . _
(19X2=100) 1m 96 100 107 95 98 103 107

MNational index 93 g0 o0 14 97 9 100 104
(19X 2=100)

Whole economy 100 102 103 103 104 10e 105 107 106 107

Coal and coke 100 157 176 178 189 191 193 19 196 204
Time point 1 2 3 4 5 t 7
Real index 100 997 1021 1107 1116 1119 1128

19X5 19X6 19X7 19X8 19X9 19%0 19¥1

Fixed base 100 995 892 982 990 983 1055

Chain base - 995 896 11000 1008 993 1073
(a) is correct. Ower the period, inflation has increased by 210/ 180=16.77% and
money wages by 115/ 100=15'. Thus (i} is correct. Also, 5% compounded for 3

= g

years yields 1.05° = 1.157 or 15.7%. Thus (ii) is incorrect.
115 180

(b} is correct. By calculating the RVI {see section 13} we obtain —= x —— =100
) 100 210

which represents a 1.43% decrease.
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Answers to student exercises

Chapter 19 - Composite index numbers

1.
2.
3.

7.

(a) is correct. 7(130)+3X=10{127} is rearranged to give 3X=360. Thus X=120.
{a) 105.4 (b} 104.9
[pg=110.2; 1, ~101.2; Volumes increased overall by 10% from Jan to Feb, then fell
by almost the same amount from Feb to Mar.
101.7 2. La=110L6; L=176.6.
(a) 19X0 19X1 19X2 (b) Lygxy=107.0; L)y o=112.4
Wheat 099 099 098
Barley 0,19 .19 0.24
Oats 270 315 348

P =107.7;F =109.3

vt qu.u':l:lll.'

Chapter 21 - Interest and depreciation

1.
5.
9.
13.

16.
17.
14,

44: 345 2. 474 3. =560 4. 2187; 3280
15.60 6. 70 7. E1650 8. (a) £924.20 (b} £4578.47
£R73.22 10. 14 11. 24.57% 12, E992097

(d} is correct. APR is calculated at 1% compounded for 12 periods (of 1 month).
This is (1.01)1? = 1.1268 vielding 12.7%.

(a) 18.81%: (b) 19.25'% (c) 19.56%

(b} is correct. Using the depreciation formula in section 22 gives 5 = 46(1-i)", This
can be rearranged to give i = 04772, giving the average rate as 47.77%.

E£35895

{a) is correct. £20,000 x (0.78)° = £9,491 and £20,000 = (0.82)° = £11,027.

(a) £55188.71 (b} 17.57% 19, EA774.42

Chapter 22 - Present value and investment appraisal

1.
2.
4.

10,

(a) £986.27 (b) £1134.85 (c) £3583.79

PV of £10000 in 2 vears is £9053.99, Theretore pay £9000 now. 3. £15686.62

PV of debt = £2524 + o/heads of £250 gives total cost of £2774. S0 the minimum

selling price = £277 40 per set.

The real comparison is between £800 now or £1000 in 1 year. This represents a

discount rate of 25%, which is higher than any standard investment rate. Hence,

E1800 cash is well spent here!

NPV = £5366.80. 7. Atrate 187, NPV is £14069, Purchase is recommended.

At 18%, NPV = £14069; at 257, NPV = -£3359, IRR estimate = 23.7%.

(a) NPVI=£11314.70; NPVZ = £12816.00. Choose project 2 on NPV,

(b) NPV1 = —£232.20: NPV2 = —£1202.50. IRR1 = 19.9%; IRR2 = 19.6%. Choose
project 1 on [RK.

(c} The two projects are different in scale and also have different flow patterns.
{Note however that with a discount rate of 209, the NPV criterion would
choose project 1 since it has the least deficit.)

(a) =£3490) (b} The value of the project will not be enough to repay the loan.
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Answers to student axercises

Chapter 23 - Annuities

1. {a)£2933.30 (b) £3167.96

2. E317.82

3. (d)is correct. Calculation = £17,000/(0.068) = £283 333,

4. (a) £9124.69 (b) £14419.43 (c) £21739.13

5. (b} is correct. Use the formula in section 11 with P=£200,000, n=15 and i=0.06

6. (a) £13224.3]

(b} Year 1 2 3 4 5

Interest paid (£)  7062.00 604522 486067 348067 187297

7. la) £2196.69 (b) £183.06 per month can be invested as an ordinary annuity at
0.75% /mth to vield £2289.64 at year end. Therefore excess = £92.95 = (0L5% of
original principal.

8. Payment is £3686.45 9. Depreciation charge is £2490.56

10, £7767.23: £14784 46

Chapter 24 - Functions and graphs

bl

o

o

. 0 1 20 1 20
(a) is correct, —x -z — % - ==
v 0.2 100 20
x=0.82; y=9.53
(a} x=100, y=200 (b) x=3, y=4 (c) x==2, y=4 (d) x=12, y=-12
Plotted points: ~» -4 -3 -2 -1 0 1 2
y 9 0 -5 -6 -3 4 15
(i) -3<x=<05{li)xy=-3and x = 0.5
Plotted points: ¥ -1 0 1 2 3 4 5
14—-3x 17 14 1 by 5 2 -1
2x-12x+14 28 14 4 -2 4 2 4
x={, r=4.5
. Plotted points: x -2 -1 0 1 2 3 4
2¢%4x-5 11 1 -5 -7 -5 1 1
Q4+ 5y-x” =3 3 e 13 15 15 13
x=-1, ¥=4
(a) r—dxi+r+6
(b) Plotted points: r -1 0 1 23 4
O4rtree 0 6 4 0 0 10
Curve meets r-axis at r=-1, y=2 and x=3.
(¢} x=0and x=1.5
Plotted points: X 1 125 15 175 2 225 25
) L5 019 05 044 0 <081 =2
(i) 1200 and 2000 (25) (ii) max profit = £520, production level = 1600 (25)
la) Plotted points: X 1 2 3 4 5 6

y 315 220 191 180 175 173
(b} This gives total running costs per week for v lorries (c) £45500
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Chapter 25 - Linear equations

1.
2,

SR - T P

11.

{a) is correct. To solve, equate to give 3x-2 = 1+2 yielding x=2, y=4.

(a) x=6 (b)x=13 (c) x=-1 (d)x=5 (e) x=5 (f) x=0.5 (g) x=-2 (h) x=-2.5 (i) x=-15
(i) x=2 (k) x=5

x=3 4. y=15

(a) x=3, y=1 (b) x=3, y=5 (c) x=1, y=2 (d) x=4, y=1 (e) x=7, y=3

(a) x=5,y=3 (b) x=3, y=1.5 (c) x=y=4 (d) x=-0.1, y=0.4

6 8. (a) 10(0.9)x+3y=37.5; 7x+4y=40 (b) x=2, y=6.5

45A and 15B tables 10.{a) x=2, y=—1, z=5 (b) x=2, y=3, z=1 (c) x=—1, y=10, z=5
25X, 5Y and 20£ products.

Chapter 26 - Quadratic and cubic equations

1.
2.

3.

9.

(a) =34 (b)-1/3,5/2 (c)-2,2 (d) 0,04 (e)-1.58 (f) 34 (g)23.5 (h)=2,25
(d) is correct. For the formula: a=1, b=-2 and c=-24. Inside the root, the calculation
needs to be made carefully as: v[(=2)* — 4(1)(-24)] = v[4 + 98] = v100 = 10.
(a) 1.5,2.5 (b) 2.38,4.62 (c) 3.4 (d) No solutions (e) -0.72,1.39 (f) 0.37,3.63
(g) 3.05,7.06 (h)-1.32,0.57
(a) Plotted points: x 0o 1 2 3 4 5 & 7 8
y 45 1 =05 0 25 7 135 22 325
(b) (i) 1.5,.3 (i) 0.4,4.1 (iii) 1.3.4.2 (iv) 04,7.2

(a) =4.65,0.65 (b)-2.58,0.58 6. 0,12
Plotted points: x £ =5 =4 -3 =2 -1 0 1 2 3
y=lr3+EIE=-]BI—2 =61 15 47 47 27 -1 =25 =33 -13 47
y=2x+20 10 18 24
(a) Plotted points: x 2 25 3 35 4 45 5

=10.55r2+36.4x-40.8 =220 =011 045 024 0O 049 245
solutions = 2.55,4.4
(b) solutions are —0.5,0.5,3
(c) Plotted points: r -2 -1 0 1 2 3 4 5
-20+8x+12¢%-3x* 36 -13 -20 -3 20 31 12 -55
solutions =-1.4,1.1,4.3
.97

Chapter 27 - Differentiation and integration

2.

2 B
(a) 8x (b) 12x7+4x (c) 60x-10 (d) 8- 22 (e)2x+3 (f) 4.5¢% (g)2- o

dy d’y dy d’y
(a) 7= =102-2, =5 =10 (b) —= = -10+12x-62%, —5 =12-12x

d d*
(c) 5% = 9x2+4, “F = 18x
dx dx
Turning point is a minimum at x=2,y=—=8

x=0.33, y=3.81 (max) and x=5, y=—47 (min)
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Answers 1o student exercises

5.

7.

-~ 1 =~
(a) 3x™+C (b) 0.5x%+C (c) 2rt-xP+ 4 10x+C (d) — b, y=2x"-3r+b
X

(a) P=11x-x"-24 (b) 8000 {i.e. x=8) (c) 5500 (i.e. x=5.5) (d) £625 (i.e. P=6.25)

Chapter 28 - Cost, revenue and profit functions

1.
2.
3.

ke

-

(b} is correct. C =4 + 0.8(2) =4 + 1.6 = 5.6 (000) = 5,600.
{d} is correct.
{a) P=18x-20-4x* (b) 225 units produced give a total profit of £250 (c) A loss of
LH000
Cost-minimising yearly level of production is 4309 items. Total cost is £16661.27
p£)=13.75-0.175q, where q is the quantity demanded 6. £8100
(a) £2.50 (b) (i) 2220 2000
X I
{a) 8.9-0.0005x (b} 7. 1x=0.0005x"-15000 (¢} £10,205 at a sales level of 7100 (d) £5.35

+2 (i) 0.5 - () 4000 units (d) 5000 units (&) 2000 units

Chapter 29 - Set theory and enumeration

1.

2.

{a) False. {b) False, C is a subset of A. {c)} True. (d) False, smallest value must be
n[A]=7. (e) False. (f) True (g) True.

(a) {a.bedef) (b) fa.boedegh (o) {cde) (d) {ode} (e) focdefeh)

() fa.c.de) (g) tab Lo duih (h) {bd) () fab,fa bl

(@) U= {rstuowxyl = set of all products stocked.

(b} {r.foaw,x} = set of products bought by either C or D (¢) ENB = E = {r.u,wx} =
set of products bought by both B and E. Also, all products bought by E are also
bought by B (E is a subset of B).

(d) {51,000y} = products that are never bought by C.

(&) ALC = {rstox) and B = |50y} Thus (AUC)NB’ = [s] = the products bought by
either A or C that are never bought by B.

(f) |r} = the products bought by all regular customers.

(2) {u.y] = products never bought by any of the regular customers.

ab=12, a=16. 5. 5 6. (a) 5 (b) 158 {c) 72 (d) 42 {e) 10

(@) 19 (b)15 ()3 (d)2

Chapter 30 - Introduction to probability

1 5 5
. . T E " "-'!. —_— R
b:e 2. ¢ generally: e (a) = () = {c) g

(b) is correct. There are 36 combinations altogether and of these just 6 (6 and 1, 1

and 6,5 and 2, 2 and 5, 3 and 4, 4 and 3) add to 7. Thus probability = _fﬁ . :1

{d} is correct. All three systems must fail with probability [TIJDJ .
(a) 0,04 (b} 0.54 {c) 0.42

{a) 0112 (b3 003 (c) 0.03 (d) 0.913 (30 (e) 0.319 (313)

{a) 0.72 (b}0.92 (c) 0.68 9. {a) 0.023 (b) 0,045 (30)

{a) 0.9 {b) 0,921 (312} {(c) 689 (to nearest unit)
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Answers fo student exercises

Chapter 37 - Inventory control

1.
Inventory graph
14000
12000
10000
Quantity 1
in stock BO00
HO00
4000
2000 -
0 Week
0 8 12
2,
Inventory level
B0 -
600 |
/|
' 4 Level at end of 9 days
| ™ = 200} items
4004 |
.-'ll
1 \ |12LHH = ""\-\.___
| ! 00— ¥
200 HOO) \\ / Lo
L ... / _____________ 1300] L l400]
[&00] . i
= T T i Y i Days
] 2 4 f ]

Constituent areas under the curve are shown in square brackets and they total 3000.
Thus, the average inventory level over the whole period = 3000/9 = 333,

3. {a) and (b) EOQ = 637; (c) 14 days, 25.9 runs. 4. EOQ = B4852, no. of orders = 7;
length of cycle = 51.6 days.

5. Order every 49 (48.6) days. 6. (a) Every 73 days; EOQ = 1000 boxes (b)
£187.30 (94% increase in costs).

7. la)560 (b)41davs (c)128dayvs (d) 191

DA



Answers to student exercises

ib)
Run size Inventory graph
300
ll|'ll
200 A f
! /
100 ,/
/
!
/ Days
0 = ; - |
0 50 100 150
8.  EBQ = 3162; every 231 days. 9. Every 3.4 days.
Chapter 38 - Network planning and analysis
1. Activity  Preceding activity
AB -
C B
D AC
E D
D
Y
f__ ____F—F'F__-- Ehﬁq______h‘
G (%)
oy N

DA
\ J/
of

2. a) AIK = 8+5+3 = 1h; AHJK = B+7+2+3 = 2(; AEFJK = 8+2+8+2+3 = 23; CFIK =

3+8+243 = 16; BDGJK = 4+6+9+2+43 = 24

b) Total project time = 24. Critical path is BDGJK.
3. a)See diagram on next page

b} ACG =11; BDG =9; BE =9 BFH = 12; BFI[] = 11

c} Critical path is BFH with duration time 12,
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T

Activiby

2=7
35

b7
7-8

Digiration

(T U e e R (S (R (S R -

= [T

R = e

10
10
19
21

Skart

i - =N o

11
10
19
21

Frmish

E L
8 Q9
4 4
3 11
10 11
15 19
13 21
10 10
15 19
19 19
21 |
24 24

Tt
1

0
B
1
4
8

Floats
Free
1]

i}

i
i}

4
&

L
1

0
0
0

Ind
0
]

=] Wi T =]

L v e s

The critical path (BDMG]K) has been enboldened and agrees with the result of exercise 2.
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6. a) Activity Preceding activity
ABF -
D A
C B
I I
LK ]
M.N L
G E
H G, F
E D.C

c) Activiby Durabion Start Fintsh Floals
E L E L Tot Free Ind
A 40 0 0 40 40 0 0 0
B 30 0 35 30 65 35 0 0
C S0 40 40 90 90 0 0 0
D 25 30 65 55 90 i35 3B 0
E 20 9 90 110 110 0 0 0
B 25 0 1Ws5 25 130 105 105 105
G 20 110 110 130 130 0 0 0
H 10 130 130 140 140 0 0 0
I 15 140 140 155 155 0 0 0
I 25 155 155 180 180 0 0 0
K 10 180 222 190 232 42 42 42
L 12 180 180 192 192 0 0 0
M 40 192 192 232 232 o o0 o0
N 10 192 222 202 232 30 30 30
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Answers to examination questions

Part 1

Gluestion |

Stmple vandom sampling. A method of sampling whereby each member of the popu-
lation has an equal chance of being chosen. Normally, random sampling numbsers
are used to select individual itemns from some defined sampling frame.
Stratification. This is a process which splits a population up into as many groups
and sub-groups (strata} as are of significance to the investigation. It can be used as
a basis for quota sampling, but more often is associated with stratitied (random)
sampling. Stratified sampling involves splitting the total sample up into the same
proportions and groups as that tor the population stratification and then sepa-
rately taking a simple random sample from each group. For example, employees
of a company could be split into male / female, full-time/ part-time and occupation
cat-.*gnry.

Quota sampling. A method of non-random sampling which is popular in market
research. It uses street interviewers, armed with quotas of people to interview in
a range of groups, to collect information from passers-by. For example, obtaining
peoples” attitudes regarding the worth of secondary double glazing.

Sample frame. This is a listing of the members of some target population which
needs to be used in order to select a random sample. An example of a sampling
frame would be a stock list, if a random sample was required from current ware-
house stock.

Cluster sampling. This is another non-random method of sampling, used where no
sampling frame is in evidence, It consists of selecting (randomly) one or more areas,
within which all relevant items or subjects are investigated. For example, a cluster
sample could be taken in a large town to interview tobacconists.

Systematic sampling. A quasi-random method of sampling which involves examining
or interviewing every n-th member of a population. Very useful method where no
sampling trame exists, but population members are p]"l].'!-;ir:all}-' in evidence and
ordered. For example, items coming off a production line. It is virtually as good as
random sampling except where the items or members repeat themselves at regular
intervals, which could lead to serious bias.

Cuestion 2

{a) A postal questhionnaire is a much '..'hi‘fll.'ll"r and more convenient method of
collecting data than the personal interview and often very large samples can be
taken. However, much more care must be taken in the design of the questions,
since there will be no help to hand if questions seem ambiguous or personal to
the respondent. Also the response rate is very low, sometimes less than 20°%,
but this can sometimes be made larger by free gifts or financial incentives.

The personal interview has the particular advantage that difficult or ambiguous
questions can be explained as well as the fact that an interviewer can make
allowances or small adjustments according to the situation. Also, the question-
naire will be filled in as required. Disadvantages of this method include the cost,

28]



Answers fo examination quasﬁﬂns - part 1

the fact that large samples cannot generally be undertaken and the training of
Interviewers.

(b) Simple random sampling has the particular advantage that the method of selec-

tion (normally through the use of random sampling numbers) is free from bias.
That is, each member of the population has an equal chance of being chosen
as part of the sample. However, it cannot be guaranteed that the sample itself
is truly representative of the population. For example, if a human population
being sampled comprised 48% males, it is unlikely that the sample would
reflect this percentage exactly.
Quota sampling is not a random sampling method and thus is generally at a
disadvantage with regard to obtaining information that can claim to be repre-
sentative. However, if the population has been stratified reasonably well, the
street interviewer is experienced and conscientious and the questioning sites
have been well thought out, it could be argued that, in certain localised situ-
ations, a quota sample could be very representative. For example, to gauge
peoples opinions of a new shopping centre or to find out the views of theatre-
goers about a particular theatre,

Question 3
(a) (i) See pie chart,

Real consumers’ relative expenditure in
1984 - component categories (1980 prices)

Durable
goods

Other
SETVICES

|
Rent and \ Alcohol and
rates tobacco
=" Clothing and

Uther goods Energy tootwear
products

(ii) Other goods: books, toys, toiletries, transport. Other services: insurance,
recreation, entertainment, (private) dental / health care,
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Answars fo examination quesricns - part 1

(b) Component bar charts enable comparisons between components across the
years to be made easily, showing also yearly totals. The main disadvantage is
the fact that actual values cannot easily be determined.

(c) Owverall, there has been a steady increase in the number of policies issued
each year. Household policies have shown a steady increase over the five year
period at the expense of Motor, which have steadily decreased. Life has shown
a very small increase over the period except for a small dip in 1981. Other poli-
cies have remained fairly steady, fluctuating only !-'.l]'ghﬂ}r around é,0{00.

The information given concerns only numbers of new policies actually issued. No

indication is given of premium values, cancellations or claims, therefore nothing

can be said about the financial progress of the company.

Question 7
The standard calculations for the plotting of the two Lorenz curves are shown in
Table 1 and the two corresponding Lorenz curves are plotted in Figure 3.

Figuire 3

Identified personal wealth in the UK for 1967 and 1974
108 =
Percentage

number of
Casos be | L

<" Line of equal

i) distribution

40

20
Percentage

total wealth

l] f T T ¥ T ¥ T Y T ¥ 1
0 20 40 6l 80 100

It can be seen from Figure 3 that the distribution of wealth in both vears is similar,
showing little change over the seven year period. There has been a very small
redistribution towards equality, but this is not marked. In both years, the figures
show that the least wealthy 500 of the population own only 10% of total wealth.
However, 507 of all wealth was owned by the wealthiest 8% in 1967, while in 1974
it was shared between the wealthiest 105,
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Table 1
Range of Number of Number of
wealth um 0 Mumber o
(E000) pr Total wealth i Total wealth
%ocum T % cum% % cum % % cum %
0tol 31.2 312 34 34 181 181 1.3 1.3
Tto3 305 al.? 11.7 15.1 254 435 55 68
Jto5 17.1 788 139 290 11.8 553 55 123
S5to 10 126 914 18.3 473 219 772 193 316
10 to 15 3.6 950 41 564 11.5 887 1649 485
15 to 20 1.6 966 5.7 821 4.0 927 85 57.0
20 to 25 9 975 41 o662 22 949 61 631
25 to 50 1.6 99.1 11.8 78D 34 983 138 7h9
A0 to 100 e 997 a0 870 1.2 9495 98 8AT
100 to 200 0.2 999 61 931 04 999 A8 925
over 200 0.1 100 69 100 01 100 7.5 100
Question 8
(i) The component bar chart for the given data is drawn in Figure 4.
Figure 4
Value of company assets by type
1400 -
' B Cash
1200 - N
] T
1000 - q Debtors
Value of - . '
assets 800 -
CEOO0) 1
600 -
i Stock/WIP
400 -
200 4 Plant/Machinery

o N e S B, operty
1978 1979 1980 1951 1982

(ii) Overall, the total value of the given assets has increased steadily from just
under £1m in 1978 to £1.3m in 1982. The most significant increase has been the
debtors component, which has caught up with the stock and work-in-progress
component, even though the latter has also increased. The property component
shows very small increases, while plant and machinery shows small increases
in the first four years and a decrease in the fifth year. Although the cash compo-
nent has fluctuated over the five year period, it has shown an increase and is
now comparable with property.
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Gluestion 9

(a) (i) Pictogram. A representation that is easy to understand for a non-sophisti-
cated audience. However, it cannot represent data accurately or be used for
any further statistical work.

(ii) Simple bar chart. One of the most common forms of representing data which
can be used for time series or qualitative frequency distributions. It is easy
to understand and can represent data accurately. However, data values are
not easily determined.

(iii) Pie chart. A type of chart which can have a lot of impact. Used mainly where
the classes need to be compared in relative terms. However, they involve
fairly technical calculations.

(iv) Simple line dingram. The simplest and most popular form of representing
time series. They are easy to understand and represent data accurately.
However, data values are not easily determined.

(b} A pie chart is one of the charts that could be drawn for the given data and is

shown at Figure 5. Note however that a simple bar chart could equally well

represent the data.

Figure 5
Shareholders owning Insurance
more than 100,000 shares Others companies
in Marks & Spencer plc thers
Banks and
nominee
companies
Individuals
Pension
funds
Cluestion 10

The company can make and sell 10,000 + 2,000 units in the year

The selling price will lie in the range £50 + £5 per unit

Thus the maximum revenue is 12,000 x £55 = £664,000

The minimum revenue is 8,000 x £45 = £360,000

The estimated revenue is 10,000 x £50 = £500,000

The maximum error from the estimated revenue is £660,000 — £500,000 = £160,000

150,000 1000 = 309

d relative error =
dalnd relanve Sm,ﬂ'l:[l
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The ranges of the various costs are;

min max

materials £147,000 to E153,000

wages £95. (000 to £105,000

marketing E45,000 tor £55,000

miscellaneous  £45,000 ko £55,000

Total: £332,000) to £368,000  est = £350,0{1)

Maximum error from the estimated costs = £18,000

80.000  100% = 5.1%

350,000

Maximum contribution = £660,000 — £332,000 = £328,000

Minimum contribution = £360,000 - £368,000 = —£8,000

the estimated contribution = £150,000

The maximum error from the estimated contribution is £328,000 ~ £150,000 -
£178,000

and relative error =

Which gives the relative error 175000 =100 5% = 118.7%

= [

The maximum contribution of £328,000 arises when 12,000 units are made and

sold
Therefore contribution/ unit = D200 _ £97 33 /yunit
12,000
The minimum contribution of — £8,000 arises when & 000 units are made and sold
. T .. —£R,000
Therefore contribution/unit = ——— = - £1
eretore contribution/ um R.000

The estimated contribution /unit = £15
The maximum error from the estimated mnltributiun funit is £15 - -£1} = £16
Therefore, relative error = relative error as — x100% = 106.7%..

Part 2
Qluestion |
True limits
Lower Upper Mid-point fy - % (x - &) flx - )2
(1 5 2.5 39 975 -M.16 1,166.91 45,509.31
5 15 10 a1 a1 —25. 71075 64,675,765
15 30 22.5 122 2745 -14.14 200.51 24 46222
30 45 37.5 99 37125 0.84 71 70.29
45 a5 55 130 7,150  18.33 33599 43,678.70
f5 k= 70 ol 3,506 33.34 1,111.56 33,5780
7 95 B3 28 2,380 4834 233676 h5,420.78
Total 559 20,495 299 406.55

The upper class limit of the final class is such that the class width is double that of
the preceding class.
Mean, x = 20,495/559 = 360.66
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Answers to examination questions — part 3

) X7 X5 YA
JHE ~(E) YTy -(Z )]
(8)(8844.5) - (78)(929)

,H,'I[fHJ[HIH_d:H}—FHI}\.'{HHIWEI?}—'9193]

=17
0 D62
(21.537)(114.433)

A moderately high degree of negative correlation, ﬁ}‘lﬂwing that as the number
of colour licences increases so the number of cinema admissions decreases.

A causal relationship seems reasonable here, and with rf = 0.48 (2D), this
demonstrates that approximatelv 50% of the variation in cinema attendances is
explained by variations in the number of colour licences.

Question 4
(a) See the figure.

Running costs and distance travelled
for 20 computer salesmen

14 7
Runnin ,,e*’f&'nr F regression line
costs TEDD) ! ,_,P'
127 o~ -
] D ion line
a o e ar L regression line
10 - ;;_":Er""
o%
| -~ o
8 _J,*E/f
e /9,/
by -
T o
v
i"r Distance
2 T v T T — T T | ll!':"l."n-'l:"l.!i_‘d
02 4 6 8B W0 12 13 000 miles)

For the regression line plots in the figure,
Car F: intercept on y-axis is 2.65 and line must pass through (8,9}.
Car L: intercept on y-axis is 5.585 and line must pass through (8,9).
(b) Car F: 265 is the initial (or fixed) running costs {£00} and 0.794 is the extra cost
{£00} for each further one thousand miles travelled.
Car L: 5.585 is the initial cost and 0.427 is the extra cost for each further one
thousand miles travelled.
(c) It is necessary to minimise the average cost per car for the two different types,
taking into account the new average distance travelled = 1.5 x 8 = 12 (000
miles).
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Gluestion 6

(i} Table for calculations:

Value rank Value rank o Value rank 2
15 3 13 2 1 16 2 1
19 5 25 5 iv 19 35 2.25
30 7 23 4 9 26 f 1
12 2 26 (3] 16 14 1 1
ot 8 48 o] (1] 65 {
10 1 15 3 4 19 35 .25
23 (1] 28 7 1 27 7 1
17 4 1{) 1 9 22 3 ]
40 12.5
{1} Coefficient for actual and forecast 1:
L 64Dy .
F" = 1 - Ht'-f',l_{} = 'n"l'l
(2} Coetficient tor actual and forecast 2:
1 _6{12.5) _ .85
B(63)

(ii} Clearly, forecasting method 2 is superior.

Qluestion 7

(a} Briefly. regression describes the mathematical (linear) relationship between two
variables while correlation describes the strength of this linear relationship.

(b) (i) See the figure on the following page.

The figure clearly shows that as the number of colour licences increases, so

the number of cinema attendances decreases.

Scatter diagram
1807 g
Mumber of
colour [&0) - o
licences {m)

1400 = o

| o

m]

120 N

| 5]

o 0O

100 = o
s T ] I poemm——

MNumber of cinema
admissions (m)

0 z 4 f B 11 12 14

=
16
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(ii)

Numberof TV rank  Number of cinema rank i’
licences {m) admissions (m)
1.3 ] 176 11 100
2.8 2 157 10 64
5.0 3 134 ) 25
6.8 4 138 4 25
8.3 5 116 3] 1
9.6 6 104 a5 6.25
10.7 7 104 35 12.25
12.0 8 126 7 1
12.7 9 112 5 16
13.5 10 96 2 &4
14.1 1 ata] 1 1K)
414.5
Fank correlation coefficient: ¢" =1 = w
11120
=—0.88

The above coefficient is shnwlng strong inverse (or negative) correlation and,
since there is every reason to believe that there is a causal relationship here, the
hypothesis seems reasonable,

Gluestion 8
(a} As the regression equation of profit on sales is required, put profit = y and sales

=1
The equation is:

W =i+ bx,
ny xy- 3y 1‘2:1,.1
n¥ 2t =¥ x)

where: b=

_ 12%498,912.2-11,944 x 4621 457,624
C12x12,763,470-11,944 T 10,502,504
= (1044525
and: a=y-bx
462.1 cae 11,994
= 2020 (0 044525x 2 = 59944
12 T 7Y

Hence the regn:sﬁinn lire is y = =5.90944 + 0,044525x
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Daily output of a company

Mumber of units
0f output

W
15 A
2157 / \ R
i Foy " - P
.'"I r"ll‘-""_"'. A -4 *-.___r_r-:f' 1 :K
/.. ’3-" ra’ W' Vol
L g II_ S II,'
205 -l y ¥
d ¥ Trend j
| 4
|II
195 f
|III
I Chatpat
|I PL
o
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(d) Using the calculated {moving average) trend values, the average daily increase
in trend can be calculated as: T

5
Trend value for Week 5 (Monday) = 214.0 + 3{0.64) = 215.9 (1D).

Trend value for Week 5 (Tuesday) = 2159 + 0,64 = 216.6 (1D).
Forecast output for Week 5 (Monday) = 215.9 = 4.6 = 211 (to nearest unit).
Forecast output for Week 5 (Tuesday) = 2166 + (.1 = 217 (to nearest unit),

(e} Mo forecast can ever be confidently made, since it is based only on past evidence
and there can be no guarantee that the trend projection is accurate or that the
daily variation figures used will be valid for future time points. Only general
experience and a particular knowledge of the given time series environment

would help further in determining the accuracy of the given forecasts.
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Answers to examination questions — part 5

Qluestion 4

(a) Trend, seasonal and residual variation. Residual variation contains both

random and Flnaﬁihln:! lnng-mrm 4:]_.-'(']':{' variations.

(b) (i} Main table of calculations.

Centred
Number of moving
unemploved Totals Moving average
(1) of4  average {t) (y-t)
79 Jan 22
Apr 1.2 ~ .
: 3.7¢
Jul 110 };; iq L 43625 66375
Ot 31 188 4“;,' 00 45250 -14.250
B0 Jan 21 198 q;.r' 00 52000 -31.000
Apr 26 267 E“b e 1875 35875
Jul 150 204, ?4' o J0.350 - 79625
Ot 70 ":.ﬂ 6 TGISI:I 75250  -5.250
81 Jan 5 1'-":{]2 ?'-I'EEI 76.000 =260
Apr 36 :442 85 501 BO.S00  -44.500
Jul 146 ' o
Ot 10
Calculations for seasonal variation:
Jan Apr Jul Oct
1979 66,375 —14.250
1980 -31.000 -35.875 /9625 5250
1981 =26000  —44.500
Totals -57.000 80375 146000 -19.500
Averages -28.2 4.2 73.0 -9 8 (Tot=-5.5)
Adjustments +1.4 +1.4 +1.4 =1.3
beasonal variation -27.1 744 74.4 -8.5

(i} Seasonally adjusted values:

Part 5

Quastion 1

(i) An index number enables the value of some economic commodity to be
compared over some defined time period. It is expressed in percentage terms,

using a base of 100.

1981, Jan=y-s=530-1(-27.1) = 77.1
1981, Apr =36 - (-383) =743

(ii) (i1} are shown in the following table:
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Answers fo examination quesrians. - part 5

These indices, when compared with the company’s indices, show that the
wage rates of the company are lagging slightly behind the Chemical and Allied
Industry’s rates by about two points.

Qluestion 3

(a)

(b)

In 1974 (on average, per week) 4 hours overtime was worked, which is equiva-
lent to 4 x1.5=6 normal hours. Thus, dividing the average weekly earnings by
46 (the equivalent normal hours worked per week) will give the normal rate
per hour as 40.19+46=£0.87, Multiplving this by 40 will thus yield the normal
weekly rate of 40x 0.87=£34.95. This must be done for each vear.
i.e. average normal weekly hours = 40 + (ave hours worked = 40) x 1.5

40

and normal weekly rate = ave Eamingﬁ W - : - —e .
. average normal weekly hours

Average Average  Equivalent  Normal

Year weekly hours  normal weekly weekly
earnings worked hours rate
1974 40,19 44 4h 3495
1975 5d.65 45 47.5 44.54
1976 62.03 45 47.5 52.24
1977 70.20 46 44 57.31
1978 76,83 46 44 62.72
1979 91.490 46 49 75.02
1980 107.51 45 47.5 H).53
1981 121.95 43 44.5 10962

RPI 805 100.0 1165 1350 146.2 1658 1956 2189
Log 191 200 207 213 216 222 229 234

Semi-logarithmic graph
of the retail price ignrdnx

Logarithm

of RPI 21 Hf'

2.0

1.9 4

. +———— 71— T ; - |
1972 1974 1976 1978 1980 1982

The above logarithms are plotted against the relevant year to form a semi-loga-
rithmic graph which is shown in the figure above.
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Answers to examination questions — part 5

(¢} Since the semi-graph in Figure 1 is an approximate straight line, this demon-
strates that the rate of increase of the RPl is constant.

(d} A deflated normal weekly rate can be obtained by dividing each normal weekly
rate by the value of the RPI for that year and multiplying back by 100 to bring
the value back to the correct form.

100

e.g. deflated normal weekly rate for 1974 = 34.95 x = E43.42
3
Year 1974 1975 1976 1977 1978 1979 1980 1981

Deflated normal
weekly rate (£)
(e} If an index of real wages is calculated, it will enable a comparison between the
increase in prices and real wages to be made.

43.42 4434 44.84 4245 4290 4525 4628 50.08

Gluestion 4
[tem Weight Index (1} (2) (3)
(w) (m  (wl)  (wl) (wl}
Mining and quarryving 41 3al 14801

Manufacturing
Food, drink and tobacco 77 106 Bl162 B162 8162

Chemicals b6 109 7194 7194 7194
Metal 47 72 3384 3384 3354
Engineering 208 B6 25628 25628 25628
Textiles 67 70 4690 4690 4690
Other manufacturing 142 el | 12922 12922 12922

Construction 182 B4 15288 15288

Gas, electricity and water S0 115 9200 9200

1000 101269 86468  619H0
: . _ N 101269
1} Allindustries index is given by; =101.3
{'I} |:: 1 WSS INUEX 1% b'l". T :l, 1[_][_]]
(2) All industries except mining and quarryving index is: 80468 _ 90.2
} 1000 - 41
(3) Manufacturing industries index is: 61950 = 88,9

1000 - 41 - 182 - 80
(ii) The high mining and quarrying index of 361 was severely offset by its small
weight in the relatively low value of 101.3 for the overall index in (1). However,
the index of only 90.2 in (2) shows the significance of mining and quarrying
(particularly North Sea oil) to industrial production in the UK. The low manu-
facturing index of 88,9 in (3} is due to the fact that the three largest weights are
assigned to relabively low indices.

Cluestion 5

FOOD: The movement in these weights can be accounted for by the increased afflu-
ence of our society, which results in a much greater pool of disposable income left
after the basic necessities (of which food is one of the most important) have been
acquired. Also, since it is reasonable to assume that we are not buving less food in
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Answers to examination questions — part 7

Armmount (£000)
4000 -

3000 - i

-

A ‘ HH“H« \\ Tortal
2000

1 \\\ revemue
=, Total
1 costs
ll}l}l‘J -
Break men point

. CAnnual
0 ..,_,_ S —— v ~ production
0 20 4[] &0 gn lunits)
Gluestion 7
{a) Putx as the old price of the ticket. Then the number of tickets which could be
purchased previously is 2850 and the number which could be purchased after
the
£b price increase is 2830
x+h

The price increase results in a reduction of 36 in the number of tickets which can
be purchased. Therefore:
2850 2850
X T %
2850(x+6) = 2850x + J6x(x+6)

2850x + 17100 = 2850y + 362~ + 2161

0 =36x" + 216x - 17100

} =21 +6x-475
Thus x = -25 (not feasible) or x = 19

The percentage increase in price is therefore % « 100 =31.587%
L . 100 ) o .
i) Cluantity sold is —, price (F)is Ep and cost () is L-Jp per toy.
P

MNow, profit = quantity sold = (price - cost)

- -0

P
= 100p~! = 15p72

(i) rfP]‘:-ufit = 100p Is 2 x 15p 3
idx
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Answers to examinalion guestions - part 7

But the price at which profit is maximised is obtained by solving

dProtit
dx

Thatis, 0 =(2)15~ - H"J[]p‘:

0 =30p~' - 100 giving 20 = 100.
IJ

=

Therefore, p = .30

(ii} Given that profit is maximised at a price of 30p, the maximum profit is
g 15 .
given by 0 — = L166.67
A
. , . 100
(iii) The quantity of toys sold at this level is 03% = 1171.

Question 8

(a) TC = [(x® =2Bx+ 211y = ii--uxhznxﬂs

When x =0, TC = ¢. and from the question when x =, TC = 10, so ¢ = 10.

Therefore: TC = IT— ldx” +211x + 10
(b} TR = {200 - Bxrlx = 200x — 8x*

= 3

(e} Profit, P= TR -TC =200x — 8x° -{:’%- -14x” +211x+ 10 -'1%—+f-.1': -11x-10

dP

dx
—t+12-11 =0=x2-12x + 11
(x-11)}x-1) =0

x =Tor 11 (can also use the quadratic formula)

= —x* 4+ 12x = 11 = () for critical values.

AR 5y 412 and when v=1, 4R 10 (minimum),
dx” idx”
when r=11, ‘;—R = -1 {maximum)
T°
Therefore profit is maximised when output is 11.
{d} MR= d}r—ﬁ = 200 = 16x. When =0, ME=200. When ME=0, x=12.5.
dx

When =0, MC=211.
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Answers to examination questions — part 8

Word
Processors e “-]

-
/ Audio
I.".r !

)

E\H;/*’ D/ J,
T

Shorthand

(b) There are two factors involved here, minor accidents (yes,/no) and satety
instructions {yes/ no). Using a numeric approach for the solution of the problem
means evaluating the number of men that fall into each one of the four catego-
ries defined (see table),

Total of men who had minor accidents = 19 of 10,000 = 100. Thus, 40% of 100
= 40 had safety instructions. Also, 90% of the 10,000 = 9000 had safety instruc-
tions. Using these figures, the table below can be filled as follows:

Mumor accidents

Yies Pl Total
Safety Yes 40 GiHi) 1000
[nstructions Mo &l 8O4() QO

Total 100 9900 10000
(i) Pr{iNo minor accidents | no safety instructions) = (1,993 (3D}
{ii}) Pr{No minor accidents / safety instructions) = (.96
(c) If there are ¥ winning tickets out of 100, then:

Priwin / x tickets) = [';_: with x possible between 1 and 15.

But Prix=1) = Pr(x=2) = ... = Pr{x=158) = —

Therefore, Priwin} = Z [ Prix).Priwin/x) |
= Prix=1}.Priwin/x=1) + Prix=2).Priwin/x=2) + ...
.. + Prix=15).Priwin/x=15)
1 1 1 2 2 . L1 1 ]5

157100 15 100 15 100
120
= — e+ 13) = = (LOB
15 ﬂl".l“ +15) 1500

Gluestion 5

If advertising method A is used in the next period, the expected weekly sales can be
calculated:

632



Hidden page



Hidden page



Answers fo exomination questions — part 8

At A, the decision is more debatable, as the "develop’ option could lead to a loss
{at E}, while ‘not develop® guarantees no loss. The chances of the loss are, however,
small (200%) and the potential gains are large, and so many companies would be
willing to take the risk of developing.

12
very
Superior
(0.3)
al develop SUpeTioT )5
(0.5}
III".
) not
\ superior
\ . (0.2)
do not
develop 1

Qluestion 8

{a) For product A
Probability of low demand = 1 - 0.7 = 0.3
Expected profit£ =02 x 2 +05x 1.5+ 03=x075=04 + 075+ 0225=13/5
For product B
Probability of medium demand = 1 -{01.4 = 0.6
Expected profit £ =03 x 1.5+ 06 = 1T + (1.1 = 1.5 = 0.45+ 0.6 + .05 = 1.1
The shop should display product A.

(b} i

.

iil.

Arandom sample is one where each member of the population has an equal
chance of being selected for the sample. The appropriate measures for such
a sample are the mean and standard deviation.

In a quota sampile, all the members of the population do not have an equal
chance of being selected for the sample. An interviewer is required to select
a number of interviewees who may be required to have certain characteris-
tics. As the selection is not random the appropriate statistical measures are
the median and semi-interquartile range.

A cluster is one where the population is divided into sub-groups which may
represent geographical areas. A sample is then chosen at random within
cach cluster. As the sampling is random the mean and standard deviation
may be used. Alternatively a cluster may be chosen at random and all the
members of the cluster interviewed, again the mean and standard deviation
are suitable measures of location and dispersion.
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Answers to examination questions - part 9

Part 9
Question |

(a) The bar heights of the classes that have a width different to the standard (taken
here as 1,000) need to be adjusted.

Lower limit  Upper limit  Act f Bar height

0 500 20 2%20=40
500 1,000 40 2% 40=80
1,000 2,000 80 80
2,000 4,000 150 0.5%150=75
4,000 5,000 60 60
5,000 6,000 30 30
6,000 7,000 20 20

The chart is shown below.

MNumber of I
invoices 40

30—

20

10

1,000 2,000 3,000 4,000 5000 6,000 7,000
Value of invoice (£)

636



Answers to examination questions — part %

(b) Using the mid-points of each class as a representative higure

x f fr
£
250 20 5,000
750 40 30,000
1,500 80 120,000
3,000 150 450,000
4,500 &l 270,000
5,900} 3] 165,000
6,500 20 130,000

400 1,170,000
Lfc 1,170,000
Y f 400

Note that s = standard deviation = £1,600 (given)

“5"]"3; - 2975 + 131.2 = (27938.8, 3056.2)

The mean value is ¥ = = £2,925

Thus a 90% Clis: ¥ = 1.64—— = 1.64—
+ M ~.,-'4t

{c) If 20 invoices {out of 400 contain errors then p = = (L05

1
20

Thus a 9535 confidence interval is:

| pl1—p) {0.05)(0.95)
1+1.96 005+ 1.9 |2 T
; Y = V400
= (105 + 0.02
(0,03,0.07)

Gluestion 2

{a) The lifetimes (L, say) are distributed Normally with mean, m=100 and standard
deviation, s unknown.
{1} If90% of the batteries last at least 40 hours, we have: PrilL=40) =109,
Standardising gives Pr[ z>30 — | III'} 0.9, ie. ['r[ 2 = —ﬂ—}] 0.9

Now, from Standard Normal tables, a table probability of (09 yields £ = 1.28.

Hence, - L.28, giving s = 46.88 (212).

5
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Answers fo examination quesrir:ms - part Q

{ii) We require Pr(L=70).

0=100

Standardising gives: I'*r[ £ 7 ] = Pr {7 < -1.64)
46, 88

=1 -0.7389 [from tables]
= {12611
Thus, 26% of batteries will not last 70 hours.
(b} This is a binomial situation with:
n =size of sample = 5 and p = Pr{defective) = (11.
(i) We require Priat least 3 defectives) = Pr(3 or 4 or 5 defectives)
= Pr(3) 4+ Prid) + Pr(5)
= SC3H0.1)3(0.9)2 + 5CH0.1)40.9)1 + SCH0.1)5(0.9)2
= 100, 1)3(0.9)2 + S0 40.9)1 + (1L1)5
= [LOOET + (L,00045 + (L0001
= [LINB56
= (0.01 (2D}
(i} The result of {i) shows that only one time in a hundred should there be 3 or
more defectives out of a total of 5 calculators examined. The fact that this
has happened after one sample (i.e. T out of 1) must throw suspicion on the

original assumption that only 10% of calculators are defective. The conclu-
sion would be that the process is not working satisfactorily.

Qluestion 3
{a) A has a Normal distribution with m=1000 kgs and s =100 kgs; B has a Normal
distribution with m =90 kHH and s=50) kgﬁ: the l'lri:ﬂll'.i.]'lb"' :-itrrngth must be at
least 750 kgs (given).
Thus we need to find those ropes which have the greatest probability of a
breaking strength greater than 750 kgs.

PriA=750) = P‘l{E e WJ [standardising] = Pr{£>=—2.5) = (L9938 [tables]

Pr{B=750) = [’r[.'{ > %@] [standardising] = Pr(Z>-3) = 0.9987 [tables]
Thus, supplier B's ropes should be bought.
(b} This is a binomial situation with n=50 and p=Pr{defective)=0.01.

(i} Using the binomial distribution:
Pri(} defectives) = F";!'C”{D.ﬂl,'l':'{ﬂ.ﬂgj W= {0.99)™ = 0.605 (30).

(i1) Using the poisson distribution, the mean is calculated as the mean of the
binomial.
i.e. m = np = 50(0.01) = 0.5. Therefore, Pr(0 defectives) = e "7 = 0.607 (3D).
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Answers to examingtion questions — part 9

Gluestion 4

{a) We are given a Normal distribution of claims, with m = 200 and s = 2500 = 50
- L0 = 200 ]

=

(i} Priclaim=100) = |"‘[E [standardising] = Pr{Z<-2) = 1 - 0.9772

[from tables] = 0.0228.

Thas, :m]}- about 27 of claims will be under £106),
1500 — 2040
H)

(ii) Priclaim=150) = FT(E > ] [standardising] = Pr{Z<-1) =1 - 0.8413

[from tables] = 0,1587.

Thus, about 167 of claims will be under £15(0.

350 -
[iii}Fr{L‘]i‘lil‘l‘l.‘-:’rEn:I — |1r[_:,.-f'::. . L%LPJ |.=i|;j;1ni,]i;lri,ii!—iing] = |:':|‘|:.:-"':“;-—.-?r] 1 = (YR y

[from tables] = L0013,

That is, only about 0.1% of claims will be over £350,
{b} This is a binomial situation with p = Pripassenger turns up) = 0.9 and n = 290
(number of bookings taken). Using the Normal approximation, we have:
mo= mean = #.p = 290((.9) = 261
s = standard deviation = vup.(1-p}] = V] 290(0.9)(0.1)] = 5.11 (2D}
We need the probability that the number of passengers who turn up (F, say) will
exceed 275 {i.e. 276 or 277 or ... etc), where it should be carefully noted that 276 for
a binomial is the equivalent of the range 275.5 to 276.5 for a Normal distribution.
2755261

STl [standardising)]

Thus, we require: Pr(P=275.5) = ]"r[ Z=

=Pr{Z=2.584)

= 1= 09977 [from tables| = 0.0023.

Gluestion 5

{a}) We are given a poisson situation with mean, m=2 (demands for a coach each
day). NOTE: Proportions and probabilities are identical concepts.
(i} Prineither coach used) = Pri0 demands) = &2 = 0.1353,
(i) At least 1 demand refused means that at least 3 demands have been made
(since there are 2 coaches available)
Thus we require Priat least 3 demands)
=1 =Prilor 1 or 2 demands)
=1 = [Pr(0) + Pri1) + Pr(2)]

“u

F

4

01353+ 2 + 22 e

=1 = [(L1353 + 0.2706 + (.2706]
=0.324 (3D).
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Answers fo examination questions — part 10

Part 10
Gluestion |

al 1. ATV spot will generate 100} extra sales at a gross profit of £10/ unit, and

will cost £5,00K).
The contribution is thus: 1,000 x 10 - 5,000 = £5,000

ii. In the same way, the contribution of a newspaper advertisement is
400 » 10— 2,000 = £2,000

b} Suppose the company buys x TV spols and y newspaper advertisements.
The objective is to maximise contribution, z = 5,000x + 2,000y (£).
The constraints are: advertising budget:
5,000x + 2,000y < 100,0000r 5x + 2y < 100 (1)
maximum to be spent on each mode:

5,000x < 70,000 or x <14 (2)
2,000y < 70,000 or y <35 (3)
for marketing balance: y 2 %.1.' or 2y = x {4)
)
&
I U
50
Ni K. -I.FE |'|t'1.-'.-'.==[.1.'||:1|.'r
advertisements
40 — ?
Y y
30 \3
20 Fe-u_ib]e- '"xk
region \l‘ i’
|
{
10 ;
y A
L" -
1] 10 20 )

Mo. of TV spots
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b i x(1) + x(2) + 2x(3) = 12,000
(1) + 2x(2) + 4x(3) = 22,000
2e(1) + 2x(2) + 3x(3) = 19,500

1T 1 2] |x(1) 12,000
The above equations in matrix format are: |1 2 4 [*| x(2) |=| 22,000
2 2 3 |x(3) 19,500
ii. Profit(£) =4 x 2,000 + 4 x 1,000 + 2 x 4,500 = 21,000
iii. Profit (£) = 4 x 3,000 + 4 x 1,500 + 2 = 5,000 = 28,000
Annual market value (£) = 28,000 x 4 x 12 = 112,000 x 12 = 1,344,000

Question 3

(a) The conditions under which production is possible are:
Labour: 2X+2¥=>2d4orX+Y >12
Cost: 4000X + 12000Y < 120000 or X + 3Y < 30
Space: 208 +30Y <480 or 2X + 3Y < 48

The (production) function to be maximised is 150X + 300Y.
(b) See the figure below.

Maximum
_- production
point

.-"d-

X

0 4 8 12 16 20 24 28 32 36 40

(c) From the graph, the maximum production point is x=18, y=4.
That is, 18 X presses and 4 Y presses should be bought.

(d) Maximum production is 150(18) + 300{4) = 3900 sheets / minute.
Total cost of presses is 18(4000) + 4(12000) = £120,000.
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Gluestion 5
a)
- ] P
{2 Y « N
."‘ R-I-'{H
A 'ONE
- __4'_\ "Mx
& ] { 5 ) A
SN B P e N S H e
' I " 3 j [ & F—=tf 10 |
— . - H'“'HH '-.‘} A .
H"«,__ F ™ ‘J___.-_'-.x'll_. . 4
C .. _ IH,_I_,-’I 4
TG g )
L
b} Activity Duration  Earliest Earliest Latest Latest Total
start fimish start finish  Float
A 1=-2 3 {0 3 2 5 2
& 1-3 3 i i 2 5 2
C 14 7 1] 7 ] 7 0
D 2=y I 3 4 5 B 2
| 3=5 l 3 4 5 [ 2
F 3=7 2 3 5 f H 3
L 4-8 i 7 e i H LH]
o ] 4 4 & [ 2
E -9 2 4 f i B 2
79 ] 5 5 by 8 3
-9 LR H = b B 0
H 910 1 o) 9 H 9 1]
¢} The critical path is C-G-H (Alternatively 1-4-8-9-10). This path determines

the minimum project completion time (9 days). All activities on the critical path
must be completed without delay if the project is to be completed in 9 days.

Question &

a)

b)

If the company buys x tables of type X and y tables of type ¥, then the objective
function is x + v, which needs to be minimised.
The constraints are given as follows:

Money: 40x + My = 24000
Seating capacity: dr+ 2y = 1800
Mixture of x and v; -y =0

c) The graphs of the constraints are shown in the figure, with the feasible region

marked.

d) The optimum solution can be found by evaluating x + y for each of the three

vertices of the feasible region.
For the vertex at x=300, y=300, x + y = Bl
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Answers fo examination questions — part 10

For the vertex at x=150), y=600, ¥ + y = 75()
For the vertex at x=342 9, y=34149 ¥ + y = BES.E.
Thus the minimum total number of tables needed is 600, 300 of type X and 300

of type Y.
1004 7 v
.'\.
s, A 4 2y = 1800
SO0 lx Y=
x‘; Feasible Ve
region o
~
!
BOD f,l’
-
.-"'Ij
-
400 e
-'"._ -~
x'rf Ex‘ NH.“H
-~ i =
2IHY A A0x + Slhy = 2400003
,,f N
_,-'"-. .'\._h H""\-\.
o N hN
[ w —— = X
[ 20K] 40D ) R
Question 7

(i} The matrix showing the pattern of retention and transfer from the first to the
second month is:

BM1 BM2  BM3
Byl (070 020 010

S=BM2 025 065 010
BM3 |0.05 .15 080

(i1) The product of matrix S with itself is:

070 0.200 0.10) 1070 020 0.00( (05450 02850 (.1700
025 065 010025 065 0.10(=0.3425 04875 01700
005 015 0.80) 005 015 080( (01125 0.2275 (L6600

(iii) The resulting matrix can be interpreted as follows.

Of the -:.:rigi:m1 customers who buy BM1, 54.57% will remain ]u:..rﬂ| to the brand in
month 3, 28.57 will have switched to BM2 and 17% will have switched to BM3.
Of the original customers who buy BM2, 48.75% will remain loyal to the brand in
month 3, 34.25% will have switched to BM1 and 17% will have switched to BM3,
Of the original customers who buy BM3, 667 will remain loyal to the brand in
month 3, 11.25% will have switched to BM1 and 22.75% will have switched to
BM2.
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Appendices

Range: n=1to 8, 13% to 25%
[ = multiplier for compounding: [} = multiplier for discounting]
n=1 n=2 =3 n=4 H=>3 =6 n=7 n=>8

13% C L1300 1.276%9 14429 16305 18424 20820 23526 2.6584

D 0.8850 0.7831 065931 (06133 05428 04803 04251 03762
4% C 11400 12996 14815 1.6890 19254 20950 25023 28526
[ 08772 07695 06750 05921 0519 04556 (03996 0.3506
15% © 115000 1.3225  1.5209  1.7490 20114 23131 26600  3.0590
1 08696 07561 06575 05718 04972 04323 03759 0.3269
165 C L1s00  1.3456  1.5609 18106 21003 24364 28262 3.2784
12 O.86ll  0./432 06407 L5523 04761 04104 03538 03050
17 O 11700 1.368% 16016 18739 21924 25652 30012 35115
b 0.8547 07305 06244 05337 04561 03898 03332 (0.2848
8% C 11800 1.3924  1.e430 193858 22878 2699 31855 3.7589
L 08475 (V7182 06086 D5158 04371 03704 03139 0.2660
1o C 11900 14161 1.6852  2.0053 23864 28398 33793 4.0214
D 0.8403 (L7062 05934 04987 04190 03521 0.2959  (0.2487
200 C 12000 14400 1.7280 20736 24883 29860 35832 42998
D 0.8333 (he9d44 05787 04823 04019 03349 02791 0.2326
N% C L2100 T4edl 17716 21436 25937 31384 37975 45950
D 08264 06830 05645 04665 (3855 0318 0.2633 0.2176
22% C 1.2200 14884 1.8158 22153 27027 32973 40227 49077
D 08197 06719 05507 04514 03700 (03033 02486  0.2038
23 C 12300 15129 1.8609 22889 28153 34628 42593 52389
D 08130 06610 05374 04369 03552 02888 02348  0.190%
4% C 1.2400  1.5376 19066 23642 29316 36352 45077 55895
D (L8065 06504 05245 04230 03411 02751 02218 (01789
25% C 125K 1.5625  1.9531 24414 30518 38147 47684 59605
D O80U0  Oeslld Q5120 040% 03277 02621 020097 01678
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2 Random sampling numbers

33865
09356
ORI43
Q952
0713

34819
20611

64972
15857
80276

30548
23530
T2
(4304
76953

34479
28421
28160
6701
S56(K)

5585{)
47089
26055
74920
44498

BU045
15828
04100
ae257
33915

B3497
d6466
03573
(2046
08736

(4131
L9387
37636
61837
24413

80011
34975
86061
73681
67053

31156
J9354
18480
40763
J9588

R5938
16347
17725
73743
61672

38966
83871
B&173
35946
(0498

J1546
Q5852
75759
48373
260134

62761
15977
87778
44774
12912

J8302
22525
4515
33938
3p4920

17751
96712
04685
24790
99022

63914
Fo49
A1852
24847
Q0708

26363
BbA3R
LA
B2979
99136

46303
21231
11115
21149
31354

17840
12124
37926
58911
(B166

6Ra09
BYIRY
276496
31500
(2579

22688
93134
43091
B63349
03841

03275
32402
53042
20515
J68ES

64139
U593
82765
07724
67618

12025
25578
QU789
69917
73925

A7073
32522
22083
70861
3UTR7

23670
95053
70040
Jax4y
59242

B5811
0106
35147
30232
34719

79634
21731
24906
h3531
48047

92511
90182
R26R5
01232
28643

14596
36449
296002
99223
45671

70315
70404
24304
34993
30250

42347
41343
12083
13235
(3919

77769
09924
B854
636593
(3881

40695
1432
SMelv
27434
(4565

1358
93956
13545
77146
04207

J0071
94070
45992
25302
96111

35541
6H61E
10032
77838
19671

SHOT]
67367
63100
364495
12533

36157
22675
43374
(12729
H188Y

84062
S1562
489359
43727
88690

08342
997N
20489
14925
21571

61724
R5324
G172
33252
50930

(18183
94711
19829
307
f729l

70324
32346
78925
09547
92674

28991
| 4730
22123
47023
46280

44357
B9316
66542
57485
1769

52850
09419
Hhh22H
B1058
92298

B 386
13163
(13685
B3]
91111

98286
bET6T
31265
81388
84723

72805
94233
45265
Y5288
(3441

20789
37526
71953
47714
22541

35990
37662
83692
48869
(3865

R2065
38451
23518
238495
10176

20241
27747
B S
53301
48628

b4/
36521
72254
34521
81307

7086
49490
81457
28302
07400

94618
e619
H558Y
79341
52856

29139
20084
21661
13302
84231

23542
HdaeY
92097
50611
SE04Y

HHY13
78604
05372
S0e07
94138

06073
B4732
45056
B5945
(2698

5643
Se68T
28402
94104
I7ROO

21376
11449
93108
18960
81109

46084
34162
B3440
54313
95035

6973
52492
495254
17121
59446

74794
16752
58699
61534
13080

6254
n7e7
33892
112949
Q5650

20083
81927
56399
54890
94249

bR
413910
95954
544935
70483
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Kange: m =250 5.1

i

2.5
2.6
2.7
28
29

3.0
3.1
iz
33
34
3.5
3.6
3.7
3.8
34

4.0
4.1
4.2
4.3
4.4
4.5
4.6
4.7
418
449

2.4

0.00

0.0821
0.0743
0.0672
00608
LL055L

(4495
(1.0450
0.0408
(0.03649
(10334
(LG02
0.0273
0.0247
0.0224
00202

0.0183
00166
00150
0.0136
0.0123
0.0111

0.0101
0.009]

0.0082
0.0074

067

.01

00813
0.0735
0.0665
0.0602
0.0545

0.0493
U.0446
0.0404
0L.0365
0.0330
L9y
0.0271
0.0245
(.0221
0.0200

0.0151
00164
(0148
0134
L0122
(.0110
00100
(.00
0.0051
0.0074

0.0067

(n02

0.0805
(.0728
(LOG5Y
(L0596
(L0539

(L0488
00442
0.0400
0.0362
0.0327
0,029
0.0268
0.0242
0.0219
00198

0.0180
(L0162
0.0147
(1.0133
(LOT20
0.0109
(0.0099
(1L(H)RY
(LODET
0.0073

0.0066

0.03

0.0797
0.0721
0.0652
00590
(L0534

(L0483
(.04.37
(0.0396
0.0358
0.0324
0.0293
00265
(L0240
L0217
10196

(L0178
0.0161
0.0146
0.0132
0.0119
0.0708
0.0098
00088
(0.0080
(.IKK7

(.0065

(M4

(L0789
00714
00646
00584
0.0529

00478
0.0433
0.0392
0.0354
0.0321
0.0290
0.0263
0.0238
0.0215
0.07194

0.0176
(.0159
(0.0144
0.0130
00118
00107
(L0097
L0087
0.0079
072

0.0065

(.05

(L0781
0.0707
0639
0.0578
(.0523

0.0474
0.0429
00388
0.0351
00317
0.0287
00264
0.0235
0.0213
0.0193

0.0174
0.0158
0.0143
0.0129
(0.0117
(L0706
00096
(.0087
(L0078
00071

(0004

LG

0.0773
00699
0.0633
0.0573
0.0518

0.04569
0.0424
0.0384
0.0347
00314
0.0254
0.0257
0.0233
0.0211

L0191

072
0.0156
0.0141
0.0128
0.0116
0.0105
0085
0.0086
0.0078
0.0070

0.0063

(.07

0.0763
(.0693
(L0627
00567
0.0513

0.0464
0.0420
(.0380
0.0344
0.0311
0.0282
0.0255
0.0231
0.02009
(L0 EY

00171
(L0155
(.0141)
0.0127
(.0114
00104
00094
00085
0.0077
0.0069

0.0063

0.08

0.0758
0.0686
0.0620
00561
0.0508

(.0460)
.0416
0.0376
(L0340
0.0308
0.0279
0252
0.0228
0.0207
0.0M87

0.0169
0.0153
(0.0138
0.0125
0.0113
0.0103
(L0093
(LO0B4
(.07 6
(.0069

00062

.04

0.0750
0.0679
(L0614
0.0556
00503

0.0455
0.0412
0.0373
00337
0.0305
0.0276
0.0250
0.0226
0.0204
0.0185

0.0167
{10151
0.0137
0.0124
00112
0.0102
0.0092
0.0083
Q0075
(LO06E

0.0061
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Mote that the references below refer to chapters and sections. Thus 20011 refers to chapter

20, section 1L

L.lt-u 90 percentibe range 11218

.A]:lﬁﬂlull." error 39

Accroed amount 217

Accraed amount of tnvestisd
anmuwity 236

Activities, network 383

Activity list 383

Activity, dummy 385

Actual Percentage Eate {APE)
2l:16

Addition and subtraction of
matrices 3006

Addition rule of probability
iR

Additive model for me serties
1x¥

Amortization annuity 2311

Amortization schedule 2313

Amortized debt 2311

Amount, accrued 21T

Amount, principal 217

Anmual Abstract of Statisties 2223

Annuity 232

Annisity, amortization 2311

Annuity, certain 233

Armuity, confingent 233

Anmuity, due 233

Anmuity, NPV 230

Armuity, ordinary 233

Anmity, perpetual 233

Approximabe number X9

Arbitrary constant 2213

Aren graphs 3149

Acrithmmetic mean &2

Arithmetic progression 2135

ﬁ._ﬁ}-mphmn 22

Average Earndngs Indices 2011

Average inventory level 378

Axla-intersecton catio meethod

.ﬂa.cl.-!m—ha.rl. bar chart 549
Bar chart, back-to-back 34
Bar chart, component 314

Bar chart, loss or gain 39

Bar chart, multiple 514

Bar chart, percentage 3:14
Bar chart, simple %8

Base -u:l‘n.arlq.}-,in;.:w index numbers

Basic imventory maode] 37014

Basic inventory model cost
equation 37:15

Bayes theorem 31213

Bias 15

Biased errors 317

Biased rounding 16

Binomial distribation 132

Biromeal probability formula

A4
Binomial situation 332
Binomial, mean and variance
27
Blue Bonk 2223
Boundaries, class 49
Break-even points 2611
British Business 2:23

CJ]:'Lll.LIqu, use of accumulating
memaory 13

Calculator, use with compound
interesk 21:13

Caleulator, use with regression

line 1317

Calculator, use with standard
deviation L&

Caloulus 272

Capital investment 228

Carrving costs 303

Cash flow, discounted 2229

Causal relationship  14:31

Census 223

Cemsus of Distribution 23

Census of Production 23

Comitred moving average 16:11

Certain annuity 233

Chain base relatives 157

Cham |i|'|k|.r'|E 1516

Charts, Gantl 522

Charts, strala 519

Circular diagrams= 311

Class boundaries 459

Class limits 440

Class mid-points 49

Class widths 44

Classes, open-ended 482
Classification of data 12
Cluster sampling 215
Coeflicient of cormelation L4
Cowefficient of determinaticn

JERK!
Coefficient of dispersion, quartile
1-15
Coefficient of variation 1014
Combinabions 322
Commodity, real value of 1812
Common difference 213
Commaon rabio 215
Comparative histograms 4:15

Comparisons of mean, median
and misde #5140

Compensating errors 317

Complement of a set 294

Complementary rule of
probability  3k}7

Component bar charts 514

Component time series 3c3

Compomients of composite ivdex
number 193

Components of time seres |58
Composite index nomiber 192
Compound experiment 3027
Compound interest 218
Compound interest tables 2113
Conditional probability 3156
Conditional probability, detinition
317
Confidence limits 3415
Confidence limits for mean  3:06
Confidence limits for proportion
207
Constant, arbitrary 22013
Contingent annuity 2k3
Continuows data X4
Control, inventory  37:4
Correlation 14:2
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Correlation coefficient  Ldd
Correlation, negative 148
Correlation, positive 147
Correlation, spurious 1421
Cost equation, basic inventory

model 3715

Cost function 2826

Cost of capital 22:22

Cost, marginal function 2813

Cost, set-up 37:19

Costs, holding or carrying 373

Costs, ordering or replenishment
3753

Costs, stockout 373

Critical path 388

Cubic equations, general form
2612

Cubic equations, graphical
solution 23

Cubic functions and equations
240

Cumulative frequency curve 420

Cumulative frequency
distribution 4:19

Cumulative frequency polygon
420

Cumulative line d:i.aﬁr.'lm*: e L

Curve, cumulative frequency
420

Curve, frequency 4:16

Curve, Lorenz 423

Curvilinear regression 13200

Cyde of inventory 378

Cycle of time series 154

Dara array 43

Dhata classification 32

Data collection 1%

Data, continuous  3od

Drata, deseasonalised 1216

Diata, discrete 13

Data, primary 22

Dhata, raw 42

Data, secondary 2-2

Debt repayment, sinking fund
2316

Deciles 11:18

Deflation of time series 18:13
Demand (price) function 2849
Dependent variable 1313
Depreciation fund 2319
Depreciation schedule 23:19

Depreciation, reducing balance
2120
Depreciation, sinking fund 2319
Depreciation, straight line  21:20
Derivative of a function 274
Derivative, second 228
Deseasonalised data 1216
Design of questionnaires 220
Determinant of matrix  36:18
Determination, coefficient of
14:13
Deviation, mean 7
Deviation, quartile 11:6
Deviation, standard 101
Chagram, line 312
Diagrams, cumulative line 519
Dhagrams, purpose of 34
Dhagrams, Venn 2895
Differentiation 2722
Discount factor 22:4
Dhiscount rate 22-2
Discounted cash flow 229
Discounting tables 224
Discrete data 33
Dhspoint sets 2113
Dhspersion, measunes of &l
Distribution, binomial 132
Dristribution, census of 23
Distribution, frequency 44
Distribution, poisson 339
Distributions, less than  4:19
Distributions, more than 419
Divided circles 52011
Due annuity 233
Dummy activity 355

E:onomic batch quantity (EB())
ir19

Economic ordering quantity
(EOQ) II1é

Economic Trends 2223

Effective interest rate 2116

Elements of a set 292

Empirical probability 3011

Empirical probability, definition
k14

Employment Gazette 223

Enumeration nolation, 2-set
20:18

Enumeration notation, 3-set
20210

Enumeration of sels 2913
Enumeration problem, general
2906

Equality, set 294

Equally likely outcomes 304
Equation 242

Equation, cubic 24:9
Equation, linear form 2423
Equation, quadratic form 24:3
Equations involving ratios 2519
Equations, cubic 26:13
Equations, linear 2532
Equations, quadratic 26:2
Equations, simultaneous linear

253
Error avoidance with percentages
x19
Error rules 213
Error, absolute 329
Error, relative 39 318
Errors in expressions 32
Errors, biased 307
Errors, compensating  3:17
Errors, rounding 311
Errors, unpredictable 37
Event, statistical 305
Events, independent 39
Evenis, mutually exclusive 307
Events, network 383
Events, split 31-11
Expectation 312
Expected value 3122
Experiment, compound 3022
Explained variation 14:12
Exploding sectors  5:11
Extrapolation 1317

Fan:tm, discount 22:4
Factor, present value 2234
Factorials 324

Factorisation for quadratic
equations 262

Fair rounding 36, 316

Family Expenditure Survey 213
Feasible region 35:4

Financial Statistics 2:23

First derivative 274

Fixed base relatives 183

Fixed costs  2Hoh

Float 3812
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Forecasting with bme series 179

Formula, amortized delbt
payment 1311

Formula, APE celoulation 2118

Formula, Bayes theorem  31:1%

Formula, bimomial mean and
varianee 33:7

Formula, binomial probability
334

Formula, coeitickent of
determination 1413

Formula, coptficaent of variation
LA E]

Formula, cosl function 285

Formuily, demand functon 289

Formuly, derivative of a funchion
e |

Formula, EBD 3719

Formula, EO) 35064

Formula, expected value 3123

Formula, factorial 32:4

Formula, gecmetric mean 514

Formula, harmonic mean 317

Formula, integration of a runction
2T

Formula, interna! rate of reburm
(IRR) 22:1&

Formula, Laspeyres index  Lo:11

Formula, mean deviation 23

Formula, mean for distrabution
Bl

Formula, mean tor set &G

Formula, median by interpolation
]

Formula, mode by interpolation
el

Formula, number of combnations
125

Formula, number of permutations
12

Formula, Paasche index 1512

Formula, Pearson’s measum of
chimamese:  1E1A

Formaula, prOtSAOT ]'|:|'|.||1.:|.1||1E:,'
331

Formula, present value 2123

Formula, present value of debt
22:h

Formula, price relative  [B6

Formula, profit function 223
Formula, proportional pie charts
q_.

Formula, gquantiles by

interpolation 11013

Forrrmuila, l.il_l.'ll'lli':l.' pelalive 186

Formula, quartile coefiicient of
dispersion 1114

Fgrmula, n;;l_l.trl:ild_'- doviation 116

Formula, quartile measurne of
shewmess 1116

Formula, rank corvelation 1415

Formuola, real value imdes 1813

Formula, reducing balanoe
depreciation 2123

Formula, mevenue function 258

el b

Formula, seasonal adustment
]-_|.—.

Formula, solution of guadratic
cquationg 65

Formula, split event rule 3111

Formula, standard deviation,
distribution 110

Formula, fime series forecasting
1

FI.EII"I'I'IIJL'I_. wq'_lg_,;l"l.ll.'li Aggregate
index 19

Formula, weighted average of
rolatives 196

Formula, F-scorme 35

Formulae, arithmelic progression
M3

Formulae, geometeic progression

E"

Formulae, inberest gmogeml

accrued 210
Frose flost 3202
Frequency dod
Frequency curve 406
Frequency distribulion 44
Froguency distribubion,
cumulative 4:19
Frequency distribution, formation
of 4:11
Frequency disteibution, grmipsesd
47
F'1'|.'|.|1u'n|.'_l.' distribubion, melative

Al
E::|'|.'|.'|ut'|"||."_'.' dihlrl.l‘-‘-ulmn. ‘\.IIIIFJI!'
Lo
Frequency distributions, mon-
numerie 32
Frequency polygoen  4la
Function 24:2
Function derivabve 274
2Rk
17:2
Function, objective 3528

Function, cost
Function, linear

Fuaction, ma rgi il

Function, profit 283

Function, revernee b

Funetions, ratio of two limear
2412

Functions, simple 254

Fund, depreciation  23:19

Fund, sinking 2315

Gﬂntl charts 537

Casommietrbe maean 203

Casomelric mean caloulations

Lasnmetrie progression 215

Cradient of straght line 1222

Cradient, determinimg  L26

Cird wal replemnishment miosdel
LT I ]

Ciraph of inventory 3736

Craph of time series 1510

Graph, semi-logarithmic 523

Gr.:phiq'.!l eslimation of [RE

Crraphical estimation of median
211

Craphical estimation of mode 57

Craphical estimation of quartiles

nn

Crraphical solution, cubic

H'|I|,:|.'|1il:lr'| g 213

Graphical solution, quadratic
I,'I'|1J..'I1iﬂl"L‘\. 2R

i]mphiml solution, simultaneous
equations 2513

i :r.li'll‘n af |.|1.|.'|-'_1 ratic functions
adlib

Craphs, arca 5019

Crouped Frequency distribution
47

H.'IT"“UTI'II..' fwan 817

| |1_~11_=n:'|p'n|_'41|.:|u Fllrp'u|.1li|:'|n 211

Hihh:-_!.',mm als

Histograms tor unigual olasses
428

Hi*\.t::-!_r':r.:rn.u. O F!iir;rl‘iw_- 413

Historigram 1510

I“Iihllbri:ﬁl‘.\l"l'lh 513

Hobding costs 323

Homogeneous population 213

Household Expenditure Survey

'l.11.'~||i.:,r'.'|l'|'|-~ 57
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Independent events 309

Independent float 3812

Independent variable 1313

[ndex muamber 182

Index number base changring
1829

Imdes mumber construction
onsiderations 1915

Index number limatations 1917

[ndiex number notebion L4

Irvcdiex number uses 1916

Index number, composite 193

Index number, poinis increase
1816

Imdiex Mumbers of Prodwcer
Prices 2010

Incdex of Industrial Production
Hei2

Indes of Output of Production
Indusiries 2012

Inclex of Retail Prices 2062

index of Retail Sales  20k14

Index relative 155

Index, Laspeyres 1411

Index, Paasche 1812

Index, real value 1514

Index, Tax and Price 2kE

Index, Wholesale Price 2110

Indices of Average Earmings
2ik11

Industrial Production Index
12

Inequalities 352

Inequalities, sign technique 353

Inspection method, for regression
line 13:4

Inbegration 272 2703

[rberest rate 112

Irvberest rate, effective 21006

Intersst rate, nominal 2116

Interest, compound 213

Interest, simple Z1:B

Internal rate of metuen (TRE) 22:14

Interpolation 1317

Interpolation formula for median
ira

Interpolation formula for mode
B

Interpolation formula for
qu..mt:h-"'ﬁ 11:13

Interquartile range 117
Intersection of seis 299

Interview, street 2219

Interview, telephone Z:1%

Interviewer bias 2.5

Inventory 373

Inventory controel 374

Inventory control systems 3010

Inventory cyele 328

Inventory graph 3T6

Inventory models 3713

|:|11.1_-r|'|:v|_1r_|.' "i-_".l"‘i.l;,'ll'l. I,'H.‘rii wlie P iew
1710

Inventory system, reorder level
210

Inventory, average level 378

Inverse of mainx 3018

Invested annuity, accrued amouant
2k '

Investigation, stalistical 17

Investment schedule 2110

IRR, graphical estimation 2215

L:l:apw_f'n:s- index 1511
Lead time 375
Least squares regression 1349

Least squares regression formula
R

Lasaist Bpueares, fme sapries Lrend
j [ EHe

Lares than distribnitions  241%

Limits of probability  30:17

Limits, class 4%

Linge diagram 313

Line diagrams, camulative S:1%

Line diagrams, multiple 513

Line of equal distribution 434

Linear equation form 243

Linear equation manipulation
258

Linear equations 52

Linear equations, algebraic
solution 254

Linear equations, graphical
solution 255

Limear funclion 122
Linear inequalities 353
Limear programuming 256
Location, measures of g
Long-term cycles 158
Lovenz curve 4223

Loss or gain bar chart 59

M‘mﬂgtmi'nl: mathematics 13

Manipulation of mean formula
f:lb

Marginal functions 2813

M athematical mits 49

Makrin 36532

Ml atrin :'rLulliE!llit'..llil::lr'l._. condilios
a5 el

Matrix multiplication, with matrix

36l

Matrix multiplication, with
number 369

Bdatrix, addition and subtraction
divh

Matrix, determinant 3518

Matrix, inverse 5149

Matrix, transition 35003

Matrix, unit 3618

Bl asimaam |:||,|-|_'.:|.] |;‘:t||||l|: 2445

Mlaximum (stock) level 375

Masimum error 38

Maximum profit point 283

Mean deviation 27

Mean deviation characteristics
on

Mean deviation formula 8

Mean for a set (b

Sean formula manipulation &16

Wlean of binomial 337

Mean point, regression 1316

Mean validation &13

Mean, arithmetic &6

Mean, geormetric 3:E8

Mean, grouped frequency
distribution 610

Mean, harmore E17
Mean, simple frequency
distribution &R
Meamn, test of significance  34:19
Mean, weighted &17
Measures of dispersion A
Measures of location il
Measures of skiewness  f
Blecdian |:'l-:.-' i:'lll.':l']:lt'!ll&li.t'l-:l"l DT
Median characteristics 7216
Median for a set 22

Median for simple frequency
distribubion 71

Median, comparison of
technigues 14
Members LT
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Miembiors of g owed 302

Minimum (local) point 246

Mirdmum (stock) kevel 3201

Mode 22

Mode characteristics &9

Mode, by interpolation 24

hlogdels for e sortes 155

Hm11]1|_\- r.:'th'r;I of Statistice 2223

Wore than distributions  4:19

Moving average centring  16:11

Moving averages 1649

h-‘[m.-'lrl.rI todals 520

Multi-stage sampling 214
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Business Maghqmatics
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L'l H EDDITION

Andre Francis

A particular problem for business managers is that most decisions often need to be aken in
the light of incomplete information. The techniques described in the sixth edition of Andre
Francis' best-selling Busimess Mathematics and Statistics enable structures to be built up o help

Managers alleviare this 11r'::-!'.1|:_'l't1-

The sixth edition provides a thorough grounding in basic mathemarical and stacistical
techniques tor business students, and students on protessional courses such as accounung. The
result is a comprehensive, user-friendly, testing-oriented guide to quantitative methods for
business.
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