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Preface

These lecture notes are intented as a straightforward introduction to partial
differential equations which can serve as a textbook for undergraduate and
beginning graduate students.

For additional reading we recommend following books: W. I. Smirnov [21],
I. G. Petrowski [17], P. R. Garabedian [8], W. A. Strauss [23], F. John [10],
L. C. Evans [5] and R. Courant and D. Hilbert[4] and D. Gilbarg and N. S.
Trudinger [9]. Some material of these lecture notes was taken from some of
these books.
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Chapter 1

Introduction

Ordinary and partial differential equations occur in many applications. An
ordinary differential equation is a special case of a partial differential equa-
tion but the behaviour of solutions is quite different in general. It is much
more complicated in the case of partial differential equations caused by the
fact that the functions for which we are looking at are functions of more
than one independent variable.

Equation

F(z,y(@),y (2),...,y") =0

is an ordinary differential equation of n-th order for the unknown function
y(x), where F' is given.

An important problem for ordinary differential equations is the initial
value problem

Y(x) = flz,y())
y(zo) = wo,

where f is a given real function of two variables x, y and xg, yo are given
real numbers.

Picard-Lindel6f Theorem. Suppose
(i) f(x,y) is continuous in a rectangle

Q:{(x,y)ERQ: |z — xo| < a, |y —yo| < b}.

(ii) There is a constant K such that |f(x,y)| < K for all (z,y) € Q.
(ii) Lipschitz condition: There is a constant L such that

|f(z,y2) — f(x,y1)] < L|y2 — 1]

9
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Xo X

Figure 1.1: Initial value problem

fO’)” all (%?Jl)» (.%', y2)

Then there exists a unique solution y € C1(xg—a, xo+a) of the above initial
value problem, where o = min(b/ K, a).

The linear ordinary differential equation
y™ 4 an,l(@y("_l) +...a1(2)y + ao(z)y = 0,

where a; are continuous functions, has exactly n linearly independent solu-
tions. In contrast to this property the partial differential uz, +uy, = 0 in R?
has infinitely many linearly independent solutions in the linear space C?(R?).

The ordinary differential equation of second order

y' (@) = f(z,y(2),y(z))

has in general a family of solutions with two free parameters. Thus, it is
naturally to consider the associated initial value problem

y'(x) = f(zy(2),y(2))
y(zo) = o, ¥ (w0) = y1,
where yg and y; are given, or to consider the boundary value problem
y'(x) = flz,y(2),y (2))
y(zo) = yo, y(z1) = u1-

Initial and boundary value problems play an important role also in the
theory of partial differential equations. A partial differential equation for
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Figure 1.2: Boundary value problem

the unknown function u(x,y) is for example
F(337yauauma Uy y Ugy Uzyauyy) =0,

where the function F' is given. This equation is of second order.

An equation is said to be of n-th order if the highest derivative which
occurs is of order n.

An equation is said to be linear if the unknown function and its deriva-
tives are linear in F'. For example,

a(z,y)ug + b(z,y)uy + c(z,y)u = f(z,y),

where the functions a, b, ¢ and f are given, is a linear equation of first
order.

An equation is said to be quasilinear if it is linear in the highest deriva-
tives. For example,

a(x, Y, U, Uy, uy)uxac + b(a:, Y, u, Uy, Uy)uacy + C(:C, Y, u, Uy, uy)uyy =0

is a quasilinear equation of second order.

1.1 Examples

1. uy =0, where u = u(z,y). All functions u = w(z) are solutions.

2. uy = uy, where u = u(z,y). A change of coordinates transforms this
equation into an equation of the first example. Set £ = x4+ vy, n = x — v,

then
u(z,y) =u (% %) =:v(&m).
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Assume u € C', then
1
Uy = §(uz — Uy).
If up = uy, then v, = 0 and vice versa, thus v = w(§) are solutions for
arbitrary C!-functions w(¢). Consequently, we have a large class of solutions
of the original partial differential equation: u = w(z + y) with an arbitrary
C!-function w.

3. A necessary and sufficient condition such that for given C'-functions

M, N the integral
Py

M (z,y)dz + N(z,y)dy
Py
is independent of the curve which connects the points Py with P; in a simply
connected domain €2 C R? is the partial differential equation (condition of
integrability)

M, =N,

in Q.

X

Figure 1.3: Independence of the path

This is one equation for two functions. A large class of solutions is given
by M = ®,, N = ®,, where ®(z,y) is an arbitrary C?-function. It follows
from Gauss theorem that these are all C''-solutions of the above differential
equation.

4. Method of an integrating multiplier for an ordinary differential equation.
Consider the ordinary differential equation

M (z,y)dx + N(z,y)dy =0
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for given C'-functions M, N. Then we seek a C'-function p(x,%) such that
pMdx + pNdy is a total differential, i. e., that (uM), = (L), is satisfied.
This is a linear partial differential equation of first order for pu:

My — Npg = p(Ny — My).

5. Two C'-functions u(z,y) and v(z, y) are said to be functionally dependent

if
det < Uz Ty ) =0,
v Uy

which is a linear partial differential equation of first order for u if v is a given
Cl-function. A large class of solutions is given by

u= H(v(z,y)),
where H is an arbitrary C*-function.

6. Cauchy-Riemann equations. Set f(z) = u(z,y)+iv(z,y), where z = x+iy
and u, v are given C*()-functions. Here is Q a domain in R2. If the function
f(2) is differentiable with respect to the complex variable z then u, v satisfy
the Cauchy-Riemann equations

Uy = Uy, Uy = —Vg.

It is known from the theory of functions of one complex variable that the
real part v and the imaginary part v of a differentiable function f(z) are
solutions of the Laplace equation

Au=0, Av=0,
where Au = gy + uyy.

7. The Newton potential
1

/22 + 42 + 22

is a solution of the Laplace equation in R?\ (0,0,0), i. e., of

Ugz + Uyy + Uz = 0.
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8. Heat equation. Let u(x,t) be the temperature of a point = € Q at time
t, where Q C R? is a domain. Then u(z,t) satisfies in Q x [0,00) the heat
equation

ur = kAu,
where Au = Uy, 4, +Uszyzy +Ugszy and k is a positive constant. The condition
u(,0) = ug(x), @€,

where ug(z) is given, is an initial condition associated to the above heat
equation. The condition

u(z,t) = h(z,t), €I, t>0,

where h(z,t) is given is a boundary condition for the heat equation.

If h(z,t) = g(z), that is, h is independent of ¢, then one expects that the
solution u(z,t) tends to a function v(z) if ¢ — oco. Moreover, it turns out
that v is the solution of the boundary value problem for the Laplace equation

Av = 0 inQ
v = g(z) on 0.

9. Wave equation. The wave equation

y
u(x,ty) u(x,to)
/

Figure 1.4: Oscillating string

uy = 2 A\,

where v = u(x,t), ¢ is a positive constant, describes oscillations of mem-
branes or of three dimensional domains, for example. In the one-dimensional
case
_ 2
Utt = C Ugy

describes oscillations of a string.
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Associated initial conditions are
u(z,0) = up(z), u(z,0)=ui(x),

where ug, u; are given functions. Thus the initial position and the initial
velocity are prescribed.
If the string is finite one describes additionally boundary conditions, for
example
u(0,t) =0, u(l,t)=0 forall¢t>0.

1.2 Equations from variational problems

A large class of ordinary and partial differential equations arise from varia-
tional problems.
1.2.1 Ordinary differential equations
Set ,
B@) = [ favla)./(a) da
and for given uq, up € R
V ={veC%a,b]: v(a)=uq v(b) = up},

where —0o < a < b < oo and f is sufficiently regular. One of the basic
problems in the calculus of variation is

(P) min,ey E(v).

Euler equation. Let u € V' be a solution of (P), then

o () (@) = ful u(e) (@)

in (a,b).

Proof. Exercise. Hints: For fixed ¢ € C?[a,b] with ¢(a) = ¢(b) = 0 and
real €, |e| < €, set g(€) = E(u + e¢). Since g(0) < g(e) it follows ¢'(0) = 0.
Integration by parts in the formula for ¢’(0) and the following basic lemma
in the calculus of variations imply Euler’s equation.
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a b X
Figure 1.5: Admissible variations

Basic lemma in the calculus of variations. Let h € C(a,b) and

b
/ h@)é(x) dz = 0

for all ¢ € Cl(a,b). Then h(z) =0 on (a,b).

Proof. Assume h(xg) > 0 for an xg € (a,b), then there is a 6 > 0 such that
(xog — 6,20+ 9) C (a,b) and h(x) > h(xg)/2 on (xg — I, z9 + ). Set

_ (52—|x—m0|2)2 if z€(xg—3d,20+9)
¢(x)_{ 0 if z€(a,b)\[zo—3,z0+ 7]

Thus ¢ € C(a,b) and

b T zo+9o
/ h(z)p(z) de > @/ ¢(z) dx > 0,

0—0

which is a contradiction to the assumption of the lemma. O

1.2.2 Partial differential equations

The same procedure as above applied to the following multiple integral leads
to a second-order quasilinear partial differential equation. Set

E(v) :/Q F(x,v,Vv) dz,
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where Q C R” is a domain, z = (z1,...,%,), v = v(z) : Q — R, and
Vv = (Vgyy...,0sz,). Assume that the function F' is sufficiently regular in
its arguments. For a given function h, defined on 952, set

V={veC*%Q): v=hondN}.
Euler equation. Let u € V' be a solution of (P), then

n
0
g +—F, —F,=0
—~ Qx;
=1

in €.

Proof. Exercise. Hint: Extend the above fundamental lemma of the calculus
of variations to the case of multiple integrals. The interval (z¢— 9,29 +9) in

the definition of ¢ must be replaced by a ball with center at xzg and radius
0.

Example: Dirichlet integral

In two dimensions the Dirichlet integral is given by

D(v) —/Q (vg—l-vg) dxdy

and the associated Euler equation is the Laplace equation Au = 0 in €.
Thus, there is natural relationship between the boundary value problem

Au=0 inQ, u=h on 0N
and the variational problem

min D(v).

But these problems are not equivalent in general. It can happen that the
boundary value problem has a solution but the variational problem has no
solution, see for an example Courant and Hilbert [4], Vol. 1, p. 155, where
h is a continuous function and the associated solution u of the boundary
value problem has no finite Dirichlet integral.

The problems are equivalent, provided the given boundary value function
h is in the class H'/?(9Q), see Lions and Magenes [14].
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Example: Minimal surface equation

The non-parametric minimal surface problem in two dimensions is to
find a minimizer v = u(z1, z2) of the problem

13%1‘1{/1/Q \V1+0v2 +0 de,

where for a given function h defined on the boundary of the domain (2

V={veCYQ): v="hondN}.

Figure 1.6: Comparison surface

Suppose that the minimizer satisfies the regularity assumption u € C2(1),
then u is a solution of the minimal surface equation (Euler equation) in

8 le 8 u$2
Ox1 <\/1+|Vu]2> Oz <\/1+|Vu2> (1)

In fact, the additional assumption u € C?(£2) is superfluous since it follows
from regularity considerations for quasilinear elliptic equations of second
order, see for example Gilbarg and Trudinger [9].

Let Q = R?. Each linear function is a solution of the minimal surface
equation (1.1). It was shown by Bernstein [2] that there are no other solu-
tions of the minimal surface quation. This is true also for higher dimensions
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n < 7, see Simons [19]. If n > 8, then there exists also other solutions which
define cones, see Bombieri, De Giorgi and Giusti [3].

The linearized minimal surface equation over v = 0 is the Laplace equa-
tion Au = 0. In R? linear functions are solutions but also many other
functions in contrast to the minimal surface equation. This striking differ-
ence is caused by the strong nonlinearity of the minimal surface equation.

More general minimal surfaces are described by using parametric rep-
resentations. An example is shown in Figure 1.7'. See [18], pp. 62, for
example, for rotationally symmetric minimal surfaces.

Figure 1.7: Rotationally symmetric minimal surface

Neumann type boundary value problems

Set V = C'(Q) and

E(v) = /Q F(z,v,Vv) do — / gz, v) ds,

o0
where F' and ¢ are given sufficiently regular functions and 2 C R” is a
bounded and sufficiently regular domain. Assume u is a minimizer of E(v)
in V, that is
ueV: E(u)<E(v) forallvelV,

! An experiment from Beutelspacher’s Mathematikum, Wissenschaftsjahr 2008, Leipzig
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then

n

/ (ZFUIZ(JL’,U,VU)QZ)IZ + Fu($,U7VU)¢)) dx
Q

=1

— / gu(z,u)p ds =0
o0

for all ¢ € C1(Q). Assume additionally u € C?(f), then u is a solution of
the Neumann type boundary value problem

"9
> —F, —-F, = 0inQ
° 8561 4
=1
n
ZFuziVi_gu = 0 on 09,
=1

where v = (v1,...,1y) is the exterior unit normal at the boundary 092. This
follows after integration by parts from the basic lemma of the calculus of
variations.

Example: Laplace equation

Set

1
E(v) = 5/9 \Vo|? dz — /(99 h(z)v ds,

then the associated boundary value problem is

Au = 0 inQ
% = h on 9
5 0 .

Example: Capillary equation
Let Q C R? and set
E(v):/ V14 |Vol? dm—i—g/ v? dm—cosv/ v ds.
Q Q a0

Here k is a positive constant (capillarity constant) and + is the (constant)
boundary contact angle, i. e., the angle between the container wall and
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the capillary surface, defined by v = v(x1,x2), at the boundary. Then the
related boundary value problem is

div (Tu) = kKu in Q
v-Tu = cosvy on 0f),

where we use the abbreviation
Vu

V1+[Val?

div (T'u) is the left hand side of the minimal surface equation (1.1) and it
is twice the mean curvature of the surface defined by z = u(z1,z2), see an
exercise.

The above problem describes the ascent of a liquid, water for example,
in a vertical cylinder with cross section 2. Assume the gravity is directed
downwards in the direction of the negative xs-axis. Figure 1.8 shows that
liquid can rise along a vertical wedge which is a consequence of the strong
nonlinearity of the underlying equations, see Finn [7]. This photo was taken

Tu =

Figure 1.8: Ascent of liquid in a wedge

from [15].
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1.3 Exercises

1.

Find nontrivial solutions u of

Ugly — Uyx =0 .

. Prove: In the linear space C?(R?) there are infinitely many linearly

independent solutions of Au = 0 in R2.
Hint: Real and imaginary part of holomorphic functions are solutions
of the Laplace equation.

Find all radially symmetric functions which satisfy the Laplace equa-
tion in R™\ {0} for n > 2. A function u is said to be radially symmetric
if u(x) = f(r), where r = (327 22)1/2.

Hint: Show that a radially symmetric u satisfies Au = r1—" (r”fl 1 )/
by using Vu(z) = f'(r)%.

Prove the basic lemma in the calculus of variations: Let 2 C R" be a
domain and f € C(£2) such that

/ F(@)h(z) dz = 0
Q

for all h € C3(Q2). Then f =0 in Q.

Write the minimal surface equation (1.1) as a quasilinear equation of
second order.

Prove that a sufficiently regular minimizer in C(Q) of

E@):/Q F(z,v, Vv) dx—/ g(v,v) ds,

o0

is a solution of the boundary value problem

ZiFuw,—Fu = 0 inQ
i=1 Oz;

n
ZFuziVi —gu = 0 on 09,
i=1

where v = (v1, ..., vy) is the exterior unit normal at the boundary 0f2.
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7. Prove that v - Tu = cosvy on 0f2, where y is the angle between the

10.

container wall, which is here a cylinder, and the surface S, defined by
z = u(x1,z2), at the boundary of S, v is the exterior normal at 9f.

Hint: The angle between two surfaces is by definition the angle between
the two associated normals at the intersection of the surfaces.

. Let © be bounded and assume u € C?(Q) is a solution of

divTu = Cin

\Y
vo——2% cos~y on 02,

V14 [Vul|?
where C' is a constant.

Prove that 09
C=——cosvy.
|€2]

Hint: Integrate the differential equation over (.

. Assume €2 = Br(0) is a disc with radius R and the center at the origin.

Show that radially symmetric solutions u(z) = w(r), r = \/a? + z3,
of the capillary boundary value problem are solutions of

( rw’ !
_— = grw mM0<r<R
\/1—|—w’2)

'LU/

\/ﬁ = COos7y lf'l":R

Remark. Tt follows from a maximum principle of Concus and Finn [7]
that a solution of the capillary equation over a disc must be radially
symmetric.

Find all radially symmetric solutions of

< rw’ !
_ = Cr mO0<r<R
\/1+w’2>

’LU,

V1+w?

Hint: From an exercise above it follows that

= cosvy if r=R.

2
C= R 087
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11. Show that div Twu is twice the mean curvature of the surface defined
by z = u(x1,x2).



Chapter 2

Equations of first order

For a given sufficiently regular function F' the general equation of first order
for the unknown function wu(z) is

F(z,u,Vu) =0

in € R™. The main tool for studying related problems is the theory of
ordinary differential equations. This is quite different for systems of partial
differential of first order.

The general linear partial differential equation of first order can be writ-
ten as

Z a;(x)ug, + c(x)u = f(x)
i=1

for given functions a;, ¢ and f. The general quasilinear partial differential
equation of first order is

n

Z a;(z, u)uz, + c(x,u) = 0.

=1
2.1 Linear equations

Let us begin with the linear homogeneous equation
ai(x,y)ug + az(x,y)uy = 0. (2.1)

Assume there is a C!-solution z = u(z,y). This function defines a surface
S which has at P = (z,y, u(x,y)) the normal

1
No o (—uy, —uy, 1
\/1—|-|Vu|2( o~y 1)

25
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and the tangential plane defined by

C— 2z =ug(x,y)(§ — x) +uy(z,y)(n —y).

Set p = ug(z,y), ¢ = uy(z,y) and z = u(z,y). The tuple (z,vy,2,p,q) is
called surface element and the tuple (z,y, z) support of the surface element.
The tangential plane is defined by the surface element. On the other hand,
differential equation (2.1)

ai(z,y)p+ az(z,y)g =0

defines at each support (z,y, z) a bundle of planes if we consider all (p, q) sat-
isfying this equation. For fixed (x,y), this family of planes II(\) = II(\; z, y)
is defined by a one parameter family of ascents p(A) = p(A;z,y), q(A) =
q(X;x,y). The envelope of these planes is a line since

a1(z, y)p(A) + az(z,y)g(A) =0,

which implies that the normal N(\) on II()) is perpendicular on (ai, az,0).
Consider a curve x(7) = (z(7),y(7), 2(7)) on S, let Tk, be the tangential
plane at xg = (x(70), y(70), 2(70)) of S and consider on T, the line

L: (o) =x%x¢+0x (1), 0€R,

see Figure 2.1.

We assume L coincides with the envelope, which is a line here, of the
family of planes II(\) at (x,y,z). Assume that T, = II()\p) and consider
two planes

M(Xo): z—20 = (z—m0)p(Ao)+ (¥ —vo)a(Mo)
OMo+h): z—20 = (v—z0)p(Ao+h)+ (y—1yo)g(Ao+h).

At the intersection /(o) we have
(z —20)p(Ao) + (¥ — yo)a(Ao) = (z — zo)p(ro + 1) + (y — yo)q(ro + R).

Thus,
2'(10)p' (M) + y'(10)q' (No) = 0.

From the differential equation

a1(2(10), y(10))p(A) + a2(x(70), y(70))g(A) = 0
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X

Figure 2.1: Curve on a surface

it follows
alp/()\o) + a2q/()\0) =0.

Consequently

(T

(@'(1),9/(r)) = m(al(w(ﬂ,y(ﬂ),az(w(T),y(T)%

since 7p was an arbitrary parameter. Here we assume that 2/(7) # 0 and

a1 (z(7),y(7)) # 0.

Then we introduce a new parameter ¢ by the inverse of 7 = 7(¢), where
T x/(s)
t(r) = ————— ds.
SN e ove)
It follows z'(t) = a1(z,y), y'(t) = az(x,y). We denote x(7(¢)) by x(t) again.
Now we consider the initial value problem

2'(t) = ar(x,y), y'(t) =az(x,y), x(0)=z0, y(0)=ypo. (22

From the theory of ordinary differential equations it follows (Theorem of
Picard-Lindeldf) that there is a unique solution in a neighbouhood of ¢ = 0
provided the functions a;, ag are in C'. From this definition of the curves



28 CHAPTER 2. EQUATIONS OF FIRST ORDER

(x(t),y(t)) is follows that the field of directions (a1 (xo, yo), a2(xo, yo)) defines
the slope of these curves at (z(0),y(0)).

Definition. The differential equations in (2.2) are called characteristic
equations or characteristic system and solutions of the associated initial value
problem are called characteristic curves.

Definition. A function ¢(z,y) is said to be an integral of the characteristic
system if ¢(x(t),y(t)) = const. for each characteristic curve. The constant
depends on the characteristic curve considered.

Proposition 2.1. Assume ¢ € Cl is an integral, then u = ¢(z,y) is a
solution of (2.1).

Proof. Consider for given (zg,yo) the above initial value problem (2.2).
Since ¢(x(t),y(t)) = const. it follows

(2535.%/ + (byy/ =0
for |t| < to, to > 0 and sufficiently small. Thus

b2 (0, Yo)a1(xo, Yo) + ¢y (0, yo)az(zo, yo) = 0.

d

Remark. If ¢(x,y) is a solution of equation (2.1) then also H(¢(z,y)),
where H(s) is a given C!-function.

Examples

1. Consider
a1y + aguy = 0,

where a1, ag are constants. The system of characteristic equations is
¥ =a1, ¥y = as.
Thus the characteristic curves are parallel straight lines defined by

r=ait+ A, y=ast+ B,
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where A, B are arbitrary constants. From these equations it follows that

o(x,y) = asx — ary

is constant along each characteristic curve. Consequently, see Proposi-
tion 2.1, u = asx — a1y is a solution of the differential equation. From
an exercise it follows that

u = H(a2x — ary), (2.3)

where H (s) is an arbitrary C!-function, is also a solution. Since u is constant
when asz — a1y is constant, equation (2.3) defines cylinder surfaces which
are generated by parallel straight lines which are parallel to the (x, y)-plane,
see Figure 2.2.

4

/y

X

Figure 2.2: Cylinder surfaces

2. Consider the differential equation
Tug + Yuy = 0.
The characteristic equations are

! !
r=,y =Y
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and the characteristic curves are given by
xr = Ae', y = Bel,

where A, B are arbitrary constants. Thus, an integral is y/z,  # 0, and for
a given C''-function the function u = H(x/y) is a solution of the differential
equation. If y/x = const., then u is constant. Suppose that H'(s) > 0,
for example, then u defines right helicoids (in German: Wendelfldchen), see
Figure 2.3

Figure 2.3: Right helicoid, a® < 2% + y* < R? (Museo Ideale Leonardo da
Vinci, Italy)

3. Consider the differential equation
Yuz — Tuy = 0.

The associated characteristic system is

/ /
=y, y =

If follows
'+ yy' =0,
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or, equivalently,

d
E( 2+y2):07

which implies that 2 + 32 = const. along each characteristic. Thus, rota-
tionally symmetric surfaces defined by u = H(z? 4 y?), where H' # 0, are
solutions of the differential equation.
4. The associated characteristic equations to

ayuz + bruy, = 0,
where a, b are positive constants, are given by

2 =ay, y = bx.

It follows bxz’ — ayy’ = 0, or equivalently,

d
E(b 2 —ay?) =0.

Solutions of the differential equation are u = H(bx? — ay?), which define
surfaces which have a hyperbola as the intersection with planes parallel to
the (z,y)-plane. Here H(s) is an arbitrary C'-function, H'(s) # 0.

2.2 Quasilinear equations

Here we consider the equation
ai(z,y, u)ug + az(z,y, w)u, = az(z,y,uw). (2.4)
The inhomogeneous linear equation
a1(z,y)ug + az(z, y)uy = a3(z,y)

is a special case of (2.4).

One arrives at characteristic equations 2’ = ay, v = a2, 2/ = a3

from (2.4) by the same arguments as in the case of homogeneous linear
equations in two variables. The additional equation 2z’ = a3 follows from

(1) = pN)'(7) +a(N)y' (1)
= pai+qa
= a3,

see also Section 2.3, where the general case of nonlinear equations in two
variables is considered.
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2.2.1 A linearization method

We can transform the inhomogeneous equation (2.4) into a homogeneous
linear equation for an unknown function of three variables by the following
trick.

We are looking for a function ¢ (z, y, u) such that the solution u = u(z, y)
of (2.4) is defined implicitly by ¥ (z,y,u) = const. Assume there is such a
function ¢ and let u be a solution of (2.4), then

Yz + Yuty =0, Yy + Puuy = 0.
Assume ), # 0, then

SR
P’ Yu
From (2.4) we obtain
aj (:Ua Y, ZW:E + ag(.%', Y, Z)¢y + a3($7 Y, Z)wz =0, (25)

where z := u.
We consider the associated system of characteristic equations

1'/(t) = al(waya Z)
y/(t) = ag(m,y, Z)
Z(t) = as(z,y,2).

One arrives at this system by the same arguments as in the two-dimensional
case above.

Proposition 2.2. (i) Assume w € C!, w = w(x,y,2), is an integral, i.
e., it is constant along each fized solution of (2.5), then ¥ = w(x,y,2) is a
solution of (2.5).

(ii) The function z = u(x,y), implicitly defined through ¥ (x,u, z) = const.,
is a solution of (2.4), provided that ¢, # 0.

(iii) Let z = u(x,y) be a solution of (2.4) and let (x(t),y(t)) be a solution of

wl(t) = al(xayvu(xay))> y/(t) = @(:U,y,u(:v,y)),

then z(t) := u(x(t), y(t)) satisfies the third of the above characteristic equa-
tions.

Proof. Exercise.
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2.2.2 Initial value problem of Cauchy

Consider again the quasilinear equation

(*) a1($7yau)um +a2(:c,y,u)uy = a3(x7yau)'
Let

I': xz=uz0(s), y=y0(s), 2 =20(5), s1 < s <359, —00< 8] <82 <400

be a regular curve in R® and denote by C the orthogonal projection of T
onto the (z,y)-plane, i. e.,

C: w=ux0(s), y=1uo(s)

Initial value problem of Cauchy: Find a C'-solution v = u(z,y) of
(%) such that u(zo(s),yo(s)) = 20(s), 1. e., we seek a surface S defined by
z = u(x,y) which contains the curve I.

V4

Figure 2.4: Cauchy initial value problem

Definition. The curve I' is said to be noncharacteristic if

o (s)az(wo(s), yo(s)) — yo(s)ai(zo(s), yo(s)) # 0.

Theorem 2.1. Assume ai, as, as € C' in their arguments, the initial data
To, Yo, 20 € C'[s1,52] and T' is noncharacteristic.
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Then there is a neighbourhood of C such that there exists exactly one
solution u of the Cauchy initial value problem.

Proof. (i) Existence. Consider the following initial value problem for the
system of characteristic equations to (*):

2(t) = ai(z,y,z2)
y/(t) = a2(l"y’ Z)
Z(t) = as(z,y,2)

with the initial conditions

z(s,0) = x0(s)
y(s,0) = yo(s)
2(s,0) = zp(s).

Let x = z(s,t), y = y(s,t), z = z(s,t) be the solution, s; < s < s, |t| <7
for an n > 0. We will show that this set of strings sticked onto the curve
I', see Figure 2.4, defines a surface. To show this, we consider the inverse
functions s = s(z,y), t = t(z,y) of x = z(s,t), y = y(s,t) and show that
z(s(x,y),t(x,y)) is a solution of the initial problem of Cauchy. The inverse
functions s and ¢ exist in a neighbourhood of ¢ = 0 since

9(z,y) ’ _
(s, t) lt=0

Ts Tt
Ys Yt

det = z5(s)ag — yy(s)ar # 0,

t=0

and the initial curve I' is noncharacteristic by assumption.
Set

w(@,y) = z(s(z,y), 1z, y)),

then u satisfies the initial condition since

w(z,y)l=o0 = 2(s,0) = zo(s).

The following calculation shows that u is also a solution of the differential
equation ().

a1y + agy = a1(2s8; + 2ity) + az(zssy + zty)
= zs(ai1sz + assy) + z(aity + asty)
= Zs(sxxt + Syyt) + Zt(txft + tyyt)

= a3
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since 0 = sy = 5,74 + sy and 1 =t = L4 + tyy;.

(ii) Uniqueness. Suppose that v(z,y) is a second solution. Consider a point
(2’,y') in a neighbourhood of the curve (zo(s),y(s)), s1 —€ < s < 59 + ¢,
e > 0 small. The inverse parameters are s' = s(2/,y/), t' = t(2/,y), see
Figure 2.5.

x.y’)

%o($)¥ (s))

Figure 2.5: Uniqueness proof

Let
Az a(t) = a(s ), y(t) =y(s's 1), 2(t) = 2(s, 1)
be the solution of the above initial value problem for the characteristic dif-
ferential equations with the initial data

2(s',0) = 20(s'), y(s',0) = yo(s'), 2(s',0) = zo(s").
According to its construction this curve is on the surface S defined by v =
uw(z,y) and u(z’,y’) = z(s',¢'). Set
e(t) = v(x(t),y(t)) — 2(1),
then
() = v +uy — 2
= zza1 +vyaz —az =0

and

¢(0) = ’U(x(slv 0)7 y(sl7 0)) - Z(Slv 0) =0
since v is a solution of the differential equation and satisfies the initial con-
dition by assumption. Thus, ¢(t) =0, i. e.,

v(z(s',t),y(s',t)) — 2(s',t) = 0.
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Set t = t/, then
v y) — 2(s',t') =0,

which shows that v(2/,y") = u(2’,y’) because of z(s',t') = u(z’,y’). O
Remark. In general, there is no uniqueness if the initial curve I' is a

characteristic curve, see an exercise and Figure 2.6 which illustrates this
case.

X

Figure 2.6: Multiple solutions

Examples

1. Consider the Cauchy initial value problem
Ug + Uy =0
with the initial data
z0(s) = s, yo(s) = 1, zo(s) is a given C'-function.

These initial data are noncharacteristic since yya; —zpaz = —1. The solution
of the associated system of characteristic equations
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with the initial conditions
x(s,0) = zo(s), y(s,0) =yo(s), z(s,0) = 2zp(s)

is given by
x=t+x0(s), y=t+uyo(s), z=20(s),

i. e.,
rx=t+s, y=t+1, z=z(s).

It follows s =x —y+1, t = y — 1 and that u = zp(x —y + 1) is the solution
of the Cauchy initial value problem.

2. A problem from kinetics in chemistry. Consider for x > 0, y > 0 the
problem

Uy + Uy = (k’gefklm + kg) (1 —w)
with initial data
u(z,0) =0, z >0, and u(0,y) = uo(y), y > 0.

Here the constants k; are positive, these constants define the velocity of the
reactions in consideration, and the function ug(y) is given. The variable z
is the time and y is the hight of a tube, for example, in which the chemical
reaction takes place, and u is the concentration of the chemical substance.

In contrast to our previous assumptions, the initial data are not in C*.
The projection C; UCs of the initial curve onto the (z,y)-plane has a corner
at the origin, see Figure 2.7.

y
X=y

Figure 2.7: Domains to the chemical kinetics example
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The associated system of characteristic equations is
2 =1, () =1, Z(t) = (koe—kw v k2> (1-2).

It follows x = t 4 ¢1, y = t + co with constants ¢;. Thus the projection
of the characteristic curves on the (x,y)-plane are straight lines parallel to
y = x. We will solve the initial value problems in the domains 1 and €,
see Figure 2.7, separately.

(1) The initial value problem in ;. The initial data are
zo(s) =s, yo(s) =0, 20(0) =0, s >0.
It follows
r=ux(s,t) =t+s, y=y(s,t)="1.

Thus
2(t) = (koe M) 4 ky)(1 — 2), 2(0) = 0.

The solution of this initial value problem is given by

k ki
2(s,t) = 1— exp (k_(l)e-msm gt — k_(l)e_kls> |

Consequently
-1 @ —kiz _ _ —k1(z—y)
ui(z,y) =1 —exp 7 © koy — kokie
1

is the solution of the Cauchy initial value problem in ;. If time x tends to

00, we get the limit

lim uy(z,y) =1—e*2v,
r—00

(ii) The initial value problem in a. The initial data are here

zo(s) =0, yo(s) = s, 20(0) = up(s), s > 0.

It follows
r=ux(s,t) =t, y=y(s,t) =t+s.

Thus
2 (t) = (koe_klt + ko)(1—2), 2(0) =0.



2.2. QUASILINEAR EQUATIONS 39

The solution of this initial value problem is given by

2(s,t) =1 — (1 —up(s)) exp (ﬁe_klt — kot — @> .

k1 k1
Consequently
k k
ua(y) = 1— (1 — uoly — 2)) exp (—Ok . —0>
k1 k1
is the solution in €s.
If x = y, then
k k
ui(z,y) = 1—exp (k—(ljek”c — kox — k—?)
k k
ug(z,y) = 1—(1—1up(0))exp Dok _ fr — 22
k1 k1

If up(0) > 0, then uy < ug if x =y, i. e., there is a jump of the concentration
of the substrate along its burning front defined by z = y.

Remark. Such a problem with discontinuous initial data is called Riemann
problem. See an exercise for another Riemann problem.
The case that a solution of the equation is known

Here we will see that we get immediately a solution of the Cauchy initial
value problem if a solution of the homogeneous linear equation

ai(z,y)ug + az(z, y)uy =0

is known.
Let

.’L'(](S), y0(8)7 ZO(S), 81 <8< 8y

be the initial data and let u = ¢(x,y) be a solution of the differential equa-
tion. We assume that

o (0(8), y0(s)) 70 (5) + by(x0(s), y0(5))yo(s) # 0

is satisfied. Set g(s) = ¢(xo(s),yo(s)) and let s = h(g) be the inverse
function.

The solution of the Cauchy initial problem is given by ug (h(¢(z,y))).
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This follows since in the problem considered a composition of a solution is

a solution again, see an exercise, and since

uo (h(¢(z0(s),90(s))) = uo(h(g)) = uo(s)-

Ezample: Consider equation
Ug + Uy =0
with initial data
xo(s) = s, yo(s) =1, ug(s) is a given function.
A solution of the differential equation is ¢(z,y) = x —y. Thus
P((zo(s),y0(s)) =s—1

and
up(¢ + 1) = up(z —y + 1)

is the solution of the problem.

2.3 Nonlinear equations in two variables

Here we consider equation

F(z,y,z,p,q) =0,

(2.6)

where 2z = u(z,y), p = uz(z,y), ¢ = uy(z,y) and F € C? is given such that

2 2
F2 4+ F2#0.

In contrast to the quasilinear case, this general nonlinear equation is
more complicated. Together with (2.6) we will consider the following system
of ordinary equations which follow from considerations below as necessary
conditions, in particular from the assumption that there is a solution of

(2.6).
Z(t) = F,
y'(t) = Iy
Z(t) = pFy+qF,
p(t) = —F—Fup
q(t) = —Fy — Fuq

—_ =
S © oo
S— N N N N
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Definition. Equations (2.7)—(2.11) are said to be characteristic equations
of equation (2.6) and a solution

(x(8), y(t), 2(2), p(t), 4(1))

of the characteristic equations is called characteristic strip or Monge curve.

Figure 2.8: Gaspard Monge (Panthéon, Paris)

We will see, as in the quasilinear case, that the strips defined by the char-
acteristic equations build the solution surface of the Cauchy initial value
problem.

Let z = u(z,y) be a solution of the general nonlinear differential equa-
tion (2.6).

Let (zg, yo, z0) be fixed, then equation (2.6) defines a set of planes given
by (xo0, Y0, 20, P, q), 1. €., planes given by z = v(z, y) which contain the point
(20, Yo, 2z0) and for which v, = p, v, = q at (x¢, yo). In the case of quasilinear
equations these set of planes is a bundle of planes which all contain a fixed
straight line, see Section 2.1. In the general case of this section the situation
is more complicated.

Consider the example

P+ ¢ = fz,y,2), (2.12)
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where f is a given positive function. Let E be a plane defined by z = v(z, y)
and which contains (zg, yo, 20). Then the normal on the plane E directed

downward is .

m(ﬁa q,—1),

where p = v,(20,v0), ¢ = vy(x0,y0). It follows from (2.12) that the normal
N makes a constant angle with the z-axis, and the z-coordinate of N is
constant, see Figure 2.9.

M)

X

Figure 2.9: Monge cone in an example

Thus the endpoints of the normals fixed at (xg,yo,20) define a circle
parallel to the (z,y)-plane, i. e., there is a cone which is the envelope of all
these planes.

We assume that the general equation (2.6) defines such a Monge cone at
each point in R3. Then we seek a surface S which touches at each point its
Monge cone, see Figure 2.10.

More precisely, we assume there exists, as in the above example, a one
parameter C'-family

p(A) =p(Xiz,y,2), q(A) =q(Xi2,y,2)
of solutions of (2.6). These (p(A), ¢(A)) define a family II(\) of planes.
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s
5 7 <5

/y

X

Figure 2.10: Monge cones

Let
x(7) = ((1), y(7), 2(7))

be a curve on the surface S which touches at each point its Monge cone,
see Figure 2.11. Thus we assume that at each point of the surface S the
associated tangent plane coincides with a plane from the family II(\) at
this point. Consider the tangential plane Ty, of the surface S at x¢o =
(z(10),y(70), 2(70)). The straight line

1(0) = x0 + 0%/ (1), —00 < 0 < 00,

is an apothem (in German: Mantellinie) of the cone by assumption and is
contained in the tangential plane T, as the tangent of a curve on the surface
S. Tt is defined through

x'(19) =1 (o). (2.13)
The straight line 1(o) satisfies
13(0) — z0 = (l(o) — wo)p(Ao) + (l2(0) — y0)a(No),

since it is contained in the tangential plane Ty, defined by the slope (p, q).
It follows

I3(0) = p(Xo)li (o) + q(Ao)ly(0).
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X

Figure 2.11: Monge cones along a curve on the surface

Together with (2.13) we obtain

(1) = p(A)a' (1) + q(o)y' (7). (2.14)

The above straight line 1 is the limit of the intersection line of two neigh-
bouring planes which envelopes the Monge cone:

z—2z0 = (z—x0)p(Ao)+ (¥ — v0)g(Xo)
z—z0 = (z—z0)p(Ao+h)+ (y—v0)g(Xo+h).

On the intersection one has
(z = z0)p(A) + (¥ — y0)a(Xo) = (z — zo)p(Ao + 1) + (¥ — yo)a(Xo + h).
Let h — 0, it follows
(z = 20)p (M) + (¥ — ¥0)d' (No) = 0.
Since x = l1(0), y = l2(0) in this limit position, we have
P'(Qo)li(0) +d'(Mo)ls(0) = 0,
and it follows from (2.13) that

P' (M) (1) +d'(Mo)y'(7) = 0. (2.15)
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From the differential equation F'(xg,yo, 20, p(A), ¢(A)) = 0 we see that
Fyp'(\) + Fyd' (A) = 0. (2.16)

Assume 2/(19) # 0 and F), # 0, then we obtain from (2.15), (2.16)

y'(ro) _ Fy
2'(r0)  Fp’
and from (2.14) (2.16) that
Z'(10) F,
ZL'/(T()) =p+ qu~

It follows, since 79 was an arbitrary fixed parameter,
x'(r) = (a'(1).,y(1),7 (1))
F F,
_ / reoNta o g q
- (vt (rragt))
/(1)

= F (Fp7Fq7pFP+qu)7
p

i. e., the tangential vector x(7) is proportional to (Fy, Fy, pF, + ¢F,). Set

where F' = F(x(7),y(7),2(7),p(A(7)),q(A(7))). Introducing the new pa-
rameter ¢ by the inverse of 7 = 7(t), where

we obtain the characteristic equations (2.7)—(2.9). Here we denote x(7(t))
by x(t) again. From the differential equation (2.6) and from (2.7)—(2.9)
we get equations (2.10) and (2.11). Assume the surface z = u(z,y) under
consideration is in C?, then

Fp + F.p+ Fyp, + quy 0
Fo4+ FEp+a'(t)p. +y (t)py = 0
Fx+sz+p,(t) =0

) (qx = py)
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since p = p(x,y) = p(x(t),y(t)) on the curve x(¢t). Thus equation (2.10) of
the characteristic system is shown. Differentiating the differential equation
(2.6) with respect to y, we get finally equation (2.11).

Remark. In the previous quasilinear case

F(xvyv Z, D, Q) = CLl(CC, Y, Z)p + CLQ(ZC, Y, Z)q - CL3(.§C, Y, Z)

the first three characteristic equations are the same:

2'(t) = a1(z,y, 2), ¥ (t) = as(z,y, 2), 2/ (t) = az(z,y, 2).

The point is that the right hand sides are independent on p or ¢. It follows
from Theorem 2.1 that there exists a solution of the Cauchy initial value
problem provided the initial data are noncharacteristic. That is, we do not
need the other remaining two characteristic equations.

The other two equations (2.10) and (2.11) are satisfied in this quasilin-
ear case automatically if there is a solution of the equation, see the above
derivation of these equations.

The geometric meaning of the first three characteristic differential equa-
tions (2.7)—(2.11) is the following one. Each point of the curve
A (x(t),y(t), z(t)) corresponds a tangential plane with the normal direc-
tion (—p, —q, 1) such that

2(t) = p(t)a'(t) + q(t)y' ().

This equation is called strip condition. On the other hand, let z = u(x,y)
defines a surface, then z(t) := u(xz(t), y(t)) satisfies the strip condition, where
p = u, and ¢ = u,, that is, the "scales” defined by the normals fit together.

Proposition 2.3. F(z,y,z,p,q) is an integral, i. e., it is constant along
each characteristic curve.

Proof.

d
—F(z(t),y(t),2(t),p(t),q(t)) = For' + Fyy' + F.2' + Fyp' + Fyd

dt
— F,F,+ F,F, + pF.F, +qF.F,
—F,fs — F,F.p — F,F, — F,F.q
= 0.
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|

Corollary. Assume F'(z0, Yo, 20, Po, ¢o) = 0, then F' = 0 along characteristic
curves with the initial data (zo, yo, 20, Po, 90)-

Proposition 2.4. Let z = u(z,y), u € C?, be a solution of the nonlinear
equation (2.6). Set

20 = u(o, Yo, ) Po = Uz(Z0,%0), qo = Uy(To,Yo).

Then the associated characteristic strip is in the surface S, defined by z =
u(z,y). Thus

2(t) = w(z(t),y(t))
p(t) = ua(x(t),y(t))
q(t) = uy(z(t),y(1)),

where (x(t),y(t), z(t),p(t),q(t)) is the solution of the characteristic system
(2.7)—(2.11) with initial data (xo, Yo, 20, Po, 90)

Proof. Consider the initial value problem
2'(t) = 2,y u(2,y),u(z,y), uy(z,y))
y'(t) = Fylz,y,u(®,y), ua(z,y), uy(z,y))
with the initial data z(0) = z¢, y(0) = yo. We will show that
(@(t),y(@), u(@(t), y(t)), ue(z(t), y(t)), uy ((t), y(t)))

is a solution of the characteristic system. We recall that the solution exists
and is uniquely determined.

Set z(t) = u(x(t),y(t)), then (z(t),y(t),2(t)) C S, and
2 () = upx' (t) + uyy'(t) = up Fp + uy Fy.
Set p(t) = wa (2(6), (1)), a(t) = 1w, (2(2), y()), then
P(t) = ugF,+ ugyFy
q(t) = uylp+uyFy

Finally, from the differential equation F(x,y, u(z,y), uz(x,y), uy(z,y)) =0
it follows

p,(t) = —Fp—Fp
qt) = —F, — Fuq.
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2.3.1 Initial value problem of Cauchy
Let

x=x0(s), y=10(s), z=20(s), p=po(s), ¢ =qo(s), s1 <s < sz, (2.17)

be a given initial strip such that the strip condition

20(8) = po(8)o(s) + qo(s)yo(s) (2.18)

is satisfied. Moreover, we assume that the initial strip satisfies the nonlinear
equation, that is,

F(z0(s),90(5), 20(8),p0(s),q0(s)) = 0. (2.19)

Initial value problem of Cauchy: Find a C?-solution z = u(z,y) of
F(z,y,z,p,q) = 0 such that the surface S defined by z = u(x,y) contains
the above initial strip.

Similar to the quasilinear case we will show that the set of strips de-
fined by the characteristic system which are sticked at the initial strip, see
Figure 2.12, fit together and define the surface for which we are looking at.

Definition. A strip (z(7),y(7),2(7),p(7),q(7)), 11 < T < T2, is said to be
noncharacteristic if

Theorem 2.2. For a given noncharacteristic initial strip (2.17), xo, yo, 20 €

C? and po, qo € C which satisfies the strip condition (2.18) and the dif-
ferential equation (2.19) there exists exactly one solution z = u(z,y) of

the Cauchy initial value problem in a meighbourhood of the initial curve
(xo(s),y0(8), 20(8)), i. e., z =u(x,y) is the solution of the differential equa-

tion (2.6) and u(zo(s),yo(s)) = 20(s), ue(zo(s),y0(s)) = po(s), uy(zo(s),yo(s)) =
qo(s)-

Proof. Consider the system (2.7)—(2.11) with initial data
z(s,0) = zo(s), y(s,0) = yo(s), 2(s,0) = z0(s), p(s,0) = po(s), q(s,0) = qo(s).

We will show that the surface defined by = = x(s,t), y(s,t) is the surface
defined by z = u(x,y), where u is the solution of the Cauchy initial value
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O

t=0

X

Figure 2.12: Construction of the solution

problem. It turns out that u(x,y) = z(s(x,y),t(x,y)), where s = s(z,y),
t = t(z,y) is the inverse of x = z(s,t), y = y(s, t) in a neighourhood of ¢ = 0.
This inverse exists since the initial strip is noncharacteristic by assumption:

I(z,y)

det (s, t) lt=0

= onq - yqu 75 0.

Set
P(.%,y) :p(s(x,y),t(x,y)), Q(l'?y) - q(s(x,y),t(x,y)).

From Proposition 2.3 and Proposition 2.4 it follows F'(z,y,u, P,Q) = 0. We
will show that P(x,y) = us(z,y) and Q(x,y) = uy(x,y). To see this, we
consider the function

h(s,t) = 25 — prs — qys.
One has
h(s,0) = zy(s) — po(s)xo(s) — qo(s)yp(s) = 0
since the initial strip satisfies the strip condition by assumption. In the

following we will find that for fixed s the function h satisfies a linear ho-
mogeneous ordininary differential equation of first order. Consequently,
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h(s,t) = 0 in a neighbourhood of ¢ = 0. Thus the strip condition is also sat-
isfied along strips transversally to the characteristic strips, see Figure 2.18.
Thaen the set of ”scales” fit together and define a surface like the scales of
a fish.

From the definition of h(s,t) and the characteristic equations we get
hi(s,t) = 2s — PtTs — QYs — DTst — qQYst
= %@rmm—%0+mm+%w—%%—M%
= (p2s + qys) Fz + Fows + Fyzs + Fpps + Fygs.

Since F(x(s,t),y(s,t),z(s,t),p(s,t),q(s,t)) = 0, it follows after differentia-
tion of this equation with respect to s the differential equation

hy = —Fh.
Hence h(s,t) =0, since h(s,0) = 0.

Thus we have

Zs = PTs+qys

2t = PT+qYs
Zs = UgTs+ UyYs
Zt = UglYt + UylYs.

The first equation was shown above, the second is a characteristic equation
and the last two follow from z(s,t) = u(xz(s,t),y(s,t)). This system implies

(P —ug)zs +(Q — uy)ys
(P —uz)we +(Q —uy)yr =

It follows P = u, and Q = u,.
The initial conditions

u(z(s,0),y(s,0)) = 2zo(s)
s (2(5,0), 5(5,0)) = po(s)
uy(2(s,0),9(s,0)) = qo(s
are satisfied since
u(z(s,t),y(s,t)) = z(s(z,y),t(x,y)) = 2(s,t
ug(x(s,t),y(s,t)) = p(s(z,y), t(x,y)) =p(s,t
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The uniqueness follows as in the proof of Theorem 2.1. |
Example. A differential equation which occurs in the geometrical optic is

Uy +uy = f(2,y),

where the positive function f(x,y) is the index of refraction. The level sets
defined by u(z,y) = const. are called wave fronts. The characteristic curves
(z(t),y(t)) are the rays of light. If n is a constant, then the rays of light are
straight lines. In R3 the equation is

u? +u§ +u? = f(z,y,2).

Thus we have to extend the previous theory from R? to R, n > 3.

2.4 Nonlinear equations in R"
Here we consider the nonlinear differential equation
F(z,z,p) =0, (2.20)

where
x:(‘r17"~7xn)7 Z:u(x) QCRTLHR’ pZVU

The following system of 2n + 1 ordinary differential equations is called char-
acteristic system.

2'(t) = V,F
Z(t) = p-V,F
p'(t) = —V.F— F.p.
Let
.’IJ()(S) = (.’1301(3), s 7x0’n<3>)7 s = (817 R Sn—l)u

be a given regular (n-1)-dimensional C2-hypersurface in R”, i. e., we assume

ankaL(s) =n—1.
0s
Here s € D is a parameter from an (n — 1)-dimensional parameter domain
D.
For example, © = xo(s) defines in the three dimensional case a regular
surface in R3.
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Assume
20(s): DR, po(s) = (po1(s),--.,pon(s))

are given sufficiently regular functions.
The (2n + 1)-vector

(zo(s), 20(s), po(s))
is called initial strip manifold and the condition

%771—1 .(S)am

1=

l=1,...,n—1, strip condition.
The initial strip manifold is said to be noncharacteristic if

Fm sz T Fpn
0z01 dzo2 . Oxon
det 0s1 0s1 0s1 ?é 0
)
85601 (93302 6x0n
857171 88n71 68n71

where the argument of Fj,; is the initial strip manifold.

Initial value problem of Cauchy. Seek a solution z = wu(x) of the
differential equation (2.20) such that the initial manifold is a subset of
{(z,u(z), Vu(z)) : =€ Q}.

As in the two dimensional case we have under additional regularity as-
sumptions

Theorem 2.3. Suppose the initial strip manifold is not characteristic and
satisfies differential equation (2.20), that is, F(xzo(s), z0(s),po(s)) = 0. Then
there is a neighbourhood of the initial manifold (xo(s), z0(s)) such that there
exists a unique solution of the Cauchy initial value problem.

Sketch of proof. Let
x =x(s,t), z=z(s,t), p=0p(s,t)

be the solution of the characteristic system and let
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be the inverse of = x(s,t) which exists in a neighbourhood of ¢ = 0. Then,
it turns out that

z=u(z):=z(s1(x1,. .y xn)y oy Sn—1(T1, ..o, Tp), t(X1, ..., Tp))

is the solution of the problem.

2.5 Hamilton-Jacobi theory
The nonlinear equation (2.20) of previous section in one more dimension is

F(l’l, <oy Tny Tt 152, P1y - - - apn:pn-i-l) = 0.

The content of the Hamilton!-Jacobi? theory is the theory of the special
case

F=ppt1+H(x1,...,Z0,Tnt1,01,--,0n) =0, (2.21)

i. e., the equation is linear in p,; and does not depend on z explicitly.
Remark. Formally, one can write equation (2.20)
F(z1,...,TnyUyUgyy. . Uy, ) =0
as an equation of type (2.21). Set xz,,11 = u and seek u implicitely from
d(x1, ..., T, Tyy1) = const.,

where ¢ is a function which is defined by a differential equation.
Assume ¢, ., # 0, then

0 = F(x1,...,Zp, Uy Ugyy. . Uy,)
¢ ¢
= F(ajlw"?xnaxnﬁ*lv* = yeey T = )
¢-77n+1 ¢$n+l

= :G(xlv"'7xn+17¢17"'7¢1‘n+1)'

Suppose that G%HH # 0, then

¢xn+1 - H(xla o 7wn7xn+17¢$17 .. -7¢xn+1)-

!Hamilton, William Rowan, 1805-1865
2Jacobi, Carl Gustav, 1805-1851
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The associated characteristic equations to (2.21) are

‘T;rl*l (T) = Fpn+1 = 1
(1) = F,, = Hp,, k=1,...,n
n+1 n
Z/(T) = Zplel = Zlepl + Pn+1
=1 =1
n
= > iy —H
=1
p;url (1) = —Fupy — Fipnna
= _Fxn+1
p%(T) = —Fy — Fupk

= —F, k=1,...,n.
Set t := xp41, then we can write partial differential equation (2.21) as

us + H(z,t,Vyu) =0 (2.22)

and 2n of the characteristic equations are

2'(t) = V,H(zt,p) (2.23)
p(t) = —V.H(z,t,p). (2.24)

Here is
T = (:L'la---al'n)a b= (plv"'vpn)'

Let x(t), p(t) be a solution of (2.23) and (2.24), then it follows p], ;(t) and
2/(t) from the characteristic equations

P;H-l(t) = —H
Z(t) = p-V,H—H.

Definition. The function H(z,t,p) is called Hamilton function, equa-
tion (2.21) Hamilton-Jacobi equation and the system (2.23), (2.24) canonical
system to H.

There is an interesting interplay between the Hamilton-Jacobi equation
and the canonical system. According to the previous theory we can con-
struct a solution of the Hamilton-Jacobi equation by using solutions of the
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canonical system. On the other hand, one obtains from solutions of the
Hamilton-Jacobi equation also solutions of the canonical system of ordinary
differential equations.

Definition. A solution ¢(a;x,t) of the Hamilton-Jacobi equation, where
a = (ay,...,ay) is an n-tuple of real parameters, is called a complete integral
of the Hamilton-Jacobi equation if

det(d)xial )ZZ:I 7& 0.

Remark. If u is a solution of the Hamilton-Jacobi equation, then also
u 4+ const.

Theorem 2.4 (Jacobi). Assume
u=¢(a;x,t) +¢, c=const., ¢ €C? in its arguments,
1s a complete integral. Then one obtains by solving of
bi = ¢a;(a;2,t)

with respect to x; = xy(a,b,t), where b; i = 1,...,n are given real constants,
and then by setting
pr = ¢y (a;2(a, bit), t)

a 2n-parameter family of solutions of the canonical system.

Proof. Let
zi(a,b;t), I=1,...,n,

be the solution of the above system. The solution exists since ¢ is a complete
integral by assumption. Set

pr(a,byt) = ¢y (a;2(a, bit),t), k=1,...,n.

We will show that x and p solves the canonical system. Differentiating ¢,, =
b; with respect to t and the Hamilton-Jacobi equation ¢; + H(x,t, V) =0
with respect to a;, we obtain for i =1,...,n

- oxy,
¢ta,~ + Z stkai W - O
k=1

n
¢tai+z¢xkaink = 0.

k=1
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Since ¢ is a complete integral it follows for k =1,...,n
oxy,
o = o

Along a trajectory, i. e., where a, b are fixed, it is %Ltk = x;.(t). Thus

w;ﬂ (t) = Hy,.

Now we differentiate p;(a, b;t) with respect to ¢t and ¢, + H(z,t, V) = 0
with respect to z;, and obtain

n
k=1
n
k=1

n
0 = d)xit + Z ¢szkx;c(t) + sz‘
k=1

It follows finally that p}(t) = —H,,. O
Example: Kepler problem

The motion of a mass point in a central field takes place in a plane,
say the (z,y)-plane, see Figure 2.13, and satisfies the system of ordinary
differential equations of second order

2" (t) = Uy, y"(t) = Uy,
where
k2
Va2 +y?
Here we assume that k2 is a positive constant and that the mass point is
attracted of the origin. In the case that it is pushed one has to replace U
by —U. See Landau and Lifschitz [12], Vol 1, for example, for the related

physics.
Set

U(.%',y) -

and
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/ (x(1),y (1)

(U,Uy)

o)

Figure 2.13: Motion in a central field

then
2 (t) = Hp, y(t)=H,
p(t) = —H,, ¢(t)= —-H,.

The associated Hamilton-Jacobi equation is

N
br + 5(% +¢y) = \/ﬁ
which is in polar coordinates (r, )
1o 1 5 K
ot + 5(@« + T—Q(ﬁe) = (2.25)
Now we will seek a complete integral of (2.25) by making the ansatz
¢y = —a = const. ¢y = —[3 = const. (2.26)

and obtain from (2.25) that

T 2 2
qbz:l:/ 2a+&—ﬁ—2dp+c(t,9).
o\ pp

From ansatz (2.26) it follows
c(t,0) = —at — 36.
Therefore we have a two parameter family of solutions

¢ = ¢(a,B;0,r,1)
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of the Hamilton-Jacobi equation. This solution is a complete integral, see
an exercise. According to the theorem of Jacobi set

o = —to, ¢g=—bh

r dp
t—t():—/ O
7o 20&—’-7—7

The inverse function r = r(t), 7(0) = ro, is the r-coordinate depending on

time ¢, and
0—0y= .
0= /6/0 90 +2k _ﬁQ

02

Then

Substitution 7 = p~! yields

1/r dr
1/ro \/2a + 2k21 — (3272

214 1
= —arcsin ('“zr—2> + arcsin (%)
14 24 1+ 24

0—6 = —p

Set
gL
0, = 6o + arcsin | 20—
1+ 28
and
52 2 2a,32
p= 2 € =1/1+ A
then
p_q
0 — 601 = — arcsin <T 5 ) )
€
It follows
r=r(0)= P

1—€2sin(6 — 61)’
which is the polar equation of conic sections. It defines an ellipseif 0 < e < 1,
a parabola if ¢ = 1 and a hyperbola if € > 1, see Figure 2.14 for the case
of an ellipse, where the origin of the coordinate system is one of the focal
points of the ellipse.

For another application of the Jacobi theorem see Courant and Hilbert [4],
Vol. 2, pp. 94, where geodedics on an ellipsoid are studied.
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1+ €2

Figure 2.14: The case of an ellipse

2.6 Exercises

1.

Suppose u : R? — R is a solution of
a(z, y)uy + b(z,y)u, = 0.

Show that for arbitrary H € C*! also H(u) is a solution.

. Find a solution u # const. of

Uy + Uy =0
such that
graph<u) = {(x,y, Z) S RS P R= u(:):,y), (x,y) € RQ}

contains the straight line (0,0,1) + s(1,1,0), s € R.

. Let ¢(z,y) be a solution of

(11(1', y)ufr + ag(x,y)uy =0.

Prove that level curves S¢ = {(z,y) : ¢(z,y) = C = const.} are
characteristic curves, provided that V¢ # 0 and (a1, a2) # (0,0).
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10.

11.
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. Prove Proposition 2.2.

Find two different solutions of the initial value problem
Uy +uy = 1,

where the initial data are zo(s) = s, yo(s) = s, 20(s) = s.

Hint: (z9,y0) is a characteristic curve.
Solve the initial value problem

TUz + YUy = U
with initial data zo(s) = s, yo(s) =1, 20(s), where zj is given.
Solve the initial value problem

—TUg + YUy = zu?,

xo(s) = s, yo(s) =1, zo(s) = e™*.
Solve the initial value problem

Uy + uy = 1,
xo(s) = s, yo(s) = s, z0(s) =s/2if 0 < s < 1.
Solve the initial value problem

Uy + Uty = 2,
zo(s) =s, yo(s) =1, zo(s) =1+sif 0 <s < 1.

Solve the initial value problem u?2 + uz = 14z with given initial data
$0($) = 07 yO(S) =S, UO(S) = 17 pO(S) = 17 QO(S) = 07 —00 < 8§ < 0.

Find the solution ®(z,y) of
(x = y)ug + 2yuy = 3z
such that the surface defined by z = ®(x,y) contains the curve

C: xzo(s)=s, yo(s) =1, 20(s) =0, seR.
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12.

13.

14.

15.

16.

17.

18.
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Solve the following initial problem of chemical kinetics.
Uy + Uy = <koe_k1’” + k‘g) (1—uw)? >0, y>0
with the initial data u(x,0) = 0, u(0,y) = uo(y), where ug, 0 < ug < 1,
is given.
Solve the Riemann problem

Uy, +Ugy = 0
u(z1,0) = g(z1)
in Q = {(x1,22) €R?: 21 > 29} and in Oy = {(21,72) ER?: 21 <
x2}, where
w2 <O
9(w1) = { up x>0

with constants u; # u,.

Determine the opening angle of the Monge cone, i. e., the angle be-
tween the axis and the apothem (in German: Mantellinie) of the cone,
for equation

uazc + u12/ - f(a:,y,u),

where f > 0.

Solve the initial value problem

2 2 _
uy +uy, =1,

where z¢(0) = acosf, yo(f) = asinf, z(0) = 1, pp(d) = cosb,
qo(0) =sinf if 0 < 6§ < 27, a = const. > 0.

Show that the integral ¢(a, 3;0,r,t), see the Kepler problem, is a
complete integral.

a) Show that S = /az++V1—-ay+6,a, FER 0<a<l, isa
complete integral of S, — /1 —S2 = 0.

b) Find the envelope of this family of solutions.

Determine the length of the half axis of the ellipse

p
- 0<e<1.
> sin(0 —6p)”  — c
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19. Find the Hamilton function H(z,p) of the Hamilton-Jacobi-Bellman
differential equation if h = 0 and f = Ax 4+ Ba, where A, B are
constant and real matrices, A : R™ +— R", B is an orthogonal real
n x n-Matrix and p € R” is given. The set of admissible controls is
given by

U={aecR": Za?ﬁl}.
i=1

Remark. The Hamilton-Jacobi-Bellman equation is formally the Hamilton-
Jacobi equation u; + H(x,Vu) = 0, where the Hamilton function is
defined by

H(z,p) i=min (f(z,0) - p+ h(.0)).

f(z,a) and h(z,a) are given. See for example, Evans [5], Chapter 10.
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Classification

Different types of problems in physics, for example, correspond different
types of partial differential equations. The methods how to solve these
equations differ from type to type.

The classification of differential equations follows from one single ques-
tion: Can we calculate formally the solution if sufficiently many initial data
are given? Consider the initial problem for an ordinary differential equa-
tion ¥/ (x) = f(x,y(z)), y(xo) = yo. Then one can determine formally the
solution, provided the function f(z,y) is sufficiently regular. The solution
of the initial value problem is formally given by a power series. This formal
solution is a solution of the problem if f(z,y) is real analytic according to
a theorem of Cauchy. In the case of partial differential equations the re-
lated theorem is the Theorem of Cauchy-Kowalevskaya. Even in the case
of ordinary differential equations the situation is more complicated if 3’ is
implicitly defined, i. e., the differential equation is F(x,y(x),y'(z)) = 0 for
a given function F'.

3.1 Linear equations of second order

The general nonlinear partial differential equation of second order is
F(x,u, Du, D*u) = 0,

where z € R”, u: Q C R® — R, Du = Vu and D?u stands for all second

derivatives. The function F'is given and sufficiently regular with respect to
its 2n 4+ 1 + n? arguments.

63
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In this section we consider the case

a™ (@) gz, + 2,0, Vu) = 0. (3.1)
i,k=1

The equation is linear if
f= b (@), + c(x)u+d(z).
i=1

Concerning the classification the main part

n
Z aZk@)U:vwk

ik=1

plays the essential role. Suppose u € C?, then we can assume, without

restriction of generality, that a** = a**, since

n

n
ik ik\x
E : a Ug;z, = E :(a ) Uz iy,

ik=1 i k=1

where

. 1 . .
(azk)* — E(azk +akz)_

Consider a hypersurface S in R™ defined implicitly by x(z) = 0, Vx # 0,
see Figure 3.1
Assume v and Vu are given on S.

Problem: Can we calculate all other derivatives of u on S by using differ-
ential equation (3.1) and the given data?

We will find an answer if we map S onto a hyperplane Sy by a mapping

A = x(@1,...,20)
)\i = )\i<1’1,...,.’1}n),i=1,...,n—1,

for functions \; such that

O, An)

et Sy, o)

£0

in Q C R™ It is assumed that y and \; are sufficiently regular. Such a
mapping A = A(x) exists, see an exercise.
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X3

o

%1

Figure 3.1: Initial manifold S

The above transform maps S onto a subset of the hyperplane defined by
An = 0, see Figure 3.2.

We will write the differential equation in these new coordinates. Here we
use Einstein’s convention, i. e., we add terms with repeating indices. Since

where = (z1,...,2,) and A = (A1,..., \,), we get
o\
Ug;, = Uy dz; (3.2)
OA; ON 02\
Ug = Uy =——— + Uy, .

TiTk A O0xj Oz, A Oz 0z,

Thus, differential equation (3.1) in the new coordinates is given by
- O\; OA
ajk(x ! —lv,\.)\l + terms known on Sy = 0.
8xj 8xk ¢

Since vy, (A1,...,A\n=1,0), k =1,...,n, are known, see (3.2), it follows that
Uy L =1,...,n—1, are known on Sy. Thus we know all second derivatives

Ux; on Sp with the only exception of vy, -
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T

A

Figure 3.2: Transformed flat manifold Sy

We recall that, provided v is sufficiently regular,

U (A5 -5 A1, 0)
is the limit of

v)\k()\b .. ',)\l + h’a >\l+17 - 'a)\nflao) - U)\k()\lv - '7)‘la)\l+17 s 7)‘TL7150)
h

as h — 0.
Thus the differential equation can be written as

n
5 OAp OX
Z a* (2) 52 =y, , = terms known on Sp.
A O0x; Oxy,
Ji,k=1
It follows that we can calculate vy, if

n

> a7 (@) Xa; Xy # 0 (3.3)

ij=1

on §. This is a condition for the given equation and for the given surface S.
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Definition. The differential equation

n

> a7 (@) Xy Xa; = 0

ij=1

is called characteristic differential equation associated to the given differen-
tial equation (3.1).

If x, Vx # 0, is a solution of the characteristic differential equation, then
the surface defined by x = 0 is called characteristic surface.

Remark. The condition (3.3) is satisfied for each x with Vx # 0 if the
quadratic matrix (a(x)) is positive or negative definite for each x € €,
which is equivalent to the property that all eigenvalues are different from
zero and have the same sign. This follows since there is a A(z) > 0 such
that, in the case that the matrix (a/) is poitive definite,

n

> a7 (@)Gi¢ = Ma)¢P?

,j=1

for all ¢ € R™. Here and in the following we assume that the matrix (a*) is
real and symmetric.

The characterization of differential equation (3.1) follows from the signs of
the eigenvalues of (a%(z)).

Definition. Differential equation (3.1) is said to be of type (o, 3,7) at
x € Q if o eigenvalues of (a¥/)(z) are positive, 3 eigenvalues are negative
and 7 eigenvalues are zero (o + [+ v =n).

In particular, equation is called

elliptic if it is of type (n,0,0) or of type (0,n,0), i. e., all eigenvalues are
different from zero and have the same sign,

parabolic if it is of type (n—1,0, 1) or of type (0,n—1,1), i. e., one eigenvalue
is zero and all the others are different from zero and have the same sign,
hyperbolic if it is of type (n — 1,1,0) or of type (1,n — 1,0), i. e., all
eigenvalues are different from zero and one eigenvalue has another sign than
all the others.
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Remarks:

1. According to this definition there are other types aside from elliptic,
parabolic or hyperbolic equations.

2. The classification depends in general on x € . An example is the
Tricomi equation, which appears in the theory of transsonic flows,

Yugz + Uyy = 0.

This equation is elliptic if y > 0, parabolic if y = 0 and hyperbolic for y < 0.

Examples:
1. The Laplace equation in R3 is Au = 0, where
AU 1= Uy + Uyy + Uz

This equation is elliptic. Thus for each manifold S given by {(z,y,2) :
x(x,y,z) = 0}, where x is an arbitrary sufficiently regular function such
that Vx # 0, all derivatives of u are known on S, provided v and Vu are
known on S.

2. The wave equation uy = Uy + Uyy + U, Where u = u(z,y, 2,t), is
hyperbolic. Such a type describes oscillations of mechanical structures, for
example.

3. The heat equation uy = Ugz+uyy+u,,, where u = u(z,y, z,t), is parabolic.
It describes, for example, the propagation of heat in a domain.

4. Consider the case that the (real) coefficients @/ in equation (3.1) are
constant. We recall that the matrix A = (a¥/) is symmetric, i. e., AT = A.
In this case, the transform to principle axis leads to a normal form from
which the classification of the equation is obviously. Let U be the associated
orthogonal matrix, then
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Here is U = (z1,...,2,), where z;, [ = 1,...,n, is an orthonormal system of
eigenvectors to the eigenvalues ;.
Set y = UTx and v(y) = u(Uy), then

Z aijuxmj - Z AiVyiy; - (3.4)

3.1.1 Normal form in two variables
Consider the differential equation
a(z,y)ugs + 2b(x, y)ugzy + c(x,y)uyy + terms of lower order =0 (3.5)
in Q C R2. The associated characteristic differential equation is
axs + 2bxaxy + cx; = 0. (3.6)

We show that an appropriate coordinate transform will simplify equation (3.5)
sometimes in such a way that we can solve the transformed equation explic-
itly.

Let z = ¢(x,y) be a solution of (3.6). Consider the level sets {(x,y) :
¢(z,y) = const.} and assume ¢, # 0 at a point (xo,yo) of the level set.
Then there is a function y(z) defined in a neighbourhood of zy such that
é(z,y(x)) = const. It follows

which implies, see the characteristic equation (3.6),
ay’? —2by’ +¢=0. (3.7)

Then, provided a # 0, we can calculate p := ¢ from the (known) coefficients

a, b and c:
o = é (b + /b2 ac) . (3.8)

These solutions are real if and only of ac — b? < 0.
Equation (3.5) is hyperbolic if ac — b* < 0, parabolic if ac — b? = 0 and
elliptic if ac—b% > 0. This follows from an easy discussion of the eigenvalues

of the matrix
a b
b ¢ )’

see an exercise.
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Normal form of a hyperbolic equation

Let ¢ and v are solutions of the characteristic equation (3.6) such that

?/15#1 = —ﬁ

Py
ey = Y
Yo =2 = wy?

where p; and pg are given by (3.8). Thus ¢ and 9 are solutions of the linear
homogeneous equations of first order

bu + pa1(z,y)py, = 0 (3.9)
Vo + p2(z,y)py = 0. (3.10)

Assume ¢(x,y), ¥(z,y) are solutions such that V¢ # 0 and Vi # 0, see an
exercise for the existence of such solutions.

Consider two families of level sets defined by ¢(z,y) = aand ¢(x,y) = 3,
see Figure 3.3.

d(xy)=a,

d(xy)=a,

WX,y)=B1
llJ(X,y): BZ

Figure 3.3: Level sets

These level sets are characteristic curves of the partial differential equa-
tions (3.9) and (3.10), respectively, see an exercise of the previous chapter.

Lemma. (i) Curves from different families can not touch each other.

(ii) Qb:cd}y - stwoc 7é 0.



3.1. LINEAR EQUATIONS OF SECOND ORDER 71

Proof. (i):

2
Yo Y1 = p— = ==V —ac# 0.

(ii):
br Yo

fiz = pin = —— — —.
¢y wy

|

Proposition 3.1. The mapping & = ¢(x,y), n = ¥(z,y) transforms equa-
tion (3.5) into
Ven = lower order terms, (3.11)

where v(&,n) = u(z(&,n),y(&n)).

Proof. The proof follows from a straightforward calculation.

Up = VgPg + UpYy
Uy = Vghy + vty
Ugpy = v&(bi + 20ey Prthz + vm]wg + lower order terms
Uy = VeehzPy + Ven(Pahy + dyths) + vyyzthy + lower order terms
Uyy = vgggbz + 20ey Py by + Umﬂ/’z + lower order terms.
Thus
gy + 2bUgy + ClUyy = Quge + 2Bvey + yopy + Lo.t.,
where
a: = ag; + 2y + ooy
B = adgbs + b(Gathy + Gytha) + codythy
Yio= ayd 4 2ty + cvl

The coefficients « and y are zero since ¢ and 1 are solutions of the charac-
teristic equation. Since

ary — 62 = (CLC - b2)(¢x¢y - ¢y¢x)27

it follows from the above lemma that the coefficient 3 is different from zero.
O

Example: Consider the differential equation

Uz — Uyy = 0.
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The associated characteristic differential equation is

Xa = x5 =0.

Since p; = —1 and po = 1, the functions ¢ and v satisfy differential equa-
tions

bz + Oy
1[}1_103/ =

Solutions with V¢ # 0 and Vi # 0 are
p=r—-y, Y=z+yY.

Thus the mapping
=xz—y, n=z+y

leads to the simple equation

Uﬁﬂ(gu 77) = 0

Assume v € C? is a solution, then ve = f1(§) for an arbitrary C' function
f1(8). Tt follows

13
v(&,n) :/o fi(a) da+ g(n),

where g is an arbitrary C? function. Thus each C?-solution of the differen-
tial equation can be written as

(%) v(&,n) = f(&) +9(n),
where f, g € C?. On the other hand, for arbitrary C?-functions f, ¢ the

function (x) is a solution of the differential equation v¢, = 0. Consequently
each C2-solution of the original equation uy, — uyy = 0 is given by

u(z,y) = f(z —y) +g(z +y),

where f, g € C?.
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3.2 Quasilinear equations of second order

Here we consider the equation
n
Z a" (z,u, Vu)ug,e, + b(z,u, Vu) =0 (3.12)
ij=1
in a domain Q C R”, where u: Q +— R. We assume that a* = a/’.
As in the previous section we can derive the characteristic equation

n

Z a(x, u, Vu)Xe; Xa; = 0.

5,j=1
In contrast to linear equations, solutions of the characteristic equation de-
pend on the solution considered.

3.2.1 Quasilinear elliptic equations

There is a large class of quasilinear equations such that the associated char-
acteristic equation has no solution x, Vx # 0.
Set
U={(z,z,p): €, z€eR, peR"}.

Definition. The quasilinear equation (3.12) is called elliptic if the matrix
(a¥(z, 2, p)) is positive definite for each (z,z,p) € U.

Assume equation (3.12) is elliptic and let A(z, z,p) be the minimum and
A(x, z,p) the maximum of the eigenvalues of (a%/), then

0 <Az, 2,p)[C1* < > a’(z,2,p)G¢ < A, 2,p)|¢]”

ij=1
for all ¢ € R™.

Definition. Equation (3.12) is called uniformly elliptic if A/X is uniformly
bounded in U.

An important class of elliptic equations which are not uniformly elliptic
(nonuniformly elliptic) is

Z ai (L) + lower order terms = 0. (3.13)
Xj
=1

V14 [Vul|?
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The main part is the minimal surface operator (left hand side of the minimal
surface equation). The coefficients a"/ are

. “1/2 pip;
a¥ (2, 2,p) = (14 |p2) " (5@' 1y Iz]m) ’

0;; denotes the Kronecker delta symbol. It follows that

1 1

| (. S —
(1+ |p[2)*/? (1+ |p[2)*/?

Thus equation (3.13) is not uniformly elliptic.

The behaviour of solutions of uniformly elliptic equations is similar to
linear elliptic equations in contrast to the behaviour of solutions of nonuni-
formly elliptic equations. Typical examples for nonuniformly elliptic equa-
tions are the minimal surface equation and the capillary equation.

3.3 Systems of first order

Consider the quasilinear system

Z A (2, u)uy, + b(x,u) =0, (3.14)
k=1

where A* are m x m-matrices, sufficiently regular with respect to their ar-
guments, and

Uy ULy, b1

U Uz, bm

We ask the same question as above: can we calculate all derivatives of u
in a neighbourhood of a given hypersurface S in R™ defined by x(z) = 0,
Vx # 0, provided u(x) is given on S?

For an answer we map S onto a flat surface Sy by using the mapping
A = A(x) of Section 3.1 and write equation (3.14) in new coordinates. Set
v(A) = u(x(XN)), then

n
Z AR (x,u) Xz, vy, = terms known on Sp.
k=1
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We can solve this system with respect to vy, , provided that
n
det (Z Ak(ﬂv,u)xzk> #0
k=1

on S.

Definition. Equation
n
det <Z Ak(ar,u)xxk> =0
k=1

is called characteristic equation associated to equation (3.14) and a surface
S: x(x) = 0, defined by a solution x, Vx # 0, of this characteristic equation
is said to be characteristic surface.

Set

C(x,u,() = det (Z Ak(x,u)(k)

k=1
for ¢ € R™.

Definition. (i) The system (3.14) is hyperbolic at (x,u(x)) if there is a

regular linear mapping ¢ = @n, where n = (91, ...,9,-1, ), such that there

exists m real roots K = Ki(z,u(x),m,...,Mm-1), k=1,...,m, of
D(z,u(x),n1,...,Mp-1,k) =0

for all (m1,...,nn—1), where

D(z,u(x),n1,...,Mn-1,K) = C(x,u(x),z,Qn).

(ii) System (3.14) is parabolic if there exists a regular linear mapping ¢ = Qn
such that D is independent of k, i. e., D depends on less than n parameters.

(iii) System (3.14) is elliptic if C(z,u,{) = 0 only if ¢ = 0.

Remark. In the elliptic case all derivatives of the solution can be calculated
from the given data and the given equation.
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3.3.1 Examples

1. Beltrami equations

Wug —bvy —cvy, = 0 (3.15)
Wuy + avy +bvy, = 0, (3.16)

where W, a, b, c are given functions depending of (z,y), W # 0 and the

matrix
a b
b ¢
is positive definite.

The Beltrami system is a generalization of Cauchy-Riemann equations.
The function f(z) = u(x,y) + iv(z,y), where z = = + iy, is called a qua-
siconform mapping, see for example [9], Chapter 12, for an application to
partial differential equations.

Set
1 _ W—b 2 0 —C
A_<Oa>’A_<W b)'

Then the system (3.15), (3.16) can be written as
Al Uy + A2 Uy _ 0
v{E Uy 0 '

_ | WG —bG — e
v we  at i

Thus,

= W(al} + 2b¢1¢a + (3),

which is different from zero if ( # 0 according to the above assumptions.
Thus the Beltrami system is elliptic.

2. Maxwell equations

The Maxwell equations in the isotropic case are

crot, H = ME+¢E; (3.17)
croty E = —uHy, (3.18)
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where

E = (e1,e,e3)T electric field strength, e; = e;(x,t), x = (x1, 29, 73),
H = (hq, ha, h3)” magnetic field strength, h; = h;(z, 1),

c speed of light,

A specific conductivity,

€ dielectricity constant,

1 magnetic permeability.

Here ¢, A\, € and p are positive constants.

Set po = Xt, Pi = Xay, ¢ = 1,...3, then the characteristic differential equa-

tion is

epo/c 0 0 0 D3 —p2
0 epo/c O —p3 0 P1
0 0  epo/c o —p1 0 _0
0 -p3  p2 ppo/c O 0 o
P3 0 —p1 0  wpo/c O
-p2 P 0 0 0 ppo/c

The following manipulations simplifies this equation:

(i) multiply the first three columns with ppg/c,

(i) multiply the 5th column with —ps and the the 6th column with py and
add the sum to the 1st column,

(iii) multiply the 4th column with p3 and the 6th column with —p; and add
the sum to the 2th column,

(iv) multiply the 4th column with —ps and the 5th column with p; and add
the sum to the 3th column,

(v) expand the resulting determinant with respect to the elements of the
6th, 5th and 4th row.

We obtain
q+pi P2 pips
pp2  q+p3 Pz | =0,
pip3s  p2p3 G+ D3
where
T N
q:= 5P —9
with g% := p? + p2 + pg. The evaluation of the above equation leads to
*(g+g°) =0,i e,

e
Xi (gx? - |VacX’2> =0.
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It follows immediately that Mazwell equations are a hyperbolic system, see an
exercise. There are two solutions of this characteristic equation. The first
one are characteristic surfaces S(t), defined by x(z,t) = 0, which satisfy
x¢: = 0. These surfaces are called stationary waves. The second type of
characteristic surfaces are defined by solutions of

ep
—Xi = [Vax[*.
c
Functions defined by x = f(n-x —Vt) are solutions of this equation. Here is
f(s) an arbitrary function with f’(s) # 0, n is a unit vector and V' = ¢/, /ep.
The associated characteristic surfaces S(t) are defined by

x(z,t)= f(n-z—Vt) =0,
here we assume that 0 is in he range of f: R — R. Thus, S(¢) is defined
by n-x — Vit = ¢, where ¢ is a fixed constant. It follows that the planes S(t)

with normal n move with speed V in direction of n, see Figure 3.4

X2

S(t)
d(t) _

Figure 3.4: d'(t) is the speed of plane waves

V is called speed of the plane wave S(t).

Remark. According to the previous discussions, singularities of a solution
of Maxwell equations are located at most on characteristic surfaces.

A special case of Maxwell equations are the telegraph equations, which
follow from Maxwell equations if div £ = 0 and div H = 0, i. e., E and
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H are fields free of sources. In fact, it is sufficient to assume that this
assumption is satisfied at a fixed time ty only, see an exercise.
Since

rot, rot, A = grad, divy, A — AzA

for each C%-vector field A, it follows from Maxwell equations the uncoupled

system
0 AL
N E = —Eu+ —<Ei
c c
€ A
AH = C—g‘Htt+C—’;Ht.

3. Equations of gas dynamics
Consider the following quasilinear equations of first order.
1
v+ (v-Vy) v+ —=Vyp=f (Euler equations).
p

Here is
v = (v1,v2,v3) the vector of speed, v; = v;(z,t), x = (x1, z2, T3),
p pressure, p = (z,1),

p density, p = p(z,1),
f = (f1, f2, f3) density of the external force, f; = fi(z,t),
(v-Vi)v = (v-Vavr,v- Vavg,v- Veuz))T.

The second equation is
pt+v-Vep+pdivy, v=0 (conservation of mass).
Assume the gas is compressible and that there is a function (state equation)

p=p(p),

where p'(p) > 0 if p > 0. Then the above system of four equations is
1
v+ (v- Vo + ;p’(p)Vp = f (3.19)
pp+pdive+v-Vp = 0, (3.20)

where V = V, and div = div,, i. e., these operators apply on the spatial
variables only.
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The characteristic differential equation is here

D0 0 Ipx,

dt J p
0 d—>t< 0 ;p/X:cg -0
0o o0  ly -
dt ppdxz3
PXaev PXaos PXas gt
where J
X
at = x¢ + (Vax) - v.

Evaluating the determinant, we get the characteristic differential equation

(%) ((‘fl—f) —p’<p>|vzx|2> —0. (3:21)

This equation implies consequences for the speed of the characteristic sur-
faces as the following consideration shows.
Consider a family S(t) of surfaces in R? defined by x(z,t) = ¢, where
x € R3 and ¢ is a fixed constant. As usually, we assume that V,x # 0. One
of the two normals on S(¢) at a point of the surface S(t) is given by, see an
exercise,
n o VaX
Vx|

Let Qo € S(tp) and let Q1 € S(t1) be a point on the line defined by Qo+ sn,
where n is the normal (3.22 on S(ty) at Qo and ty < t1, t1 — to small, see
Figure 3.5.

(3.22)

S(tp)

Figure 3.5: Definition of the speed of a surface
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Definition. The limit
|Q1 — Qo

P=lim ——
ti—to 11 —to

is called speed of the surface S(t).

Proposition 3.2. The speed of the surface S(t) is

Xt
Vx|

(3.23)

Proof. The proof follows from x(Qo, %) = 0 and x(Qo + dn,ty + At) = 0,
where d = |Q1 — Qo| and At = t1 — 1.
O

Set vy, := v-n which is the component of the velocity vector in direction
n. From (3.22) we get

Definition. V := P — v,, the difference of the speed of the surface and the
speed of liquid particles, is called relative speed.

Figure 3.6: Definition of relative speed

Using the above formulas for P and v,, it follows

Xt v-Vex 1 dx

V=P—-—v,=— — =— A
Vax|  [Vax| (Vx| dt

Then, we obtain from the characteristic equation (3.21) that

V2VoxP? (V2IVax| = p () Vaxl?) = 0.
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An interesting conclusion is that there are two relative speeds: V = 0 or
VZ=p(p).

Definition. /p/(p) is called speed of sound .

3.4 Systems of second order

Here we consider the system

n
Z ARz, u, Vu) g, », 4 lower order terms = 0, (3.24)
k=1
where A*' are (m x m) matrices and u = (uy, ..., un)". We assume A =

A" which is no restriction of generality provided u € C? is satisfied. As in
the previous sections, the classification follows from the question whether or
not we can calculate formally the solution from the differential equations,
if sufficiently many data are given on an initial manifold. Let the initial
manifold S be given by x(z) = 0 and assume that Vy # 0. The mapping
x = x(\), see previous sections, leads to

n
g Alekaa:lU/\n)\n = terms known on S,
k=1

where v(\) = u(z(X)).
The characteristic equation is here

n

det ZAMXJ%XIZ =0.
k=1

If there is a solution x with Vx # 0, then it is possible that second derivatives
are not continuous in a neighbourhood of §.

Definition. The system is called elliptic if
n
det Z AMGG | #0
k=1

for all ¢ € R", ¢ # 0.
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3.4.1 Examples

1. Navier-Stokes equations

The Navier-Stokes system for a viscous incompressible liquid is

1
v+ (v-Vy)v = —;pr + A\
divy, v = 0,

where p is the (constant and positive) density of liquid,
~v is the (constant and positive) viscosity of liquid,
v = v(x,t) velocity vector of liquid particles, x € R? or in R?
p = p(z,t) pressure.
The problem is to find solutions v, p of the above system.

2. Linear elasticity

Consider the system
0u
o
Here is, in the case of an elastic body in R?,
u(z,t) = (u1(x,t), us(x,t), us(x, t)) displacement vector,
f(z,t) density of external force,

p (constant) density,
A, 1 (positive) Lamé constants.

= pulAgu+ (N + p)Vy(divg u) + f. (3.25)

The characteristic equation is det C = 0, where the entries of the matrix
C are given by

cij = (AN + 1)Xai Xay + 01 (1 VaX* = pX7) -
The characteristic equation is
2
(A +20)[Vaxl? = px7) (0l Vax|? = pxi)” = 0.

It follows that two different speeds P of characteristic surfaces S(t), defined
by x(z,t) = const., are possible, namely

A+2
P1 = * M, and PQZ \/E
p P

We recall that P = —x:/|Vazx|.
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3.5 Theorem of Cauchy-Kovalevskaya

Consider the quasilinear system of first order (3.14) of Section 3.3. Assume
an initial manifolds S is given by x(z) = 0, Vx # 0, and suppose that y is
not characteristic. Then, see Section 3.3, the system (3.14) can be written
as

n—1
Uy, = Zai(m,u)uxi + b(z,u) (3.26)
i=1
u(z1,. .., n-1,0) = f(x1,...,2n-1) (3.27)
Hereisu = (u1,...,um)?, b= (b1,...,b,)T and a’ are (m xm)-matrices. We

assume a’, b and f are in C™ with respect to their arguments. From (3.26)
and (3.27) it follows that we can calculate formally all derivatives D*u in a
neighbourhood of the plane {z : z, = 0}, in particular in a neighbourhood
of 0 € R™. Thus we have a formal power series of u(z) at x = 0:

u(z) ~ Z éDo‘u(O)ma.

For notations and definitions used here and in the following see the appendix
to this section.

Then, as usually, two questions arise:
(i) Does the power series converge in a neighbourhood of 0 € R™?

(ii) Is a convergent power series a solution of the initial value problem (3.26),
(3.27)7

Remark. Quite different to this power series method is the method of
asymptotic expansions. Here one is interested in a good approximation of
an unknown solution of an equation by a finite sum Zf’io ¢i(x) of functions
¢i. In general, the infinite sum Y ;2 ¢;(z) does not converge, in contrast
to the power series method of this section. See [15] for some asymptotic
formulas in capillarity.

Theorem 3.1 (Cauchy-Kovalevskaya). There is a neighbourhood of 0 € R"
such there is a real analytic solution of the initial value problem (5.26),
(8.27). This solution is unique in the class of real analytic functions.
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Proof. The proof is taken from F. John [10]. We introduce u — f as the new
solution for which we are looking at and we add a new coordinate v* to the
solution vector by setting u*(x) = x,. Then

uy =1, uy =0, k=1,...,n—1, u*(x1,...,2,-1,0) =0

and the extended system (3.26), (3.27) is

Ui, z, U1, z; by
IS ( a0 ) 2 I
Um, ., i=1 0 0 Um,x; bm ’
uy Uy, 1
where the associated initial condition is u(z1,...,z—1,0) = 0. The new u
is u = (u1,...,um)’, the new a* are a’(x1,..., 2y _1,u1,...,Un,u*) and the
new bis b= (1,..., Tu_1,U1,. .., Un,u*).

Thus we are led to an initial value problem of the type

n—1 N
Ujg, = ZZa;k(z)ukxz +0bi(2), j=1,...,N (3.28)
i=1 k=1
uj(z) = 0 ifz, =0, (3.29)
where j=1,...,N and z = (21,...,Zp_1,U1,-- -, UN)-

The point here is that aé-k, and b; are independent of x,. This fact
simplifies the proof of the theorem.

From (3.28) and (3.29) we can calculate formally all D?u;. Then we
have formal power series for u;:

where )
) = aDo‘uj (0).

We will show that these power series are (absolutely) convergent in a neigh-
bourhood of 0 € R™, i. e., they are real analytic functions, see the appendix
for the definition of real analytic functions. Inserting these functions into
the left and into the right hand side of (3.28) we obtain on the right and on
the left hand side real analytic functions. This follows since compositions
of real analytic functions are real analytic again, see Proposition A7 of the
appendix to this section. The resulting power series on the left and on the
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right have the same coefficients caused by the calculation of the derivatives
D%u;(0) from (3.28). It follows that wj(x), j = 1,...,n, defined by its
formal power series are solutions of the initial value problem (3.28), (3.29).

g (9 9
~\ 9z 92Ngn—

Lemma A. Assume u € C* in a neighbourhood of 0 € R™. Then

Set

D*u;(0) = Po (%42, (0),d7b(0) )

where |B|, |v| < |a| and P, are polynomials in the indicated arguments with
nonnegative integers as coefficients which are independent of a' and of
b.

Proof. 1t follows from equation (3.28) that
Dy Duj(0) = Po(d’ak;,(0), db;(0), D2uk(0)). (3.30)
Here is D,, = 0/0z,, and «, 3, 7, 0 satisfy the inequalities
181, v < lal, [6] <ol +1,

and, which is essential in the proof, the last coordinates in the multi-indices
a=(a1,...,ap), 6 = (d1,...,0,) satisfy §, < a,, since the right hand side
of (3.28) is independent of z,. Moreover, it follows from (3.28) that the
polynomials P, have integers as coefficients. The initial condition (3.29)
implies

Du;(0) = 0, (3.31)
where o = (aq,...,a,-1,0), that is, oy, = 0. Then, the proof is by induction
with respect to a,. The induction starts with «, = 0, then we replace
D%u;(0) in the right hand side of (3.30) by (3.31), that is by zero. Then it
follows from (3.30) that

Du;(0) = Pa(d”a5,(0), d"b;(0), D°uy, (0)),
where a = (g, ..., ap-1,1). O

Definition. Let f = (fl7 .. .,fm), F = (Fl, .. .,Fm), fz = fl(ﬂf), Fz = Fz(ZL‘),
and f, F € C. We say f is majorized by F if

|D%f,(0)] < DFj(0), k=1,...,m
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for all . We write f << F, if f is majorized by F.

Definition. The initial value problem

n—1 N

Uiew = 2> Ain(2)Uka, + Bj(2) (3.32)
i=1 k=1

Uj(z) = 0 if x,, =0, (3.33)

=1,...,N, A;k, Bj real analytic, ist called majorizing problem to (3.28),
3.29) if | |
ajp << A%, and b << Bj.

Lemma B. The formal power series

1
aDo‘uj(O)xo‘,

«

where D%u;(0) are defined in Lemma A, is convergent in a neighbourhood of
0 € R™ if there exists a magjorizing problem which has a real analytic solution
Uinzxz=0, and

[D%u;(0)] < D*U;(0).

Proof. 1t follows from Lemma A and from the assumption of Lemma B that

P (|2%a (0)]. |d478;(0)])

Pa (17 43,0)1, |0 B;(0)]) = D*U;(0).

IN

| D%u;(0)]

IN

The formal power series
1
aDaU] (0)$a,
«

is convergent since

1 1
S0 1D (0)a%] £ 30 DU (0)]a0).
(0% «

The right hand side is convergent in a neighbourhood of z € R™ by assump-
tion. O

Lemma C. There is a majorising problem which has a real analytic solution.
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Proof. Since aﬁj(z), bj(z) are real analytic in a neighbourhood of z = 0 it
follows from Proposition A5 of the appendix to this section that there are
positive constants M and r such that all these functions are majorized by

Mr
T—Zl—...—ZN_i_n_l.
Thus a majorizing problem is
-1 N
Mr X

Uj(xz) = 0 ifx,=0,
j=1,...,N.
The solution of this problem is
Uj(zi,...,xn—1,2n) =V(z1 + ...+ zp_1,2y), j=1,...,N,

where V(s,t), s = 1+ ... + xp_1, t = x, is the solution of the Cauchy
initial value problem
Mr
Vi = m(l"‘N(”_l)Vs)?
V(s,0) = 0.

which has the solution, see an exercise,

1
V(s,t) = Nn (r —s5—/(r—s)2— 2nMNrt) .
This function is real analytic in (s,t) at (0,0). It follows that U;(z) are also
real analytic functions. Thus the Cauchy-Kovalevskaya theorem is shown.
O
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Examples:

1. Ordinary differential equations

Consider the initial value problem

y(xr) = f(z,y(x))
y(zo) Y0,

where zyp € R and yp € R™ are given. Assume f(z,y) is real analytic in a
neighbourhood of (zg,y0) € RxR"™. Then it follows from the above theorem
that there exists an analytic solution y(z) of the initial value problem in a
neighbourhood of zg. This solution is unique in the class of analytic func-
tions according to the theorem of Cauchy-Kovalevskaya. From the Picard-
Lindel6f theorem it follows that this analytic solution is unique even in the
class of C''-functions.

2. Partial differential equations of second order

Consider the boundary value problem for two variables

Uyy = f(xayauauxauyauxzauxy)
u(z,0) = ¢(z)
uy(z,0) = ¢(x).

We assume that ¢, 1 are analytic in a neighbourhood of x = 0 and that f
is real analytic in a neighbourhood of

(0,0,6(0),¢'(0),%(0),%'(0)).

There exists a real analytic solution in a neigbourhood of 0 € R? of the above
initial value problem.

In particular, there is a real analytic solution in a neigbourhood of 0 € R?
of the initial value problem

u(z,0) = 0
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The proof follows by writing the above problem as a system. Set p = uy,
q = Uy, T = Ugg, S = Ugy, t = Uyy, then

t=f(z,y,u,p,q,7,5).
Set U = (u,p,q,7,5,t)7, b= (q,0,t,0,0, fy+ fuqg + fqt)T and

00 0 0 0 O
00 1 0 0 O
A:OOOOOO
00 0 0 1 O
00 0 0 0 1
00 f 0 f f

Then the rewritten differential equation is the system U, = AU, + b with
the initial condition

U(,0) = (6(2), ¢/ (), (x), ¢"(2), V' (2), fo(2)) ,
where fo(z) = f(z,0,¢(z), ¢/ (x), ¥ (x), ¢ (x), ¢’ (x)).

3.5.1 Appendix: Real analytic functions
Multi-index notation

The following multi-index notation simplifies many presentations of formu-
las. Let © = (21,...,z,) and

u: QCR"—R (or R™ for systems).

The n-tuple of nonnegative integers (including zero)

a=(a1,...,0p)
is called multi-index. Set
la] = a1+...+a,
al = aglag! - ap!
z® = af'x3?- ... -zpm (for a monom)
N
8.%'k

D = (Di,...,Dy)
Du = (Dyu,...,Dyu) =Vu=gradu
olal

Oz 0x5? ... Oxpm’

D* = D{D§? ... ..Don
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Define a partial order by
«a > [ if and only if «; > §; for all 4.

Sometimes we use the notations

where 0, 1 € R".

Using this multi-index notion, we have

1.
al
B,
B+y=a

where x, y € R"” and «, 3, ~ are multi-indices.

2. Taylor expansion for a polynomial f(x) of degree m:

laj<m

here is D f(0) := (D f(x)) |z=o0-

3. Let x = (1,...,x,) and m > 0 an integer, then
m!
(x1+...+z)" = Z axa.
|a|l=m
4.

ol <al!t < nldlal.

5. Leibniz’s rule:

D*(fg)= >
B,
B+v=«

al

S (D D7),
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6.
DBz = (ai—!ﬁ)!xa_ﬁ if >,
DPz® = 0 otherwise.
7. Directional derivative:
i—if(w +ty) = | > % (D f(z+ty)) y*,
a=m

where z, y € R" and t € R.
8. Taylor’s theorem: Let u € C™*! in a neighbourhood N(y) of ¥, then, if

z € N(y),

uw)= 3 L D) )+ R

where

1
Ry, = & / (1 — ™+ (g ar,
0

where ®(t) = u(y + t(x — y)). It follows from 7. that

1
Rp=(m+1) > 5(/0 (1 —t)D%u(y + t(x —y)) dt> (z —y)®.

|ae]=m+1

9. Using multi-index notation, the general linear partial differential equation
of order m can be written as

Z ao(z)D% = f(z) in Q C R"™

lal<m
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Power series

Here we collect some definitions and results for power series in R".

Definition. Let ¢, € R (or € R™). The series

oo

Yes3 (Y

m=0 |0¢‘:m
is said to be convergent if

o0

doleal= | > lel

m=0 |a‘:m

is convergent.

Remark. According to the above definition, a convergent series is abso-
lutely convergent. It follows that we can rearrange the order of summation.

Using the above multi-index notation and keeping in mind that we can
rearrange convergent series, we have

10. Let x € R™, then

e - 15 )

i=1 \a;=0
_ 1
T (T —z1)(1 —x2) (1—xp)
_ 1
-2V

provided |z;| < 1 is satisfied for each .

11. Assume z € R" and |z1| + |z2| + ... + |zn| < 1, then

ol o N lof! o
Dot = e
@ J=0|a|=j
o .
= (x1+ ...+ x,)’
=0
1
1—(x1+...+x,)
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12. Let z € R", |x;| < 1 for all ¢, and 3 is a given multi-index. Then

al o8 _ 3 1
2 oA Pa—an

0!
(1— x)1+ﬁ )

13. Let z € R" and |z1|+ ...+ |zn| < 1. Then

lal! s s 1
CZ%(O{—@!Hj N Dl—xl—...—xn
161!

(1—x1—...— a6

Consider the power series
Z Car” (3.34)
(03
and assume this series is convergent for a z € R™. Then, by definition,

pi= 3 Jeall2? < 0
[e%

and the series (3.34) is uniformly convergent for all x € Q(z), where
Q(2): |zi| < |z for all i.

Thus the power series (3.34) defines a continuous function defined on Q(z),
according to a theorem of Weierstrass.

The interior of Q(z) is not empty if and only if z; # 0 for all i, see
Figure 3.7. For given x in a fixed compact subset D of Q(z) there is a
q, 0 < q < 1, such that

|z;| < qlz| for all i.
Set

f(z) = Z Cax®.

«
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\
‘ — Q2

z

Figure 3.7: Definition of D € Q(z)

Proposition Al. (i) In every compact subset D of Q(z) one has f €
C>(D) and the formal differentiate series, that is ), DPenx®, is uniformly
convergent on the closure of D and is equal to DPf.

(ii)
|DP f(z)| < M|B|lr= Pl in D,

where

r=(1—gq)min|zl.
7

Proof. See F. John [10], p. 64. Or an exercise. Hint: Use formula 12. where
x is replaced by (q,...,q).

Remark. From the proposition above it follows

Definition. Assume f is defined on a domain Q C R", then f is said to be
real analytic in y € Q if there are ¢, € R and if there is a neighbourhood
N(y) of y such that

f(x) = calw —y)®

[e%



96 CHAPTER 3. CLASSIFICATION

for all x € N(y), and the series converges (absolutely) for each = € N (y).
A function f is called real analytic in ) if it is real analytic for each y € Q.
We will write f € C¥(Q2) in the case that f is real analytic in the domain .
A vector valued function f(z) = (fi(z),..., fm) is called real analytic if
each coordinate is real analytic.

Proposition A2. (i) Let f € C¥(Q). Then f € C*(1).

(ii) Assume f € C¥(Q2). Then for each y € S there exists a neighbourhood
N(y) and positive constants M, r such that

fl#) = 3 (D" f ) — y)°

«

for all x € N(y), and the series converges (absolutely) for each v € N(y),
and
|DP f(x)| < Mg,

The proof follows from Proposition Al.

An open set Q € R™ is called connected if ) is not a union of two nonempty
open sets with empty intersection. An open set 2 € R™ is connected if and
only if its path connected, see [11], pp. 38, for example. We say that 2
is path connected if for any x, y € Q there is a continuous curve (t) € €,
0 <t <1, with v(0) = « and v(1) = y. From the theory of one complex
variable we know that a continuation of an analytic function is uniquely
determined. The same is true for real analytic functions.

Proposition A3. Assume f € C¥(Q) and Q is connected. Then f is
uniquely determined if for one z € Q all D*f(z) are known.

Proof. See F. John [10], p. 65. Suppose g, h € C¥(2) and D%g(z) = D*h(z)
for every a. Set f =g — h and

O = {xeQ: D*f(x) =0 for all a},

Qo = {xe€Q: Df(x) #0 for at least one a}.

The set €9 is open since D*f are continuous in 2. The set §2; is also open
since f(x) = 0 in a neighbourhood of y € Q. This follows from

Fl#) = 3 (D F )~ )"

«
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Since z € Q1, i. e., Q1 # 0, it follows Qg = (. O

It was shown in Proposition A2 that derivatives of a real analytic function
satisfy estimates. On the other hand it follows, see the next proposition,
that a function f € C° is real analytic if these estimates are satisfied.

Definition. Let y € Q and M, r positive constants. Then f is said to be
in the class Cy»(y) if f € C* in a neighbourhood of y and if

IDPf(y) < M|t~
for all G.

Proposition A4. f € C¥(Q) if and only if f € C®(Q) and for every
compact subset S C § there are positive constants M, r such that

f€Cunr(y) forallyes.

Proof. See F. John [10], pp. 65-66. We will prove the local version of the
proposition, that is, we show it for each fixed y € 2. The general version
follows from Heine-Borel theorem. Because of Proposition A3 it remains to
show that the Taylor series

> D) - )

converges (absolutely) in a neighbourhood of y and that this series is equal

to f(x).
Define a neighbourhood of y by

Ni(y) ={zeQ: |z —yi|+...+|zn —yn| < d},

where d is a sufficiently small positive constant. Set ®(t) = f(y + t(z —y)).
The one-dimensional Taylor theorem says

where
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From formula 7. for directional derivatives it follows for x € Ny(y) that

1 d?

S0 = 3 LD e =)o =)

o=
From the assumption and the multinomial formula 3. we get for 0 <t <1

1 &7
gl dti

o0 < MY ey

=5
= Mr77 (e — 1|+ ...+ |20 — ynl)’

- u(y)

Choose d > 0 such that d < r, then the Taylor series converges (absolutely)
in Ny4(y) and it is equal to f(x) since the remainder satisfies, see the above

estimate,
I AV YY) < Z
| '(j_l)!/o (1-1) @(t)dt‘_M<T>.

We recall that the notation f << F (f is majorized by F) was defined in
the previous section.

O

Proposition A5. (i) f = (fi,...,fm) € Cur(0) if and only if f <<
(®,...,P), where
Mr

r—T1—...— T

O(x) =

(ii) f € Cmr(0) and f(0) = 0 if and only if
f<<(®—M,...,o— M),

where

M(zi+ ...+ zp)

r—T1—...— Tp

O(x) =

Proof.
DY®(0) = M|a|lr—1ol.
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O
Remark. The definition of f << F implies, trivially, that D f << D*F.

The next proposition shows that compositions majorize if the involved func-
tions majorize. More precisely, we have

Proposition A6. Let f, F: R" — R™ and g, G maps a neighbourhood of
0 € R™ into RP. Assume all functions f(x), F(z), g(u), G(u) are in C*°,
f(0)=F(0)=0, f << F and g << G. Then g(f(z)) << G(F(x)).

Proof. See F. John [10], p. 68. Set

h(z) =g(f(z)), H(z)=G(F(x)).
For each coordinate hy of h we have, according to the chain rule,

Dhy,(0) = Pa(6%0:(0), D7 £3(0)),
where P, are polynomials with nonnegative integers as coefficients, P, are
independent on g or f and 6 := (9/0u1,...,0/0uy,). Thus,
| D hi (0)] Pu(|8”gi(0)], D7 £;(0)])

Pa((SﬂGl(O)v D'YFj (0))
= D%H(0).

IN A

|

Using this result and Proposition A4, which characterizes real analytic func-
tions, it follows that compositions of real analytic functions are real analytic
functions again.

Proposition A7. Assume f(z) and g(u) are real analytic, then g(f(z)) is
real analytic if f(x) is in the domain of definition of g.

Proof. See F. John [10], p. 68. Assume that f maps a neighbourhood of
y € R™ in R™ and g maps a neighbourhood of v = f(y) in R™. Then
f€Cunr(y) and g € Cy, p(v) implies

h<m) = g(f(x)) € Cu,pr/(mM+p)(y)-

Once one has shown this inclusion, the proposition follows from Proposi-
tion A4. To show the inclusion, we set

h(y +x) :=g(fly+2)) =g(v+ fly+2z) - f(z) = g"(f(v)),
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where v = f(y) and

g (u): = glv+u)eCy,0)
fi@): = fly+z)— fy) € Cu,r(0).

In the above formulas v, y are considered as fixed parameters. From Propo-
sition A5 it follows

where
M
D(z) = -
r—r1 —Xg —...— Tp
(u) = ke .
Pp—T1 — T2 — ... Ip

From Proposition A6 we get

h(y +z) << (x(2),...,x(z)) = G(F),

where
pp
x(z) =
N I L)
_ up(r —xy — ... — xp)
pr —(p+mM)(z1+ ...+ xy)
ppr
<<
pr—(p+mM)(x1+ ...+ x)
per/(p+mM)

pr/(p+mM) — (x1+...2,)

See an exercise for the ” <<”-inequality. O
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Exercises

. Let x: R® — R in C', Vx # 0. Show that for given zg € R" there

is in a neighbourhood of zg a local diffeomorphism A = ®(z), ¢ :
(T1,...,2n) — (A1,...,An), such that A\, = x(z).

. Show that the differential equation

a(z, Y)uze + 2b(x, y)uzy + c(x, y)uy, + lower order terms = 0

is elliptic if ac — b> > 0, parabolic if ac — b> = 0 and hyperbolic if
ac —b? < 0.

. Show that in the hyperbolic case there exists a solution of ¢, + p1¢y =

0, see equation (3.9), such that V¢ # 0.

Hint: Consider an appropriate Cauchy initial value problem.

. Show equation (3.4).

. Find the type of

Lu = 2uzp + 2Uzy + 2uyy, = 0

and transform this equation into an equation with vanishing mixed
derivatives by using the orthogonal mapping (transform to principal
axis) x = Uy, U orthogonal.

. Determine the type of the following equation at (z,y) = (1,1/2).

Lu = 2ugy + 2yuszy + 20yuy, = 0.

. Find all C2-solutions of

Ugz — 4Uzy + Uyy = 0.

Hint: Transform to principal axis and stretching of axis lead to the
wave equation.

. Oscillations of a beam are described by

1
wz—Eat = 0

Oy — PW¢ = 05
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where o stresses, w deflection of the beam and E, p are positive con-
stants.

a) Determine the type of the system.

b) Transform the system into two uncoupled equations, that is, w, o
occur only in one equation, respectively.

¢) Find non-zero solutions.

9. Find nontrivial solutions (Vx # 0) of the characteristic equation to
22Uy — uyy = f(z,y,u, Vu),
where f is given.
10. Determine the type of
Ugz — Tlyg + Uyy + Uy = 2,
where u = u(z,y).
11. Transform equation
Uz + (1= 4 uay = 0,
u = u(z,y), into its normal form.
12. Transform the Tricomi-equation
YUgg + Uyy = 0,
u = u(x,y), where y < 0, into its normal form.

13. Transform equation

2 2
T Uzz — Y Uyy = 0,

u = u(x,y), into its normal form.

14. Show that
1 1

L+ )Y A+ )
are the minimum and maximum of eigenvalues of the matrix (a¥/),

where
i —1/2 Dipj
a’ = (1+ |p|? dij — .
( ‘P| ) ( U1 F |p‘2>

15. Show that Maxwell equations are a hyperbolic system.
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16.

17.

18.

19.

20.

21.

22.

23.

24.
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Consider Maxwell equations and prove that div £ =0 and div H =0
for all ¢ if these equations are satisfied for a fixed time tg.

Hint. div rot A = 0 for each C?-vector field A = (Ay, Az, A3).

Assume a characteristic surface S(¢) in R? is defined by x(z,y, 2,t) =
const. such that x; = 0 and x, # 0. Show that S(¢) has a nonparamet-
ric representation z = u(x, y,t) with u; = 0, that is S(¢) is independent
of .

Prove formula (3.22) for the normal on a surface.
Prove formula (3.23) for the speed of the surface S(t).
Write the Navier-Stokes system as a system of type (3.24).

Show that the following system (linear elasticity, stationary case of (3.25)
in the two dimensional case) is elliptic

uAu~+ (A + p) grad(div u) + f =0,

where u = (uj,uz). The vector f = (f1, f2) is given and A, u are
positive constants.

Discuss the type of the following system in stationary gas dynamics
(isentrop flow) in R2.
PUl + PUUy + a’p, = 0
puvz + pUvy + a? py = 0
plug +vy) +upy +vp, = 0.

Here are (u,v) velocity vector, p density and a = /p/(p) the sound
velocity.

Show formula 7. (directional derivative).

Hint: Induction with respect to m.

Let y = y(x) be the solution of:

y(zr) = f(z,y(x))
y(zo) = vo,
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25.

26.

27.

28.

29.
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where f is real analytic in a neighbourhood of (xg,7) € R?. Find the
polynomial P of degree 2 such that

y(z) = Pl — z0) + O(|z — xo*)
as r — xg.
Let u be the solution of
Au = 1
u(xz,0) = wuy(x,0)=0.
Find the polynomial P of degree 2 such that
u(z,y) = P(x,y) + O((@* + y*)*/?)
as (z,y) — (0,0).
Solve the Cauchy initial value problem

Mr
Vi = m(l—i—N(n—l)Vs)

V(s,0) = 0.
Hint: Multiply the differential equation with (r —s — NV).
Write A%y = —u as a system of first order.
Hint: N?u = A(Au).

Write the minimal surface equation

0 Uy 0 Uy

o\ Trwaw) T\ Trwan
T\ Ul g Y\ +ud+uf

as a system of first order.

Hint: vy := u,/ 1+u%+u§, v 1=y /4 /1 —|—u§+u§.

Let f: R x R"™ — R™ be real analytic in (zo,yo). Show that a real
analytic solution in a neighbourhood of zy of the problem

y'(x) = f(z,y)
y(ro) = Yo

exists and is equal to the unique Cl[zg — €,z + €]-solution from the
Picard-Lindel6f theorem, € > 0 sufficiently small.
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30. Show (see the proof of Proposition A7)

pp(r —x1 — ... —xp) e Lpr
pr—(p+mM)(x1+ ...+ ) pr—(p+mM)(x1 + ...+ x,)

Hint: Leibniz’s rule.
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Chapter 4

Hyperbolic equations

Here we consider hyperbolic equations of second order, mainly wave equa-
tions.

4.1 One-dimensional wave equation

The one-dimensional wave equation is given by

1

Cjutt — Uy = 0, (41>

where u = u(x,t) is a scalar function of two variables and c is a positive
constant. According to previous considerations, all C?-solutions of the wave
equation are

u(z,t) = f(x +ct) + gz — ct), (4.2)
with arbitrary C?-functions f and g

The Cauchy initial value problem for the wave equation is to find a C?-
solution of

Ut(l’,O) = ﬁ(x)v
where a, 3 € C?(—o00,00) are given.

107
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Theorem 4.1. There exists a unique C2(R x R)-solution of the Cauchy
initial value problem, and this solution is given by d’Alembert’s' formula

a(z + ct) + a(z — ct) N 1 /“Ct
x

t) = —
u(w,t) 5 o

B(s) ds. (4.3)

—ct

Proof. Assume there is a solution u(zx, t) of the Cauchy initial value problem,
then it follows from (4.2) that

u(z,0) = f(z)+9(z) = alz) (4.4)
u(2,0) = cf'(z) —cg'(z) = (). (4.5)

From (4.4) we obtain
fi(@) +g'(z) = o/ (2),
which implies, together with (4.5), that

floy - et s
PR RO,
Then
flz) = @+$/O B(s) ds + C,
o(z) = @_Qic/o B(s) ds + Cs

The constants Cq, Cy satisfy
Ci+Cy = f(z) +9(z) —alz) =0,

see (4.4). Thus each C2-solution of the Cauchy initial value problem is given
by d’Alembert’s formula. On the other hand, the function u(z,t) defined by
the right hand side of (4.3) is a solution of the initial value problem. O

Corollaries. 1. The solution u(x,t) of the initial value problem depends
on the values of « at the endpoints of the interval [z — ct, z + ct] and on the
values of 5 on this interval only, see Figure 4.1. The interval [x — ct, z + ct]
is called domain of dependence.

ld’Alembert, Jean Babtiste le Rond, 1717-1783
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t
(Xo’t())
x+ct=const.
Xo~Ct X, Xg+ct, X
Figure 4.1: Interval of dependence

2. Let P be a point on the z-axis. Then we ask which points (z,t) need
values of o or # at P in order to calculate u(z,t)? From the d’Alembert
formula it follows that this domain is a cone, see Figure 4.2. This set is

called domain of influence.

t

—
X—ct=const.

Figure 4.2: Domain of influence

4.2 Higher dimensions

Set

Ou = uy — Au, A=A, =0%/0x% +...+0%/0x2,
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and consider the initial value problem

Ou = 0 mR"xR (4.6)
u(z,0) = f(z) (4.7)
Ut(xﬂ 0) = g(‘r)v (48)

where f and g are given C?(R?)-functions.
By using spherical means and the above d’Alembert formula we will
derive a formula for the solution of this initial value problem.

Method of spherical means

Define the spherical mean for a C?-solution u(x,t) of the initial value prob-

lem by
1

M(Tat):m
n

/ u(y,t) dSy, (4.9)
OBr(x)

where

w = (20)"2/D(n/2)

is the area of the n-dimensional sphere, w,r" ! is the area of a sphere with
radius 7.

From the mean value theorem of the integral calculus we obtain the
function u(x,t) for which we are looking at by

u(x,t) = lim M (r,t). (4.10)

r—0

Using the initial data, we have

M(r,0) = wnrln_l /aB " fly) dSy =: F(r) (4.11)
Mifr0) = /a .0, 90 45, =: G0 (1.12)

which are the spherical means of f and g.

The next step is to derive a partial differential equation for the spherical
mean. From definition (4.9) of the spherical mean we obtain, after the
mapping { = (y — z)/r, where z and r are fixed,

Mr,t) = = / w( + €, ) dS.
9B1(0)

Wn
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It follows

1 n
M, (r,t) = W_/aB( Zuyi(a:+r§,t)§i dS¢

0) =1

1 n
wprn—1 /a&(m s (8- £)65 45,

) =1

Integration by parts yields

W, = 1/ z :uyzyz y7

since £ = (y —x)/r is the exterior normal at 0B, (z). Assume u is a solution
of the wave equation, then

_ 1
M, = / uge(y,t) dy
By (x)

2wy,

= / / u(y,t) dSyde.
C Wn ch

The previous equation follows by using spherical coordinates. Consequently

1
("M, = / u(y,t) dSy
0Br(z)

2wy,

rn—1 92 1
= — t) d
c? Ot? (wnrnl /a&(z) ulo,?) Sy)

,rnfl

= M.
c2

Thus we arrive at the differential equation
(nlM) 72n1Mtt7
which can be written as

Mrr

- =c 2 My. (4.13)

This equation (4.13) is called Euler-Poisson-Darbouz equation.
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4.2.1 Case n=3

The Euler-Poisson-Darboux equation in this case is
(rM)yy = ¢ 2(rM)y.

Thus rM is the solution of the one-dimensional wave equation with initial
data

(rM)(r,0) =rF(r) (rM)yr,0) =rG(r). (4.14)
From the d’Alembert formula we get formally

(r+ct)F(r+ct) + (r — ct)F(r — ct)
2r

M(T, t) =
1 r+ct

+— EG(§) dE. (4.15)

2er Jr_at

The right hand side of the previous formula is well defined if the domain
of dependence [z — ct,x + ct] is a subset of (0,00). We can extend F and
G to Fy and G which are defined on (—o0, 00) such that rFy and rGy are
C?(R)-functions as follows. Set

F(r) : r>0
F()={ f@) : r=0
F(-r) : r<0

The function Gy(r) is given by the same definition where F' and f are re-
placed by G and g, respectively.

Lemma. rFy(r), rGo(r) € C?(R?).

Proof. From definition of F(r) and G(r), r > 0, it follows from the mean
value theorem

Jim F(r) = f(z), lm G(r) = g(z).

Thus rFy(r) and rGo(r) are C(R)-functions. These functions are also in
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C*(R). This follows since Fy and G are in C*(R). We have, for example,

/ 1 -
F(r) = E/(‘)Bl(o > gz +1E)&; dSe

j—l

1
F'(+0) = —/ fu: ()& dS
(+0) wn Jom, ) Z Yj J 13

J=1
= — n; dS,
wn Z y] /831(0) 3
= 0.

Then, rFy(r) and 7Go(r) are in C%(R), provided F” and G” are bounded as
r — +0. This property follows from

/! 1
F (7") = w_n /6B1( Z fyzy] €T +T§)£Z£.7 dS§

1,7=1
Thus
F” +0) = fyly / NN ng.
;1 ! 9B1(0)
We recall that f,g € C?(R?) by assumption. O

The solution of the above initial value problem, where F' and G are replaced
by Fp and Gy, respectively, is

(r+ct)EFo(r + ct) + (r — ct) Foy(r — ct)

r+ct

b £Go(€) d.

2cr Jo_a
Since Fy and G are even functions, we have

ct—r
/ £Go(€) dE = 0.

—ct

Thus
(r+ct)Fo(r +ct) — (ct — r)Fy(ct — 1)
2r

1 ct+r
= GES (116)

MO (T, t) =
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r—ct ct—r Cct+r

Figure 4.3: Changed domain of integration

see Figure 4.3. For fixed ¢t > 0 and 0 < r < ct it follows that My(r,t) is the
solution of the initial value problem with given initially data (4.14) since
Fo(s) = F(s), Go(s) = G(s) if s > 0. Since for fixed t > 0

u(z,t) = lin%) My(r,t),
it follows from d’Hospital’s rule that
u(z,t) = ctF'(ct) + F(ct) +tG(ct)
d
= 5 (tF(ct)) +tG(ct).

Theorem 4.2. Assume f € C3(R3) and g € C*(R®) are given. Then
there exists a unique solution u € C%(R3 x [0,00)) of the initial value prob-
lem (4.6)-(4.7), where n = 3, and the solution is given by the Poisson’s
formula

1 0 (1
u(e,t) = zaﬁéz<zlgd@>f@)¢%>

1
. 4.1
-um%é%@g@d% (4.17)

Proof. Above we have shown that a C?-solution is given by Poisson’s for-
mula. Under the additional assumption f € C? it follows from Poisson’s
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formula that this formula defines a solution which is in C?, see F. John [10],
p. 129. O

Corollary. From Poisson’s formula we see that the domain of dependence
for u(x,to) is the intersection of the cone defined by |y — x| = c|t — to| with
the hyperplane defined by t = 0, see Figure 4.4

t

(X’t 0)

J ly—xl=cl t—t; |

Figure 4.4: Domain of dependence, case n = 3

4.2.2 Casen=2

Consider the initial value problem

Ugg + Vyy = vy (4.18)
’U(l’,y,O) = f(%y) (419)
Ut(x7y70) = g(xay)’ (420)

where f € C3, g € C?.

Using the formula for the solution of the three-dimensional initial value
problem we will derive a formula for the two-dimensional case. The following
consideration is called Hadamard’s method of decent.

Let v(x,y,t) be a solution of (4.18)-(4.20), then

u(z,y, z,t) == v(z,y,t)
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is a solution of the three-dimensional initial value problem with initial data
f(z,y), g(x,y), independent of z, since u satisfies (4.18)-(4.20). Hence, since
u(x,y, z,t) = u(r,y,0,t) + uy(z,y,02,t)z, 0 < § < 1, and u, = 0, we have

v(z,y,t) = u(x,y,0,t).

Poisson’s formula in the three-dimensional case implies

1 0 (1
v(z,y,t) = Trc2 ot (2 /63&(%%0) f(&mn) dS)

=
— g(&,m) dS. 4.21
471'02t 8Bct(x,y,0) ( ) ( )
¢
S+
n

=

s

&

Figure 4.5: Domains of integration

The integrands are independent on (. The surface S is defined by
x(&n,¢) = (€ —2)?+ (n—y)? + (% — 2t? = 0. Then the exterior normal n
at S'is n = Vx/|Vx| and the surface element is given by dS = (1/|ns|)d¢dn,
where the third coordinate of n is
VAP (-2’ - -y

ct

ns =
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The positive sign applies on ST, where ¢ > 0 and 1 the sign is negative on S™
where ¢ < 0, see Figure 4.5. We have S = ST US~.
Set p = /(€ — )2+ (n — y)2. Then it follows from (4.21)

Theorem 4.3. The solution of the Cauchy initial value problem (4.18)-
(4.20) is given by

19 f(&m)
viz,yt) = 5o /Bd(m’y) NCiET: dédn
1 g(&m) dedn

+_ v 2’ 7
27 JBe(ay) V2 — p?

Corollary. In contrast to the three dimensional case, the domain of depen-
dence is here the disk B, (20, yo) and not the boundary only. Therefore, see
formula of Theorem 4.3, if f, g have supports in a compact domain D C R?,
then these functions have influence on the value v(z,y,t) for all time ¢t > T,
T sufficiently large.

4.3 Inhomogeneous equation

Here we consider the initial value problem

Ou = w(z,t) onzeR" teR (4.22)
u(z,0) = f(x) (4.23)
u(x,0) = g(x), (4.24)

where Ou := uy — ¢?Au. We assume f € C3, g € C? and w € C?!, which
are given.

Set u = uj + ug, where u; is a solution of problem (4.22)-(4.24) with
w := 0 and ug is the solution where f =0 and g = 0 in (4.22)-(4.24). Since
we have explicit solutions u; in the cases n = 1, n = 2 and n = 3, it remains
to solve

Ou = w(z,t) onzeR" teR (4.25)
u(z,0) = 0 (4.26)
u(xz,0) = 0. (4.27)

The following method is called Duhamel’s principle which can be considered
as a generalization of the method of variations of constants in the theory of
ordinary differential equations.
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To solve this problem, we make the ansatz

t
u(x,t) :/ v(zx,t,s) ds, (4.28)
0
where v is a function satisfying
Ov =0 forall s (4.29)

and
v(x,s,s)=0. (4.30)

From ansatz (4.28) and assumption (4.30) we get
t
ug = v(w,t,t) +/ ve(x,t, s) ds,
0

= /t ve(x,t,s). (4.31)
0

It follows us(z,0) = 0. The initial condition u(x,t) = 0 is satisfied because
of the ansatz (4.28). From (4.31) and ansatz (4.28) we see that

t
Uy = vt(x,t,t)-i-/ vy (x,t,s) ds,
0

t
Ngu = / Agpv(x,t,s) ds.
0

Therefore, since u is an ansatz for (4.25)-(4.27),

¢
Uy — Ayu = vt(x,t,t)+/(Dv)(m,t,s) ds
0
= w(x,t).

Thus necessarily v(z,t,t) = w(z,t), see (4.29). We have seen that the
ansatz provides a solution of (4.25)-(4.27) if for all s

Ov=0, v(z,s,s) =0, v(x,s,s)=wx,s). (4.32)
Let v*(z,t,s) be a solution of
Ov =0, v(x,0,s) =0, v(z,0,8)=w(z,s), (4.33)

then
v(x,t,s) = v (x,t —s,Ss)
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is a solution of (4.32). In the case n = 3, where v* is given by, see Theorem
4.2,

1
(x,t,8) = —= dSe.
vi(z,,5) At /cht(x) w(t,s) dSe
Then
v(z,t,s) = v(z,t—s,5)

=1
= — w(&,s) dSg.
Amc2(t — s) OB () (¢, 5) dS¢

from ansatz (4.28) it follows
t

u(z,t) = / v(x,t,s) ds
0

1 t
- L / / W) . ds.
47TC 0 ch(tfs) (CE) t—s
Changing variables by 7 = ¢(t — s) yields
1 ct t _
4mc? 0 OB, (z) T

_ 12/ w(§,t—r/c) dc
dme Bct(x) T

Formulas for the cases n = 1 and n = 2 follow from formulas for the as-
sociated homogeneous equation with inhomogeneous initial values for these
cases.

where r = |z — £|.

Theorem 4.4. The solution of
Ou = w(z,t), u(z,0) =0, w(x,0)=0,
where w € C*, is given by:

Case n = 3:

u(a, t) = — /B()Mds,

4drc? r

where r = \a: —5], xr = (1‘1,962,553); f: (51752,53)-
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Case n = 2:

_ L/ w(€,7)
(@) = 47TC/O (/BC(tT)(J:) At —71)2—1r? d€> ar,

T = (le,xz), 62 (61762)‘

1 t z4c(t—T)
u(z,t) = 2_0/0 (/x_c(t_T) w(&,T) d£> dr.

Remark. The integrand on the right in formula for n = 3 is called retarded
potential. The integrand is taken not at ¢, it is taken at an earlier time
t—r/c.

Case n = 1:

4.4 A method of Riemann

Riemann’s method provides a formula for the solution of the following
Cauchy initial value problem for a hyperbolic equation of second order in
two variables. Let

S: x=z(t),y=y(t), t1 <t <ty

be a regular curve in R?, that is, we assume z, y € C1[t1, 2] and 22 +y"? # 0.
Set
Ly = Ugy + CL(CE, y)u:t? + b(l’, y)uy + C(:Ca y)”v

where a, b € C' and ¢, f € C in a neighbourhood of S. Consider the initial
value problem

Lu = f(z,y) (4.34)
up(t) = wu(z(t),y(t)) (4.35)
pot) = wug(x(t),y(t)) (4.36)
() = uy(z(t),y(t)), (4.37)

where f € C in a neighbourhood of S and ug, pg, go € C' are given.

We assume:
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(i) ug(t) = po(t)a’(t) + qo(t)y'(t) (strip condition),

(ii) S is not a characteristic curve. Moreover assume that the characteristic
curves, which are lines here and are defined by = = const. and y = const.,
have at most one point of intersection with S, and such a point is not a
touching point, i. e., tangents of the characteristic and S are different at
this point.

We recall that the characteristic equation to (4.34) is xzxy = 0 which
is satisfied if x,(x,y) = 0 or xy(z,y) = 0. One family of characteris-
tics associated to these first partial differential of first order is defined by
Z'(t) =1, y'(t) = 0, see Chapter 2.

Assume u, v € C! and that Ugy, Vgy exist and are continuous. Define the
adjoint differential expression by

Mv = vgy — (av)z — (bv)y + cv.
We have
2(vLu — uMwv) = (upv — vpu + 2buv)y + (uyv — vyu + 20uv),.  (4.38)
Set

P = —(uyv— zzu+ 2buw)

Q = uyv —vyu+ 2auv.

From (4.38) it follows for a domain 2 € R?
2/ (vLu — uMv) dxdy = / (—Py + Q) dxdy
Q Q

— jf Pdx + Qdy, (4.39)

where integration in the line integral is anticlockwise. The previous equation
follows from Gauss theorem or after integration by parts:

/ (=P, + Q) dady = / (—Png + Qny) ds,
Q o0

where n = (dy/ds, —dx/ds), s arc length, (z(s),y(s)) represents 9.
Assume u is a solution of the initial value problem (4.34)-(4.37) and
suppose that v satisfies
Mv =0 in Q.
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X

Figure 4.6: Riemann’s method, domain of integration

Then, if we integrate over a domain €2 as shown in Figure 4.6, it follows
from (4.39) that

2/ vf dmdy:/ de—l—Qdy—i—/ de+Qdy+/ Pdx+Qdy. (4.40)
Q BA AP PB

The line integral from B to A is known from initial data, see the definition

of P and Q.
Since
UV — Ut + 2buv = (uv), + 2u(bv — vy),
it follows
/ Pdx + Qdy = / ((uv)y + 2u(bv — vy)) dx
AP AP

= —(uv)(P)+ (uv)(A4) — /AP 2u(bv — v,) dx.

By the same reasoning we obtain for the third line integral

/ Pdx +Qdy = / ((wv)y + 2u(av — vy)) dy
PB PB

= (wv)(B) — (uwv)(P) + /PB 2u(av — vy) dy.
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Combining these equations with (4.39), we get
2u(P)u(P) = / (upv — vy + 2buv) dx — (uyv — vyu + 2auv) dy
BA

+u(A)v(A) +u(B)v(B) + 2 /AP u(bv — vy) dx

—1—2/ u(av —vy) dy — 2/ fv dxdy. (4.41)
PB Q

Let v be a solution of the initial value problem, see Figure 4.7 for the defi-
nition of domain D(P),

y
P=(x4Yp) C

D(P)

Figure 4.7: Definition of Riemann’s function

Mv = 0 in D(P) (4.42)
bv—v, = 0 on(C) (4.43)
av—vy; = 0 on Cy (4.44)

v(P) = 1. (4.45)

Assume v satisfies (4.42)-(4.45), then
2u(P) = u(A)v(A)+u(B)v(B)— 2/ fo dxdy
Q

= / (uzpv — vg + 2buv) dr — (uyv — vyu + 2auv) dy,
BA
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where the right hand side is known from given data.

A function v = v(z,y;x0,y0) satisfying (4.42)-(4.45) is called Riemann’s
function.

Remark. Set w(z,y) = v(z,y; o, yo) for fixed xo, yo. Then (4.42)-(4.45)
imply

w(z,y) = exp (/ b(T,y0) dT> on C,

0

w(zo,y) = exp </y a(zo, T) dT> on Cs.

Yo

Examples
1. uzy = f(x,y), then a Riemann function is v(z,y) = 1.
2. Consider the telegraph equation of Chapter 3
EpU = CzAa:U — Apug,
where u stands for one coordinate of electric or magnetic field. Introducing
u=w(x,t)e",
where k = —\/(2¢), we arrive at

2 2
c A
=" Naw— 2
Wit - W 462

Stretching the axis and transform the equation to the normal form we get
finally the following equation, the new function is denoted by u and the new
variables are denoted by z, y again,

Ugy + cu = 0,
with a positive constant c. We make the ansatz for a Riemann function
v(z,y; o, y0) = w(s), s = (z—z0)(y —Yo)

and obtain
sw” +w' + cw = 0.
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Substitution o = v/4cs leads to Bessel’s differential equation
02" (o) + 02 (0) + 0%2(0) = 0,

where z(0) = w(0?/(4c)). A solution is

Jolo) = Jo (V/ielw = 20)(y = )
which defines a Riemann function since Jo(0) = 1.
Remark. Bessel’s differential equation is
o?y" () + ay'(z) + (2% — n®)y(z) = 0,

where n € R. If n € NU {0}, then solutions are given by Bessel functions.
One of the two linearly independent solutions is bounded at 0. This bounded
solution is the Bessel function J,(x) of first kind and of order n, see [1], for
example.

4.5 Initial-boundary value problems

In previous sections we looked at solutions defined for all x € R™ and ¢ € R.
In this and in the following section we seek solutions u(x,t) defined in a
bounded domain @ C R™ and for all ¢ € R and which satisfy additional
boundary conditions on 0f).

4.5.1 Oscillation of a string

Let u(x,t), z € [a,b], t € R, be the deflection of a string, see Figure 1.4 from
Chapter 1. Assume the deflection occurs in the (x,u)-plane. This problem
is governed by the initial-boundary value problem

up(z,t) = ugg(x,t) on (0,1) (4.46)
u(z,0) = f(x) (4.47)
ut(x,0) = g(z) (4.48)
u(0,t) = wu(l,t)=0. (4.49)

Assume the initial data f, ¢g are sufficiently regular. This implies compati-
bility conditions f(0) = f(I) =0 and g(0) = g(I).
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Fourier’s method

To find solutions of differential equation (4.46) we make the separation of
variables ansatz
u(z,t) = v(x)w(t).

Inserting the ansatz into (4.46) we obtain
v(z)w”(t) = v"(x)w(t),

or, if v(z)w(t) # 0,

It follows, provided v(x)w(t) is a solution of differential equation (4.46) and
v(z)w(t) # 0,

= const. =: —\

and

since x, t are independent variables.
Assume v(0) = v(l) = 0, then v(x)w(t) satisfies the boundary condi-
tion (4.49). Thus we look for solutions of the eigenvalue problem

—"(z) = XMv(z) in (0,1) (4.50)
v(0) = wv()=0, (4.51)

which has the eigenvalues

and associated eigenfunctions are
. (T
vy, = sin (Tmc) .
Solutions of
—w"(t) = Aw(t)

sin(v/Ant),  cos(v/Ant).
Wy (t) = o cos(v/ Ant) + B sin(v/Ant),

are

Set
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where a,, 5, € R. It is easily seen that w, (t)v,(z) is a solution of differential
equation (4.46), and, since (4.46) is linear and homogeneous, also (principle

of superposition)
N

Uy = Z Wy () v (x)

n=1
which satisfies the differential equation (4.46) and the boundary condi-
tions (4.49). Consider the formal solution of (4.46), (4.49)

u(x,t) = i (ozn cos(v/Ant) + B sin(\/rnt)) sin <\/)\7nm> . (4.52)

n=1

”"Formal” means that we know here neither that the right hand side con-
verges nor that it is a solution of the initial-boundary value problem. For-
mally, the unknown coefficients can be calculated from initial conditions (4.47),
(4.48) as follows. We have

u(z,0) = Z ay sin(yv/Az) = f(2).
n=1

Multiplying this equation by sin(y/Arz) and integrate over (0,1), we get

! !
ozn/ sin?(v/ M\pz) do = / f(x) sin(/Apz) da.
0 0

We recall that l
l
/ sin(y/ Apx) sin(y/Agz) de = 55%.
0

Then l
ap = %/0 f(x)sin (ﬂTkx> dz. (4.53)

By the same argument it follows from

ur(,0) =Y Buv/Ansin(v/Auz) = g(2)
n=1

that

! mk
Bk = %/0 g(z) sin <ch> dx. (4.54)

Under additional assumptions f € C#(0,1), g € C3(0,1) it follows that
the right hand side of (4.52), where ay,, 3, are given by (4.53) and (4.54),
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respectively, defines a classical solution of (4.46)-(4.49) since under these
assumptions the series for u and the formal differentiate series for wu;, uy,
Uy, Ugy converges uniformly on 0 <z <[, 0 <t <T,0<T < oo fixed, see
an exercise.

4.5.2 Oscillation of a membrane

Let Q C R? be a bounded domain. We consider the initial-boundary value
problem

ug(x,t) Azu in Q x R, (4.55)
uw(z,0) = f(z), v€Q, (4.56)
u(z,0) = g(z), v€Q, (4.57)
u(z,t) = 0 on dQ x R. (4.58)

As in the previous subsection for the string, we make the ansatz (separation
of variables)

u(z,t) = w(t)v(x)
which leads to the eigenvalue problem

—Av = v in Q, (4.59)
v = 0 on 0. (4.60)

Let A, are the eigenvalues of (4.59), (4.60) and v, a complete associated
orthonormal system of eigenfunctions. We assume () is sufficiently regular
such that the eigenvalues are countable, which is satisfied in the following
examples. Then the formal solution of the above initial-boundary value
problem is

u(z,t) = Z (an cos(v/ Ant) + B sin(@t)) vn (),
n=1

where

o = /Qf(a;)vn(x) dx

1
IBn = \/—)\7/5)9(16)0”(:6) dx.

Remark. In general, eigenvalues of (4.59), (4.59) are not known explicitly.
There are numerical methods to calculate these values. In some special
cases, see next examples, these values are known.
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Examples

1. Rectangle membrane. Let
Q= (0,a) x (0,b).

Using the method of separation of variables, we find all eigenvalues of (4.59), (4.60)

which are given by
(k2 12
)\kl: ?—1—6—2, k,l:1,2,...

and associated eigenfunctions, not normalized, are

() = sin () sin (7
U\ ) = Sl aml S11 b.%'g .

2. Disk membrane. Set
Q={recR?: 2? + 23 < R?}.
In polar coordinates, the eigenvalue problem (4.59), (4.60) is given by

—% ((Tur)r + %M@)
u(R,0) = 0, (4.62)

Au (4.61)

here is u = u(r,0) := v(rcosf,rsinf). We will find eigenvalues and eigen-
functions by separation of variables

u(r,0) = v(r)q(0),
where v(R) = 0 and ¢(0) is periodic with period 27 since u(r, ) is single
valued. This leads to

1 1
—— <(rv’)’q + —vq”) = \ugq.
r

r

Dividing by vq, provided vg # 0, we obtain

L) 140))
( o) *rqw)) » (4.63)

which implies
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Thus, we arrive at the eigenvalue problem

—4"(0) = nq(9)
q(0) = q(0+2m).

It follows that eigenvalues p are real and nonnegative. All solutions of the
differential equation are given by

q(0) = Asin(\/ub) + B cos(\/ub),
where A, B are arbitrary real constants. From the periodicity requirement
Asin(y/p0) + B cos(y/10) = Asin(\/p(0 + 27)) + B cos(/p(0 + 27))
it follows?
sin(y/pm) (Acos(\/pub + /) — Bsin(y/ud + /pm)) =0,

which implies, since A, B are not zero simultaneously, because we are look-
ing for ¢ not identically zero,

sin(y/pm) sin(y/pé + 6) =0
for all # and a § = 0(A, B, ut). Consequently the eigenvalues are
,un:nQ, n=01,....

Inserting ¢”(6)/q(6) = —n? into (4.63), we obtain the boundary value prob-
lem

20" (r) + 7' (r) + (M2 —n®)v = 0 on (0,R) (4.64)
v(R) = 0 (4.65)
sup |v(r)] < oo. (4.66)

re(0,R)

Set z = VAr and v(r) = v(z/vV/\) =: y(z), then, see (4.64),

22y (2) + 2y (2) + (22 = n?)y(z) = 0,

erysinx;y

+ysinx_y
2

sinx —siny = 2cos

. T
cosr —cosy = —2sin
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where z > 0. Solutions of this differential equations which are bounded at
zero are Bessel functions of first kind and n-th order J,(z). The eigenvalues
follows from boundary condition (4.65), i. e., from J,(vV/AR) = 0. Denote
by 7.k the zeros of J,(z), then the eigenvalues of (4.61)-(4.61) are

()

and the associated eigenfunctions are

\/)\nkr) 5 n:1,2,...

In( sin(nf)
In(V/ Angr) cos(nB), n=0,1,2,....
Thus the eigenvalues Ay are simple and A, n > 1, are double eigenvalues.

Remark. For tables with zeros of J,(z) and for much more properties of
Bessel functions see [25]. One has, in particular, the asymptotic formula

Tn(z) = <%> " (cos(:v w2 w/5) 4O (i))

as x — oo. It follows from this formula that there are infinitely many zeros
of Jy(x).
4.5.3 Inhomogeneous wave equations

Let 2 C R™ be a bounded and sufficiently regular domain. In this section
we consider the initial-boundary value problem

uyp = Lu+ f(.%', t) in Q xR (467)

u(r,0) = ¢(x) r€Q (4.68)

u(2,0) = Y(x) r€N (4.69)

u(xz,t) = 0 forz € 0N and t € R", (4.70)

where u = u(x,t), © = (z1,...,2,), f, ¢, ¥ are given and L is an elliptic

differential operator. Examples for L are:
1. L = 0?/0z?, oscillating string.

2. L = /\,, oscillating membrane.
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" )
L= Z dx; (a” (z)ua,) ,

ij=1

where a” = a’* are given sufficiently regular functions defined on Q. We
assume L is uniformly elliptic, that is, there is a constant v > 0 such that

> adG¢ = v|eP

1,7=1

for all x € Q and ¢ € R™.

4. Let u = (u1,...,uny) and
Lu = i 0 (A”(:E)ux)
i1 (%cj i

where A% = A’ are given sufficiently regular (m x m)-matrices on Q. We
assume that L defines an elliptic system. An example for this case is the
linear elasticity.

Consider the eigenvalue problem

—Lv = Xv in (4.71)
v = 0 on 0. (4.72)

Assume there are infinitely many eigenvalues
O< A< X<, -5

and a system of associated eigenfunctions vy, wve,... which is complete and
orthonormal in L?(£2). This assumption is satisfied if € is bounded and if
01 is sufficiently regular.

For the solution of (4.67)-(4.70) we make the ansatz

u(z,t) = ka(aﬁ)wk(t), (4.73)
k=1

with functions wy(t) which will be determined later. It is assumed that all
series are convergent and that following calculations make sense. Let

Fla,t) = cx(t)or(z) (4.74)
k=1
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be Fourier’s decomposition of f with respect to the eigenfunctions vi. We
have

c(t) :/Q f(z, t)vg(x) de, (4.75)

which follows from (4.74) after multiplying with v;(z) and integrating over
0.
Set

(6, 05) = /ﬂ b(x)ok () da,

then

e}

dx) = ) (p,v)vn(z)

i
I

<
&

I
M8

(¥, vg)vg(z)

B
Il
—

are Fourier’s decomposition of ¢ and v, respectively.
In the following we will determine wy(t), which occurs in ansatz (4.73),
from the requirement that u = vg(x)wg(t) is a solution of

uy = Lu + ¢ (t)vg(2)
and that the initial conditions
wi(0) = (@, ve),  wi(0) = (¢, vk)
are satisfied. From the above differential equation it follows

wi (t) = =A\pwg(t) + cx(t).

Thus
wi(t) = agcos(v/At) + by sin(y/ Agt) (4.76)
I ,
+ﬁ/0 cx(7) sin(v/ 2 (t — 7)) dr,
where

ap = (o, v), b= %(%UIJ-

Summarizing, we have
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Proposition 4.2. The (formal) solution of the initial-boundary value prob-
lem (4.67)-(4.70) is given by

u(z,t) = vg(a)wi(t),

k=1

where vy is a complete orthonormal system of eigenfunctions of (4.71), (4.72)
and the functions wy, are defined by (4.76).

The resonance phenomenon
Set in (4.67)-(4.70) ¢ = 0, ¢ = 0 and assume that the external force f is
periodic and is given by

f(z,t) = Asin(wt)v,(z),

where A, w are real constants and v,, is one of the eigenfunctions of (4.71), (4.72).
It follows

ca(t) = / P Ooe(x) da = A6, sin(wt).
Q
Then the solution of the initial value problem (4.67)-(4.70) is

= Auvn(2) t sin(wT) sin -7 T
ua) = 22 [ sinor)sin(/(t =) d

- A”n@)rlxn <\/Lk_n sin(v/Axt) — sin(wt)> ,

provided w # v/A,. It follows

A sin(v/Ant)
u(w, t) — van(g;) (T — tcos(\/m))

if w — v/ A. The right hand side is also the solution of the initial-boundary
value problem if w = /\,,.
Consequently |u| can be arbitrarily large at some points = and at some

times t if w = v/ A,. The frequencies /A, are called critical frequencies at
which resonance occurs.

A uniqueness result

The solution of of the initial-boundary value problem (4.67)-(4.70) is unique
in the class C%(Q2 x R).
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Proof. Let uq, uo are two solutions, then u = ug — u1 satisfies

Ut = Lu in QxR

u(x,0) = 0 2€Q
u(z,0) = 0 x€Q
u(z,t) = 0 for x € 00 and t € R".

As an example we consider Example 3 from above and set

n

E(t) = / (Z a" (@) g, ug, + usy) dz.
Q =1
Then

n

E'(t) = 2/Q (Z aij(x)uxiuxjt—i-ututt) dz

4,j=1
n

= 2/(99 (Z a¥ (x)ug,umn;) dS

ij=1
+2/ ur(—Lu + wt) dx
= 0. !
It follows E(t) = const. From us(z,0) = 0 and u(z,0) = 0 we get E(0) = 0.
Consequently E(t) = 0 for all ¢, which implies, since L is elliptic, that

u(x,t) = const. on Q x R. Finally, the homogeneous initial and boundary
value conditions lead to u(z,t) =0 on Q x R. O
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4.6 Exercises

1. Show that u(z,t) € C?(R?) is a solution of the one-dimensional wave

equation
2
Utt = C Ugy

if and only if
u(A) + u(C) = u(B) +u(D)

holds for all parallelograms ABC'D in the (z, t)-plane, which are bounded
by characteristic lines, see Figure 4.8.

t

Figure 4.8: Figure to the exercise

2. Method of separation of variables: Let vg(z) be an eigenfunction to

the eigenvalue of the eigenvalue problem —v”(z) = Av(z) in (0,1),
v(0) = v(l) = 0 and let wg(t) be a solution of differential equation
—w"(t) = Ayw(t). Prove that vg(z)wg(t) is a solution of the partial
differential equation (wave equation) uy = Ugy.

Solve for given f(x) and p € R the initial value problem

Ut + Uy + PUgzry = 0 in RXxRy
u(z,0) = f(z).

. Let S := {(x,t); t = yx} be spacelike, i. e., |y| < 1/c?) in (x,t)-space,

x = (1,22, 23). Show that the Cauchy initial value problem Ou = 0



4.6. EXERCISES 137

with data for v on S can be transformed using the Lorentz-transform

Tr1 — ’yc2t , , , t—yx1
, L9 = T2, T3 = T3, t =
V1 —~2c2 1 — 522

into the initial value problem, in new coordinates,

xr1 =

Ou = 0
u(@',0) = f(a)
up(2',0) = g(a) .

Here we denote the transformed function by u again.

5. (i) Show that
] ™\ . (TN
u(z, t) = ng lan cos <_l t) sin <_l a:)

is a C2-solution of the wave equation uy = Uz, if |an| < ¢/n?*, where
the constant ¢ is independent of n.

(ii) Set l
an ::/O f(x)sin <W7n$) dx.

Prove |a,| < ¢/n, provided f € C§(0,1).

6. Let © be the rectangle (0,a) x (0,b). Find all eigenvalues and associ-
ated eigenfunctions of —Au = Au in ©, u = 0 on 0.

Hint: Separation of variables.
7. Find a solution of Schrodinger’s equation
h2
ihy = ——ANzp + V() in R" xR,
2m
which satisfies the side condition

/ (e, t)Pdr =1,
R

provided F € R is an (eigenvalue) of the elliptic equation

2m

Au + %

(E-=V(z))u=0 in R"
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10.

11.

12.
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under the side condition [ [u[?dz =1, u: R™ +— C.
Here is ¥ : R™ x R — C, h Planck’s constant (a small positive con-
stant), V' (z) a given potential.

Remark. In the case of a hydrogen atom the potential is V(z) =
—e/|x|, e is here a positive constant. Then eigenvalues are given by
E, = —me/(2h*n?), n € N, see [22], pp. 202.

Find nonzero solutions by using separation of variables of uy = Ayu
in @ x (0,00), u(z,t) = 0 on 02, where 2 is the circular cylinder
Q= {(w1,29,23) €ER": 22+ 23 < R?, 0 < 23 < h}.

Solve the initial value problem

3utt — 4uzz = 0
u(z,0) = sinzx
ut(z,0) = 1.

Solve the initial value problem

utt—CQum = x2, t>0, xR
u(z,0) =
ug(z,0) = 0.

Hint: Find a solution of the differential equation independent on t,
and transform the above problem into an initial value problem with
homogeneous differential equation by using this solution.

Find with the method of separation of variables nonzero solutions
u(z,t),0<z <1, 0<t<o0,of

Ugp — Uggy +u =0,
such that u(0,t) = 0, and u(1,t) =0 for all ¢ € [0, c0).
Find solutions of the equation
Upt — cgum = )\Qu, A = const.
which can be written as

u(z,t) = f(z? — 2t?) = f(s), s:= 2% — *t?
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with f(0) = K, K a constant.

Hint: Transform equation for f(s) by using the substitution s := 22/A
with an appropriate constant A into Bessel’s differential equation

2f(2) +2f(2)+ (22 —nHf =0, 2>0

with n = 0.

Remark. The above differential equation for w is the transformed tele-
graph equation (see Section 4.4).

Find the formula for the solution of the following Cauchy initial value
problem ug, = f(z,y), where S: y = ax + b, a > 0, and the initial
conditions on S are given by

u = azx+ 0y+1,
Uy = Q,
Uy = /67

a, b, a, B, ~ constants.

Find all eigenvalues p of

—q"(0) = pq(9)
q(0) = q(6+2m).
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Chapter 5

Fourier transform

Fourier’s transform is an integral transform which can simplify investigations
for linear differential or integral equations since it transforms a differential
operator into an algebraic equation.

5.1 Definition, properties

Definition. Let f € C5(R"), s =0,1,... . The function f defined by

n

7(6) = (2m) 2 / =€ f(z) d, (5.1)

where £ € R™ is called Fourier transform of f, and the function g given by

3(x) = (2m) "2 / e g(€) de (5.2)

n

is called inverse Fourier transform, provided the integrals on the right hand
side exist.

From (5.1) it follows by integration by parts that differentiation of a func-
tion is changed to multiplication of its Fourier transforms, or an analytical
operation is converted into an algebraic operation. More precisely, we have

Proposition 5.1.
Def(€) =g f(e),

where |a| < s.

141
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The following proposition shows that the Fourier transform of f decreases
rapidly for [§| — oo, provided f € CG(R"). In particular, the right hand
side of (5.2) exists for g := f if f € CyrHR™).

Proposition 5.2. Assume g € C§(R"), then there is a constant M =

M(n, s, g) such that
M

Proof. Let £ = (&1,...,&,) be fixed and let j be an index such that [¢;| =
maxy, |€k|. Then

n 1/2
€] = (Zfz) < Vnlgj|
k=1
which implies
v = 3 ())iek
k=0
< 2sznk/2‘§ |k:

25n, 3/2 Z |§a

laf<s

IN

This inequality and Proposition 5.1 imply

A+[ED* GO < 2n*/2 > |(i€)“G(6)

la|<s

< 2% 5/22/ ‘Da ‘dl’—

la|<s

The notation inverse Fourier transform for (5.2) is justified by

Theorem 5.1. f: f and ]?: f.

Proof. See [27], for example. We will prove the first assertion

@m) " [t fie) de = 1) (53
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here. The proof of the other relation is left as an exercise. All integrals
appearing in the following exist, see Proposition 5.2 and the special choice
of g.

(i) Formula

[ s@F©e<ac= [ Gwsa+y) dy (5.4

RTL

follows by direct calculation:

Loat@ (ene [ ep) an) e ag
—en [ ([ a0 ac) ) dy
=/n 9ly —2)f(y) dy
— [ W +) dy

(ii) Formula

(202 [ e eg(eg) dg = (u/e) (5:5)
for each € > 0 follows after substitution z = &£ in the left hand side of (5.1).

(iii) Equation
| scaf©es = [ Gosaten dy (5.6

follows from (5.4) and (5.5). Set G(&) := g(&£), then (5.4) implies

| c@i@e=t = [ Wiy dy

]Rn

Since, see (5.5),

53>
&

= em [ (e dg

= ¢ "gly/e),
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we arrive at

| oseofer = [ eraw/enray dy
/

Letting € — 0, we get

90) [T de = f) [ 500) dy (5.7)
. .
Set,
g(z) = ef‘x|2/2,
then
[ 3wy = 2o 59

Since g(0) = 1, the first assertion of Theorem 5.1 follows from (5.7) and (5.8).
It remains to show (5.8).

(iv) Proof of (5.8). We will show

gly): = (@m)"? / o7l /2—iv e g

o 1?2,
The proof of
/ P12 gy — (272
is left as an exercise. Since
x|y Ty z]* |y|2)
—“N—=tt—= | —=Ft1—=|=—|—Ftwx-y— —
<\/§ ﬁ)(ﬂ ﬁ) (2 T
it follows
/ o lel2/2g—izy gy _ / o e l2/2 gy

_|yl2 2
_ e|y/2/ o du
n

on/2o—1u[2/2 / e~ dn
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where

x+_y
==t 11—
TR A

Consider first the one-dimensional case. According to Cauchy’s theorem we

j(I{ e dn =0,
C

where the integration is along the curve C' which is the union of four curves
as indicated in Figure 5.1.

have

Imn
iy
IF C
C2 C 4
R c, R Ren
Figure 5.1: Proof of (5.8)
Consequently

2 1 R 2 2 2
e dn= —/ e "2 dy —/ e T dn —/ e~ dn.
/Cg V2 J R Co Cy

It follows
lim e dn =7
R—o0 Cs

since

lim e dn=0, k=2, 4.
R—o0 Cy,

The case n > 1 can be reduced to the one-dimensional case as follows. Set

" il = )
=——+i—==01,. M),
n \/5 \/5 T Tin

where . Y
M=+ it

V2 V2
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From dn =dn; ...dn and

n
2 2 2
e — e 2im1 M = | |e_771
=1

n
[ erannf][ et
" =111

x
I'={ze€C: z= l+i£,—oo<:rl<+oo}.

RRCARNG

it follows
where for fixed y

O

There is a useful class of functions for which the integrals in the definition
of f and f exist.
For u € C*°(R") we set

¢jk(u) := max (sup <(1 4 x|2)j/2’D°‘u(m)\)> .

o |a|<k \ Rrr

Definition. The Schwartz class of rapidly degreasing functions is

S(R") ={ue C*(R"): gjr(u) < oo for any j,k € NU{0}}.

This space is a Frechét space.
Proposition 5.3. Assume u € S(R™), then u and u € S(R™).

Proof. See [24], Chapter 1.2, for example, or an exercise.

5.1.1 Pseudodifferential operators

The properties of Fourier transform lead to a general theory for linear partial
differential or integral equations. In this subsection we define

_19
i 0z’

and for each multi-index « as in Subsection 3.5.1

Dy, =1,...,n,

DY =D ... Do,
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Thus

po_ L oled
T gled 928t dxgn

Let
p(z, D) == Z aq(x)D?,

|a|<m

be a linear partial differential of order m, where a, are given sufficiently
regular functions.

According to Theorem 5.1 and Proposition 5.3, we have, at least for
u e S(R™),

u(x) = (2m) "2 / e TERE) de,

which implies

Dou(z) = (27)~"/2 / T EET(E) de.

n

Consequently

pa, Dyu(x) = (2m) 2 / e Ep(z, £)(E) de, (5.9)

n

where

p(e,&) = > aa(w)E".

la|<m

The right hand side of (5.9) makes sense also for more general functions
p(x, €), not only for polynomials.

Definition. The function p(z, &) is called symbol and

(Pu)(z) == (2m) "/ / e (e, £)(€) de

n

is said to be pseudodifferential operator.

An important class of symbols for which the right hand side in this defini-
tion of a pseudodifferential operator is defined is S™ which is the subset of
p(x, &) € C(Q x R™) such that

D Dgp(2, )| < Crcaplp) (1+ €)1

for each compact K C Q.



148 CHAPTER 5. FOURIER TRANSFORM

Above we have seen that linear differential operators define a class of pseu-
dodifferential operators. Even integral operators can be written (formally)
as pseudodifferential operators. Let

(Pu)(x) = . K(z,y)u(y) dy

be an integral operator. Then
(Pi@) = @0 [ K [ ettt de
_ (2m) 2 / o < / IR (0, y) dy> ae).
Then the symbol associated to the above integral operator is

p(z,§) =/n WK (2,y) dy.
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5.2 Exercises
1. Show
/ WP/ gy — (22,
2. Show that v € S(R™) implies 4, u € S(R™).
3. Give examples for functions p(x, &) which satisfy p(z,&) € S™.

4. Find a formal solution of Cauchy’s initial value problem for the wave
equation by using Fourier’s transform.
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Chapter 6

Parabolic equations

Here we consider linear parabolic equations of second order. An example is
the heat equation

up = a’Au,

where u = wu(x,t), x € R3, ¢t > 0, and a? is a positive constant called
conductivity coefficient. The heat equation has its origin in physics where
u(z,t) is the temperature at = at time ¢, see [20], p. 394, for example.

Remark 1. After scaling of axis we can assume a = 1.

Remark 2. By setting ¢ := —t, the heat equation changes to an equation
which is called backward equation. This is the reason for the fact that
the heat equation describes irreversible processes in contrast to the wave
equation Ou = 0 which is invariant with respect the mapping t — —t.
Mathematically, it means that it is not possible, in general, to find the
distribution of temperature at an earlier time t < tg if the distribution is
given at tg.

Consider the initial value problem for u = u(x,t), u € C*°(R" x R,),

uw = Au inzxeR" t>0, (6.1)
u(m,()) = ¢(:E)a

where ¢ € C(R") is given and A = A,.

151
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6.1 Poisson’s formula

Assume wu is a solution of (6.1), then, since Fourier transform is a linear
mapping,
ug — Au = 0.

From properties of the Fourier transform, see Proposition 5.1, we have
n Ao n
— 0%u EYIN
Lu= Z 02 ZZ &ru(§),
k=1 "k k=1

provided the transforms exist. Thus we arrive at the ordinary differential
equation for the Fourier transform of u

di o

where £ is considered as a parameter. The solution is

U, 1) = (€)e I

since 4(€,0) = $(¢). From Theorem 5.1 it follows

u(z,t) = @m0 [ G el de
Rn

= en [ s ([ eseea) ay

K(x,y,t) = (2m) ™" / el g

n

Set

By the same calculations as in the proof of Theorem 5.1, step (vi), we find
K(z,y,t) = (4mt) "/ 2e~le—vl?/4t, (6.3)

Thus we have

u(z, t) = (Nlﬁ)” [ oegete g (6.4)

Definition. Formula (6.4) is called Poisson’s formula and the function K
defined by (6.3) heat kernel or fundamental solution of the heat equation.
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Figure 6.1: Kernel K(z,y,t), p= |z —y|, t1 < t2

Proposition 6.1 The kernel K has following properties:
(i) K(z,y,t) € C*R" x R" x Ry),

(ii) (0/0t — AN)K(z,y,t) =0, t >0,

(iii) K(x,y,t) >0, t >0,

(W) [gn K(x,y,t)dy=1, zeR", t>0,

(v) For each fized 6 > 0:

lim K(z,y,t) dy=10
t— 0 JR™\Bs(x)

t>0

uniformly for x € R™.
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Proof. (i) and (iii) are obviously, and (ii) follows from the definition of K.

Equations (iv) and (v) hold since

/ K(z,y,t) dy = / (dmt) /2 leul /4t g
R™\ B; () R™\ Bs ()

I / e~
R™\B;//2(0)
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by using the substitution y = x 4 (4t)"/?5. For fixed § > 0 it follows (v) and
for 0 := 0 we obtain (iv). O

Theorem 6.1. Assume ¢ € C(R") and supgn |¢p(x)| < co. Then u(x,t)
given by Poisson’s formula (6.4) is in C°(R™ x R}), continuous on R™ x
[0,00) and a solution of the initial value problem (6.1), (6.2).

Proof. It remains to show

lim  u(x,t) = ¢(&).

x— &
t—0

Since ¢ is continuous there exists for given € > 0 a § = §(¢) such that |¢p(y)—

g 545 &+20 X

Figure 6.2: Figure to the proof of Theorem 6.1

d(&)| <eif ly—& < 20. Set M := supgn |¢(y)|. Then, see Proposition 6.1,

u(@,t) =) = [ K(z,y,t) (6(y) — ¢(£)) dy.

Rn
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It follows, if |z — &| < 0 and ¢ > 0, that
(e, 1) — 6(6)] < /B ) Kw o) -6 dy
s(z

n / K(z,y,t) |6(y) — 6(6)| dy
R™\ Bs ()

IN

| K@t lot) - o) dy
Bas(x)
+2M K(z,y,t) dy
R™\ Bs(x)
< ¢ K(x,y,t) dy +2M K(z,y,t) dy

Rm R™\B; ()
< 2

if 0 <t < tg, ty sufficiently small. o
Remarks. 1. Uniqueness follows under the additional growth assumption
lu(z,t)| < Me* in Dy,

where M and a are positive constants, see Proposition 6.2 below.
In the one-dimensional case, one has uniqueness in the class u(x,t) > 0 in
Dr, see [10], pp. 222.

2. u(x,t) defined by Poisson’s formula depends on all values ¢(y), y € R™.
That means, a perturbation of ¢, even far from a fixed x, has influence to the
value u(x,t). In physical terms, this means that heat travels with infinite
speed, in contrast to the experience.

6.2 Inhomogeneous heat equation
Here we consider the initial value problem for u = u(z,t), u € C*°(R" x R),

up—Au = f(z,t) mzeR" t>0,
u($70) = qb(l‘)a

where ¢ and f are given. From

o —

u — Au = f(x,t)
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we obtain an initial value problem for an ordinary differential equation:

E‘Hﬂ u =

u(¢,0) =

)

(&:1)
(&)-

<)

The solution is given by

~

e =550 + | " el fe, ) dr.

Applying the inverse Fourier transform and a calculation as in the proof of
Theorem 5.1, step (vi), we get

u(et) = (n) [ (e

+/0t e P F(e 1) dT) d.

From the above calculation for the homogeneous problem and calculation as
in the proof of Theorem 5.1, step (vi), we obtain the formula

1

4 = —— —ly—zl?/(4t) 4
u(z, 1) avmr Je d(y)e y
t
1 2
0 JR" (2\/7r(t—7'))

This function wu(z,t) is a solution of the above inhomogeneous initial value
problem provided
¢ € C(R"), sup|g(z)| < oo
Rn

and if

fe CR" x[0,00)), M(r):=sup|f(y,7)] < o0, 0 <7 < o0
R"

6.3 Maximum principle
Let Q C R"™ be a bounded domain. Set

Dy = Qx(0,7T), T>0,
Sy = {(x,t): (z,t) € Q@ x {0} or (z,t) € 02 x [0, T},
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0Q 0Q X

Figure 6.3: Notations to the maximum principle

see Figure 6.3

Theorem 6.2. Assume u € C’(D—T), that ug, Uy,q, exist and are continuous
i Dy, and

up — Au <0 in Dp.
Then

max u(x,t) = maxu.
DT ST

Proof.  Assume initially vy — Au < 0 in Dp. Let € > 0 be small and
0 <e<T. Since u € C(Dp—_.), there is an (zg,tg) € Dp_. such that

u(zo, to) = max u(z,t).
DT—E

Case (i). Let (zg,tg) € Dr—.. Hence, since Dp_. is open, w;(xo,ty) = 0,
Ug, (20,t0) =0,1=1,...,n and

Z Uy, (T0,t0) (¢ < 0 for all ¢ € R™.
Lk=1

The previous inequality implies that uy, 4, (x0,t0) < 0 for each k. Thus we
arrived at a contradiction to u; — Au < 0 in Dr.
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Case (it). Assume (xq,t9) € Qx{T —e}. Then it follows as above Au < 0 in
(x0,t0), and from u(zg, tg) > u(xo,t), t < to, one concludes that w;(xo,ty) >
0. We arrived at a contradiction to u; — Au < 0 in Dy again.

Summarizing, we have shown that

max u(x,t) = maxu(z,t).
Dr_. T—e

Thus there is an (z¢,t.) € Sp_. such that

u(xe, to) = max u(z,t).
DT—E

Since w is continuous on Dy, we have

lim max u(x,t) = maxu(z,1t).
e=0Dr_, Dr

It follows that there is (7,f) € S such that

u(@, ) = maxu(z, 1
Dr

since Sp_. C St and Sy is compact. Thus, theorem is shown under the
assumption u; — Au < 0 in Dp. Now assume u; — Au < 0 in Dp. Set

v(z,t) :=u(x,t) — kt,
where k is a positive constant. Then
vy—Av=u —Au—k <O0.
From above we have
max u(x,t) = max(v(x,t)+ kt)

Dr Dr
(x,t) + kT

IN
=
IS
"
<

= maxv(z,t) + kT

T

(x,t) + kT,

N
mém

»

g

Letting k£ — 0, we obtain

max u(z,t) < maxu(z,t).
Dr St
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Since S C D, the theorem is shown. O

If we replace in the above theorem the bounded domain 2 by R"™, then the
result remains true provided we assume an additional growth assumption
for u. More precisely, we have the following result which is a corollary of
the previous theorem. Set for a fixed T', 0 < T < oo,

Dp={(z,t): xeR", 0<t<T}.
Proposition 6.2. Assume u € C(Dr), that us, Uy,s, exist and are contin-

uous in D,
ur — Au <0 in Dy,

and additionally that u satisfies the growth condition
u(z,t) < Ml
where M and a are positive constants. Then
max u(z,t) = max u.
Dr St
It follows immediately the

Corollary. The initial value problem uy — Au = 0 in Dy, u(z,0) = f(x),
x € R", has a unique solution in the class defined by w € C(Dr), ut, Ug,q,

. . . 2
exist and are continuous in Dy and |u(z,t)] < M=l

Proof of Proposition 6.2. See [10], pp. 217. We can assume that 4aT < 1,
since the finite interval can be divided into finite many intervals of equal
length 7 with 4a7 < 1. Then we conclude successively for k that

u(z,t) < sup u(y, kr) < sup u(y,0)
yEeR™ yeR™

for kr <t<(k+ 1)1, k=0,...,N —1, where N =T/r.
There is an € > 0 such that 4a(T + €) < 1. Consider the comparison
function

vz, t) 0 = u(z,t) — p(4r(T + e — 1)) ~/2 elr=ylP /(AT +e=t)
= wu(x,t) — pK(iz,iy, T +€—1t)
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for fixed y € R™ and for a constant p > 0. Since the heat kernel K (iz, iy, t)
satisfies K; = AK,, we obtain

%v“—Avuzut—Aqu
Set for a constant p > 0

Dr,={(z,t): [x—y|<p, 0<t<T}.
Then we obtain from Theorem 6.2 that

vu(y,t) < maxuy,
Sr.p

where S, = St of Theorem 6.2 with Q = B,(y), see Figure 6.3. On the
bottom of St , we have, since pK > 0,

Uﬂ(x70) < u(x,()) < sup f(z)
z€R™

On the cylinder part |z —y| =p, 0 <t < T, of St it is

vz, t) < Me ™ — (4 (T + e — 1)) 72 eP*/ (AT +em1)
< MeMWIHR® _  (4n (T + €))% "/ (AT+0)
< sup f(z)
zeR"

for all p > po(u), po sufficiently large. We recall that 4a(T + ¢€) < 1.
Summarizing, we have

max v, (x,t) < sup f(2)
St.p z€R™

if p > po(p). Thus

vy, t) < maxv,(z,t) < sup f(z)
STm zER™

if p > po(p). Since
vy, 1) = u(y,t) — p(An(T + e — 1)) ™/*
it follows

u(y. ) — p (4n(T + e — )" < sup f(2).
z€R”
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Letting 4 — 0, we obtain the assertion of the proposition. O

The above maximum principle of Theorem 6.2 holds for a large class of
parabolic differential operators, even for degenerate equations. Set
n
Lu = Z aij(x7 t)uﬂ%ﬂﬁja
i,j=1
where ¥ € C(Dr) are real, a” = a/*, and the matrix (a™/) is nonnegative,
that is,

> a(z,4)G¢ > 0 for all ¢ € R™,
i,j=1
and (z,t) € Dr.

Theorem 6.3. Assume u € C(Dy), that ut, Uy,s, exist and are continuous
in Dr, and

—Lu <0 wn Dp.
Then

max u(z,t) = max u.
Dr St

Proof. (i) One proof is a consequence of the following lemma: Let A, B real,
symmetric and nonnegative matrices. Nonnegative means that all eigenval-
ues are nonnegative. Then trace (AB) = > ", a”b;; > 0, see an exercise.

(ii) Another proof exploits transform to principle axis directly: Let U =
(21,...,2n), where z; is an orthonormal system of eigenvectors to the eigen-
values )\; of the matrix A = (a®/(xg,tg)). Set ( = Un, x = UT (2 — x¢)y and
v(y) = u(zo + Uy, to), then

n

0 < Z 1307 to CZC] Z /\z7712

4,7=1
n
_ 2
0 > E :U;WEJQCJ - E :vyiyini'
ij=1 i=1

It follows A; > 0 and vy,,;, < 0 for all ¢. Consequently

n

D a (w0, t0) ez, (20, o) = Z)\ Vyy; <

3,j=1



162 CHAPTER 6. PARABOLIC EQUATIONS

6.4 Initial-boundary value problem

Consider the initial-boundary value problem for ¢ = ¢(z,t)

¢t = DAc in Q x (0,00) (6.5)
c(r,0) = co(z) 2€Q (6.6)
% = 0 on 990 x (0,00). (6.7)

Here is 2 C R", n the exterior unit normal at the smooth parts of 92, D a
positive constant and co(z) a given function.

Remark. In application to diffusion problems, ¢(z,t) is the concentration
of a substance in a solution, co(x) its initial concentration and D the coef-
ficient of diffusion.

First Fick’s rule says that w = D9c/0n, where w is the flow of the substance
through the boundary 9. Thus according to the Neumann boundary con-
dition (6.7), we assume that there is no flow through the boundary.

6.4.1 Fourier’s method

Separation of variables ansatz c(x,t) = v(x)w(t) leads to the eigenvalue
problem, see the arguments of Section 4.5,

—Av = v in (6.8)
g—z = 0 on 09, (6.9)

and to the ordinary differential equation
w'(t) + ADw(t) = 0. (6.10)

Assume 2 is bounded and 02 sufficiently regular, then the eigenvalues
of (6.8), (6.9) are countable and

0:)\0<)\1§)\2§...—>OO.

Let vj(x) be a complete system of orthonormal (in L?*(Q)) eigenfunctions.
Solutions of (6.10) are
UJj(t) = Cje_DAjt,

where C; are arbitrary constants.
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According to the superposition principle,
N
en(z,t) = Z CjePrity; ()
j=0
is a solution of the differential equation (6.8) and
o0
c(x,t) = Z Cie~Phity;(z),
j=0

with

¢ = [l do

is a formal solution of the initial-boundary value problem (6.5)-(6.7).

Diffusion in a tube

Consider a solution in a tube, see Figure 6.4. Assume the initial concentra-

Q7]

X1

Figure 6.4: Diffusion in a tube

tion co(x1,x2,x3) of the substrate in a solution is constant if x3 = const.
It follows from a uniqueness result below that the solution of the initial-
boundary value problem c(z1, z2, x3,t) is independent of x; and zs.
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Set z = x3, then the above initial-boundary value problem reduces to

¢ = Dec,,

c(z,0) = c¢o(2)
c, = 0, z=0, z=1.

The (formal) solution is

ﬂ. 2
g CpeP (Fn) cos(?nz),
where
Co =

C, =

6.4.2 Uniqueness

Sufficiently regular solutions of the initial-boundary value problem (6.5)-
(6.7) are uniquely determined since from

¢ = DAc in Q x (0,00)
c(z,0) = 0

Oc

an

it follows that for each 7 > 0

0 = / / (cte — D(Ac)e) dxdt
1 8
= D 2|
/ / 28t ) dtdx + / / |Ve|” dxdt
= / 2(x,7) d:c+D/ / |V c|? dadt.
2 Ja

6.5 Black-Scholes equation

= 0 on 90 x (0,00).

Solutions of the Black-Scholes equation define the value of a derivative, for
example of a call or put option, which is based on an asset. An asset
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can be a stock or a derivative again, for example. In principle, there are
infinitely many such products, for example n-th derivatives. The Black-
Scholes equation for the value V(S,t) of a derivative is

1
m+50252vss+rsvs—rvzo in Q, (6.11)
where for a fixed T, 0 < T < o0,
Q={(S,t)eR?*: 0<S<o0, 0<t<T}

and o, r are positive constants. More precisely,
o is the volatility of the underlying asset .S,
r is the guaranteed interest rate of a risk-free investment.

If S(t) is the value of an asset at time ¢, then V(S(¢),t) is the value
of the derivative at time ¢, where V(S,t) is the solution of an appropriate
initial-boundary value problem for the Black-Scholes equation, see below.

The Black-Scholes equation follows from Ito’s Lemma under some as-
sumptions on the random function associated to S(t), see [26], for example.

Call option

Here is V(S,t) := C(S,t), where C(S,t) is the value of the (European) call
option. In this case we have following side conditions to (6.11):

C(S,T) = max{S— FE,0} (6.12)
c,t) = 0 (6.13)
C(S,t) = S+o(S) as S — oo, uniformly in ¢, (6.14)

where E and T are positive constants, F is the exercise price and T the
expiry.

Side condition (6.12) means that the value of the option has no value at
time T'if S(T') < E,
condition (6.13) says that it makes no sense to buy assets if the value of
the asset is zero,
condition (6.14) means that we buy assets if its value becomes large, see
Figure 6.5, where the side conditions are indicated.

Theorem 6.4 (Black-Scholes formula for European call options). The so-
lution C(S,t), 0 < S < o0, 0 <t < T, of the initial-boundary value prob-
lem (6.11)-(6.14) is explicitly known and is given by

C(8,t) = SN(dy) — Ee " TDN (dy),
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C=max{S-E,0}

C=0 é C~S

Figure 6.5: Side conditions for a call option

where

N(z) = \/LQ_W/_I e V12 gy,
In(S/E) + (r +02/2)(T —t)

d = ’
! ovT —1
& = In(S/E) + (r — a%/2)(T —t)
2 oVT —1t ‘
Proof. Substitutions
T 7 T —
S=FEe", t= Ry C = Ev(z,1)

change equation (6.11) to
Vr = Vgp + (K — 1)v, — ko,

where
r

b=y

Initial condition (6.15) implies
v(x,0) = max{e” —1,0}.
For a solution of (6.15) we make the ansatz

v = ey (z, 1),

(6.15)

(6.16)
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where o and 3 are constants which we will determine as follows. Inserting
the ansatz into differential equation (6.15), we get

Bu + tr = 0 + 200, + Uge + (k — 1) (0 + ug) — ku.

Set 8 = a?+ (k — 1)a — k and choose « such that 0 = 2a + (k — 1), then
Uy = Ugy. Lhus

vz, ) = e~ B D/ 2 Ut )P r/dy (0 (6.17)
where u(x, 7) is a solution of the initial value problem

Ur = Upgy, —00O< <00, T>0

u(z,0) = wup(z),

with
uo(z) = max {e(k+1)x/2 ENCEE) 0} _

A solution of this initial value problem is given by Poisson’s formula

+
u(z, ) = ! / ” uo(s)e_(m_s)Q/(4T) ds.
’ AV

Changing variable by ¢ = (s — x)/(v/27), we get

I
u(z,7) = ——277/ uo(qx/g—i—ur)e*qz/2 dq

= 11— Iy,
where

1 o0 2

L o= / oD (@ +aVEN o —a/2 gy
V2T J—a/(\/27)
1 o0 2

L = / oD avVEn) /2 g
V2T J—z)(\/27)

An elementary calculation shows that

Il — e(k+1)x/2+(k+l)2T/4N(d1)
I, = e(k—1)z/2+(/74—1)27/4]\[(052)7
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where

di =
dy = ——+-(k—1)V2r

N(d) = — e 2 ds, i=1, 2.

Combining the formula for u(z, 7), definition (6.17) of v(z, 7) and the previ-
ous settings x = In(S/E), 7 = ¢*(T —t)/2 and C = Ev(z,7), we get finally
the formula of of Theorem 6.4.

In general, the solution u of the initial value problem for the heat equa-
tion is not uniquely defined, see for example [10], pp. 206.

Uniqueness. The uniqueness follows from the growth assumption (6.14).
Assume there are two solutions of (6.11), (6.12)-(6.14), then the difference
W (S, t) satisfies the differential equation (6.11) and the side conditions

W(S,T) =0, W(0,t) =0, W(S,t) =0(S) as S — o0
uniformly in 0 <t < T.
From a maximum principle consideration, see an exercise, it follows that

[W(S,t)] <eSon S >0,0<t<T. The constant ¢ is independent on S
and t. From the definition of u we see that

u(z,7) = %e*‘m*ﬂTW(S, t),

where S = Ee®, t =T — 27/(0?). Thus we have the growth property
lu(z,7)| < Mell 2 e R, (6.18)

with positive constants M and a. Then the solution of u; = Uy, in —00 <
T < 00, 0 < 7 < 02T/2, with the initial condition u(z,0) = 0 is uniquely
defined in the class of functions satisfying the growth condition (6.18), see
Proposition 6.2 of this chapter. That is, u(z,7) = 0. O
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Put option

Here is V(S,t) := P(S,t), where P(S,t) is the value of the (European) put
option. In this case we have following side conditions to (6.11):

P(S,T) = max{E — 5,0} (6.19)
P(0,t) = Ee Tt (6.20)
P(S,;t) = o(S) as S — oo, uniformly in 0 <t <T. (6.21)

Here E is the exercise price and T' the expiry.

Side condition (6.19) means that the value of the option has no value at
time 7" if S(T) > E,
condition (6.20) says that it makes no sense to sell assets if the value of the
asset is zero,
condition (6.21) means that it makes no sense to sell assets if its value
becomes large.

Theorem 6.5 (Black-Scholes formula for European put options). The solu-
tion P(S,t), 0 < S < oo, t <T of the initial-boundary value problem (6.11),
(6.19)-(6.21) is explicitly known and is given by

P(S,t) = Ee " TN (—dy) — SN(—dy)
where N(x), di, da are the same as in Theorem 6.4.

Proof. The formula for the put option follows by the same calculations as
in the case of a call option or from the put-call parity

C(S,t) — P(S,t) = S — Ee (T

and from
N(z)+ N(—=z) = 1.

Concerning the put-call parity see an exercise. See also [26], pp. 40, for a
heuristic argument which leads to the formula for the put-call parity. O
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Exercises

Show that the solution u(z,t) given by Poisson’s formula satisfies

inf ¢(z) < u(x,t) < sup p(z)
zER" zERNM

provided () is continuous and bounded on R".
Solve for given f(z) and p € R the initial value problem

Ut + Up + Pz, = 0 in RXxRy
u(z,0) = f(z).

Show by using Poisson’s formula:

(i) Each function f € C([a,b]) can be approximated uniformly by a
sequence f, € C*[a,b] .

(ii) In (i) we can choose polynomials f,, (Weierstrass’s approximation
theorem).

2

Hint: Concerning (ii), replace the kernel K = €£L‘p(—‘y 4f|

_ly—a?
i

) by a se-

quence of Taylor polynomials in the variable z =
Let u(z,t) be a positive solution of
Ut = pUgy, t> 07

where p is a constant. Show that 6§ := —2pu,/u is a solution of
Burger’s equation
Oy + 00, = by, t > 0.

Assume uy(s, t), ..., un(s, t) are solutions of u; = uss. Show that [[;_; uk(z, t)
is a solution of the heat equation u; — Au =0 in R™ x (0, 00).

Let A, B are real, symmetric and nonnegative matrices. Nonnegative
means that all eigenvalues are nonnegative. Prove that trace (AB) =

E?,jzl aijbij Z 0.
Hint: (i) Let U = (21,...,2yn), where z; is an orthonormal system of
eigenvectors to the eigenvalues A; of the matrix B. Then
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10.

11.

is a square root of B. We recall that

MO 0
vTpy— | 0 M 0
0 0 An

(ii) trace (QR) =trace (RQ).

(iii) Let p1(C), ... un(C) are the eigenvalues of a real symmetric n x n-
matrix. Then trace C = Y ;- (C), which follows from the funda-
mental lemma of algebra:

det (\[ - C) = /\n—(C11+...—|—cnn))\n71—|—...

= A—p) - (A= )
= N — (1 + . )N

Assume 2 is bounded, u is a solution of the heat equation and u sat-
isfies the regularity assumptions of the maximum principle (Theorem
6.2). Show that u achieves its maximum and its minimum on Sp.

. Prove the following comparison principle: Assume 2 is bounded and

u, v satisfy the regularity assumptions of the maximum principle. Then

u —ANu < v,— Av in Dp

uw < v on St

imply that v < v in Dp.

. Show that the comparison principle implies the maximum principle.

Consider the boundary-initial value problem
ug—Au = f(x,t) in Dp
u(z,t) = ¢(z,t) on Sr,

where f, ¢ are given.
Prove uniqueness in the class u, ut, Uz, € C(Dr).

Assume u, vi, va € C?(Dr) N C(Dr), and u is a solution of the
previous boundary-initial value problem and vy, vy satisfy

() — Avy < f(x,t) < (v2)y — Ave in Dy
v < ¢ <wy on St.
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12.

13.

14.

15.
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Show that (inclusion theorem)

v (x,t) < u(x,t) < wve(z,t) on Dr.

Show by using the comparison principle: let u be a sufficiently regular
solution of

Uy — Au = 1 in DT
v = 0 on Sp,
then 0 < wu(x,t) <t in Dr.

Discuss the result of Theorem 6.3 for the case

n

Lu= Z i (T, t)Up i, + Zbi(m,t)umi + ez, t)u(z,t).

i,j=1 %
Show that

> 2
u(z,t) = che_" tsin(nx),
n=1

where

Cn = %/Oﬂ f(z)sin(nx) dx,

is a solution of the initial-boundary value problem

U = Ugg, x € (0,7), t >0,
u(z,0) = f(z),
u(0,t) = 0,
u(ﬂ-vt) = 0,

if f € C*(R) is odd with respect to 0 and 27-periodic.

(i) Find the solution of the diffusion problem ¢; = Dc,, in 0 < z <[,
0 <t < oo, D= const. > 0, under the boundary conditions c,(z,t) =
0 if z =0 and z = [ and with the given initial concentration

co=const. if 0<z<h
c(z,O):Co(Z)ZZ{ ’ 0 if h;zzl.

(ii) Calculate limy—.oo c(z,1).
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16.

17.

18.

19.

Prove the Black-Scholes Formel for an European put option.

Hint: Put-call parity.
Prove the put-call parity for European options
C(S,t) — P(S,t) =S — Be (T

by using the following uniqueness result: Assume W is a solution
of (6.11) under the side conditions W (S,T) = 0, W(0,t) = 0 and
W(S,t) = O(S) as S — oo, uniformly on 0 <t <T. Then W (S,t) =
0.

Prove that a solution V (S, t) of the initial-boundary value problem (6.11)
in © under the side conditions (i) V(S,7) =0, S > 0, (ii) V(0,¢) = 0,
0<t<T,(iii) img_ 0 V(5,t) = 0 uniformly in 0 < ¢ < T, is uniquely
determined in the class C%(Q) N C(9Q).

Prove that a solution V (S, t) of the initial-boundary value problem (6.11)
in ©, under the side conditions (i) V/(S,T) =0, S > 0, (ii)) V(0,t) =0,
0<t¢<T, (iii) V(S,t) = S+o0(S) as S — oo, uniformly on 0 < ¢ < T,
satisfies |V (S,t)] <cSforall S>0and 0 <t <T.
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Chapter 7

Elliptic equations of second
order

Here we consider linear elliptic equations of second order, mainly the Laplace
equation
Au = 0.

Solutions of the Laplace equation are called potential functions or harmonic
functions. The Laplace equation is called also potential equation.
The general elliptic equation for a scalar function u(x), x € Q C R™, is

n

Lu:= Y a" (@) ugm; + YV (2)ta; + c(z)u = f(x),
j=1

1,j=1

where the matrix A = (a¥) is real, symmetric and positive definite. If A is
a constant matrix, then a transform to principal axis and stretching of axis

n
.
g a9 Uy, = Av,
ij=1

leads to

where v(y) := u(Ty), T stands for the above composition of mappings.

7.1 Fundamental solution

Here we consider particular solutions of the Laplace equation in R™ of the
type
u(z) = f(lz —yl),

175
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where y € R" is fixed and f is a function which we will determine such that
u defines a solution if the Laplace equation.
Set r = |z — y|, then

w, = f)=

i — yi)® ! zi — yi)®
Ugjz; = f”(r)(7042y)+f(7“) <%_(7,73y)>

n—1

Du = )+ ).

Thus a solution of Au = 0 is given by

£(r) = calnr4+c : n=2
Tl er? "+ ;o n>3

with constants c1, co.

Definition. Set r = |z — y|. The function

{—%lnr c o n=2
s(r) == B

n>3

is called singularity function associated to the Laplace equation. Here
is w, the area of the n-dimensional unit sphere which is given by w, =
21™/2 /T (n/2), where

o0
I'(t) ::/ e P!~ dp, t>0,
0
is the Gamma function.

Definition. A function

Y(z,y) = s(r) + (z,y)

is called fundamental solution associated to the Laplace equation if ¢ €
C?(Q) and A,¢ = 0 for each fixed y € Q.

Remark. The fundamental solution v satisfies for each fixed y € € the
relation

—/Q Y(z,y) N ® () d = ®(y) for all & € C2(Q),
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see an exercise. This formula follows from considerations similar to the next
section.

In the language of distribution, this relation can be written by definition
as

where ¢ is the Dirac distribution, which is called §-function.

7.2 Representation formula

In the following we assume that €2, the function ¢ which appears in the
definition of the fundamental solution and the potential function u consid-
ered are sufficiently regular such that the following calculations make sense,
see [6] for generalizations. This is the case if 2 is bounded, 99 is in C!,
¢ € C%(Q) for each fixed y € Q and u € C%(Q).

x

<

0Q

Figure 7.1: Notations to Green’s identity

Theorem 7.1. Let u be a potential function and v a fundamental solution,
then for each fized y € Q)

T I R e

Proof. Let B,(y) C Q2 be a ball. Set Q,(y) = Q\ B,(y). See Figure 7.2 for

notations. From Green’s formula, for u, v € C?(2),

/ (vAu — ulv) dx = / (v@ — u@> as
Qp(y) 09,(;) \ On  On
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n
Qp(y)

Figure 7.2: Notations to Theorem 7.1

we obtain, if v is a fundamental solution and u a potential function,

/ (vau — u@v) dsS = 0.
% (y) on on
Thus we have to consider
/ va—u ds = / v% dS+/ v% ds
oy On o0 On 9B, (y) 0N

/ u@ ds = / u@_v dS+/ u@ ds.
an(y) 8n o0 81’L aBp(y) 8TL

We estimate the integrals over 0B,(y):

(1)

/ va—u as| < M lv| dS
9B,(y) On 9B, (y)
< M(/ s(p) dS+C’wnp”1>,
83/)(@’)
where
M = M(y)= sup |[du/on|, p< po,

Bﬁo (y)

C = Cy)= sup |¢(z,y)l
T€Bpy ()



7.2. REPRESENTATION FORMULA 179

From the definition of s(p) we get the estimate as p — 0

ou O(p|lnp|) : n=2
v—dS = 7.1
/BBp(y) 871 { O(p) .n Z 3 ( )

(ii) Consider the case n > 3, then

/ u@ ds = S U nl,l d5+/ u% ds
OB,(y) On wn JoB,@y) P OB, (y) O
1 .
= — / udS +O0(p" 1)
nP 0B, (y)

1

= u(x dS +O(p" 1,
S [ as o

= u(wo) +O(p"Y).
for an xg € 0B,(y).

Combining this estimate and (7.1), we obtain the representation formula of
the theorem. O

Corollary. Set ¢ = 0 and r = |z — y| in the representation formula of
Theorem 7.1, then

1 ou d(Inr) B
uly) = 37 Joo (lnranx —u o > dSz, n =2, (7.2)
1 1 Ou o(r?=m)
_ _ > 3. (7.
u(y) =2 /(‘)Q <7’”_2 o, U o ) dSy, n>3.(7.3)

7.2.1 Conclusions from the representation formula

Similar to the theory of functions of one complex variable, we obtain here
results for harmonic functions from the representation formula, in particular
from (7.2), (7.3). We recall that a function u is called harmonic if u € C%(Q)
and Au =0 in Q.

Proposition 7.1. Assume u is harmonic in Q. Then u € C*(Q).

Proof. Let Q9 CC Q be a domain such that y € Qq. It follows from
representation formulas (7.2), (7.3), where Q := Qq, that D'u(y) exist and
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are continuous for all [ since one can change differentiation with integration
in right hand sides of the representation formulae. O

Remark. In fact, a function which is harmonic in € is even real analytic
in €2, see an exercise.

Proposition 7.2 (Mean value formula for harmonic functions). Assume u
is harmonic in Q. Then for each B,(x) CC §

1 /
u(x) = u(y) dS,.
(=) wnp" 1 JoB, () (v) 45,

Proof. Consider the case n > 3. The assertion follows from (7.3) where
2 := B,(x) since r = p and

1 1
/ n—Q@ dsy = n—2 / ﬂ dsy
oB,(x) T2 Ony P 0B, (z) Oy
= n12/ Au dy
P B,,(m)

= 0.

O

We recall that a domain ©Q € R is called connected if €2 is not the union of
two nonempty open subsets 1, Qs such that 2, N Qs = (). A domain in R"
is connected if and only if its path connected.

Proposition 7.3 (Maximum principle). Assume u is harmonic in a con-

nected domain and achieves its supremum or infimum in Q. Then u = const.
in Q.

Proof. Consider the case of the supremum. Let z¢ € € such that

u(xo) = supu(x) =: M.
Q

Set Q1 :={z € Q: u(x) = M} and Qy := {z € Q: u(zx) < M}. The
set ()1 is not empty since zg € ;. The set 29 is open since u € CQ(Q).
Consequently, €25 is empty if we can show that 2 is open. Let T € €2y, then
there is a pg > 0 such that B,,(T) C Q and u(x) = M for all x € B,,(Z).
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If not, then there exists p > 0 and Z such that |z —Z| = p, 0 < p < po and
u(Z) < M. From the mean value formula, see Proposition 7.2, it follows

1 M
wnp" " JoB,(z) wnp"" JoB,(z)

which is a contradiction. Thus, the set {25 is empty since 2y is open. O

Corollary. Assume € is connected and bounded, and v € C?(Q) N C(Q)
is harmonic in €. Then w achieves its minimum and its maximum on the

boundary 0.

Remark. The previous corollary fails if {2 is not bounded as simple coun-
terexamples show.

7.3 Boundary value problems
Assume ) C R” is a connected domain.

7.3.1 Dirichlet problem

The Dirichlet problem (first boundary value problem) is to find a solution
u € CQ)NC(Q) of

Au = 0 inQ (7.4)
u = @ on dQ, (7.5)

where ® is given and continuous on 0.

Proposition 7.4. Assume Q is bounded, then a solution to the Dirichlet
problem is uniquely determined.

Proof. Maximum principle.

Remark. The previous result fails if we take away in the boundary condi-
tion (7.5) one point from the the boundary as the following example shows.
Let Q C R? be the domain

Q={xe B(0): 23>0},
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%

Figure 7.3: Counterexample

Assume u € C2(Q) N C(2\ {0}) is a solution of

Au = 0 in Q
u = 0 ondQ\{0}.
This problem has solutions u = 0 and u = Im(z + 2~ 1), where 2z = 21 + ixs.
Another example see an exercise.

In contrast to this behaviour of the Laplace equation, one has uniqueness
if Au = 0 is replaced by the minimal surface equation

8 ug;l 8 ul‘2
Oxq <\/1+|Vu]2> Oxg <\/1+|Vu2>
7.3.2 Neumann problem

The Neumann problem (second boundary value problem) is to find a solution
u € C*Q)NnCLQ) of

Au = 0 in Q (7.6)
ou
= ¢ on 01, (7.7)

where ® is given and continuous on 0f2.

Proposition 7.5. Assume Q is bounded, then a solution to the Dirichlet
problem is in the class u € C?(Q) uniquely determined up to a constant.

Proof. Exercise. Hint: Multiply the differential equation Aw = 0 by w and
integrate the result over Q2.
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Another proof under the weaker assumption u € C*(Q) N C%(Q) follows
from the Hopf boundary point lemma, see Lecture Notes: Linear Elliptic
Equations of Second Order, for example.

7.3.3 Mixed boundary value problem

The Mized boundary value problem (third boundary value problem) is to
find a solution v € C?(Q2) N C1(Q) of

Au = 0 inQ (7.8)

ou
% +hu

¢ on 09, (7.9)

where ® and h are given and continuous on 0{2.e ® and h are given and
continuous on 0f).

Proposition 7.6. Assume ) is bounded and sufficiently regular, then a
solution to the mized problem is uniquely determined in the class u € C?(£2)
provided h(z) > 0 on 02 and h(xz) > 0 for at least one point x € ON.

Proof. Exercise. Hint: Multiply the differential equation Aw = 0 by w and
integrate the result over 2.

7.4 Green’s function for A

Theorem 7.1 says that each harmonic function satisfies

L () 100
wo)= [ (100 B - w2 s, o

Ony

where 7y(y, x) is a fundamental solution. In general, u does not satisfies the
boundary condition in the above boundary value problems. Since v = s+ ¢,
see Section 7.2, where ¢ is an arbitrary harmonic function for each fixed =z,
we try to find a ¢ such that w satisfies also the boundary condition.
Consider the Dirichlet problem, then we look for a ¢ such that

Y(y,x) =0, ye o, xell (7.11)
Then

u(x) = —/ Mu(y) dSy, x €.
o0 8ny
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Suppose that u achieves its boundary values ® of the Dirichlet problem,
then

u(z) = —/ M@(y) dsy, (7.12)
[2]9]

ony

We claim that this function solves the Dirichlet problem (7.4), (7.5).

A function 7(y,z) which satisfies (7.11), and some additional assump-
tions, is called Green’s function. More precisely, we define a Green function
as follows.

Definition. A function G(y,z), y, * € Q, x # v, is called Green function
associated to 2 and to the Dirichlet problem (7.4), (7.5) if for fixed = € €2,
that is we consider G(y, z) as a function of y, the following properties hold:

(i) Gly,2) € C*(Q\{z}) NC(Q\ {z}) AyG(y,x) =0, = #y.
(i)  G(y,2) —s(|z —yl) € C*(Q)NC(Q).
(i) G(y,z)=0ify € 00, z # y.

Remark. We will see in the next section that a Green function exists at
least for some domains of simple geometry. Concerning the existence of a
Green function for more general domains see [13].

It is an interesting fact that we get from (i)-(iii) of the above definition two
further important properties. We assume that 2 is bounded, sufficiently
regular and connected.

Proposition 7.7. A Green function has the following properties. In the
case n = 2 we assume diam Q < 1.

(A)  G(z,y) = G(y,z) (symmetry).
(B) 0<G(z,y) <s(lz—yl), =, yeQ z#y.
Proof. (A) Let 21, 2 € Q. Set B; = B,(z), i = 1, 2. We assume

B; ¢ Qand By N By = (. Since G(y,zM) and G(y, ) are harmonic in
Q\ (Fl U B_g) we obtain from Green’s identity, see Figure 7.4 for notations,
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Figure 7.4: Proof of Proposition 7.7

0
8(9\(B1UB2)) ny

0
~G(y,z) 5, G, wm)) ds,

Ty

0 0
- My 2 @)y _ @y 2 (1)

0 0
Iy 2 @)y _ @y 2 (1)
+ /831 <G(y,$ )anyG(yax ) G(y,.’l? )8nyG(y7‘T )) dSy

0 0
+ / (G y, s —G(y, z?) — Gy, s®)=—G(y, =2V ) as,.
(056 ®) — Gy a®) 5 Glya) ) as,
The integral over 0f2 is zero because of property (iii) of a Green function,
and

0 15)

Gy, 2N —G(y,z?) — G(y,2P)—aG ,:c(l))dS

[ (605m6wa®) — G 5Glya) Jas,
- G(zW, 2?),

/ (G<y,x<”>—a Gy,e®) — Gly,a®)2 G<y7x<l>>) as,
OB, Gny 6ny

— —G(z®, M)

as p — 0. This follows by considerations as in the proof of Theorem 7.1.

(B) Since
Gy, z) = s(lz —y|) + ¢y, 2)
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and G(y,x) =0 if y € 9Q and = € Q we have for y € 0Q

oy, ) = —s(|lz — yl).

From the definition of s(|x — y|) it follows that ¢(y,z) < 0 if y € 0.
Thus, since Ay¢ = 0 in 2, the maximum-minimum principle implies that
o(y,x) <0 for all y, = € Q. Consequently

G(Z/ax) < S(‘JZ’ - y‘)7 Zz, Y € Qa €T 7é Y.
It remains to show that
Gy,z) >0, =, y€Q, z#y.

Fix z € Q and let B,(z) be a ball such that B,(z) C 2 for all 0 < p < po.
There is a sufficiently small pg > 0 such that for each p, 0 < p < po,

G(y,z) >0 forally € B,y(x), x #y,

see property (iii) of a Green function. Since

NyG(y,z) = 0 in Q\ By(x)
G(y,z) > 0 ifye€ dB,(x)
Gly,z) = 0 ifye o

it follows from the maximum-minimum principle that

G(y,z) >0 on Q\ B,(z).

7.4.1 Green’s function for a ball

If Q = Bgr(0) is a ball, then Green’s function is explicitly known.

Let Q@ = Bpgr(0) be a ball in R™ with radius R and the center at the
origin. Let x, y € Bg(0) and let ¢ the reflected point of y on the sphere
O0BRr(0), that is, in particular |y||y'| = R2, see Figure 7.5 for notations. Set

Gla,y) = s(r) = s (5m1) .

where s is the singularity function of Section 7.1, r = |x — y| and

n n R2 2
F=3 n=Y (xi—ﬁyi) .

=1 =1
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Figure 7.5: Reflection on 0Bg(0)

This function G(x,y) satisfies (i)-(iii) of the definition of a Green function.
We claim that

u(z) = —/ iG(x,y)CD dSy
9BRr(0)

Ty

is a solution of the Dirichlet problem (7.4), (7.5). This formula is also true
for a large class of domains Q@ C R”, see [13].

Lemma. s e
0 g L E kP
ony 72 Bwn ly—a?
Proof. Exercise.
! Hiz,y) = — R - |af” (7.13)
r,Y)=———"—— .

which is called Poisson’s kernel.

Theorem 7.2. Assume ® € C(0N2). Then
w(z) = / H(z, y)®(y) dS,
0BRr(0)

is the solution of the first boundary value problem (7.4), (7.5) in the class
C3Q)nC(Q).
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Proof. The proof follows from following properties of H(z,y):
(i) H(z,y) € C™, |yl=R, |z| <R, z#y,

(i) AzH(z,y) =0, [z| <R, [yl =R,

(iii) faBR(O) H(z,y) dSy =1, |z| <R,

(iv) H(z,y) >0, |yl =R, |z] <R,

(v) Fix ¢ € dBg(0) and ¢ > 0, then lim, ¢ |,j<r H(2,y) =0
uniformly in y € 0BR(0), |y — (| > 6.

(i), (iv) and (v) follow from the definition (7.13) of H and (ii) from (7.13)
or from

_GG(x,y)

H =
ony

9

y€IBR(0)

G harmonic and G(z,y) = G(y, x).
Property (iii) is a consequence of formula

u(z) = /8 oy B0 45,

for each harmonic function u, see calculations to the representation formula
above. We obtain (ii) if we set u = 1.

It remains to show that u, given by Poisson’s formula, is in C(Bg(0)) and
that u achieves the prescribed boundary values. Fix ¢ € 0Br(0) and let
x € Bgr(0). Then

u() - B(C) = /8 gy ) (@)~ 2(0) s,
= L+ 1

where

L o- / H(z,y) (®(y) — B(C)) dS,
0BR(0), |y—¢|<é

L - / H(z,y) (B(y) — 9(C)) dS,.
0BRr(0), |ly—¢|>d
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For given (small) ¢ > 0 there is a 0 = d(€) > 0 such that

|®(y) —@(Q)] <e

for all y € 0BR(0) with |y — ¢| < d. It follows |I;| < € because of (iii) and
(iv).
Set M = maxpp, (o) |¢|. From (v) we conclude that there is a ¢’ > 0 such

that
€

2Mw, Rr1
if z and y satisfy |z —¢| < ', |y — (| > 0, see Figure 7.6 for notations. Thus

H(z,y) <

Figure 7.6: Proof of Theorem 7.2

|I2| < € and the inequality
u(z) = (Q)] < 2€
for © € Bgr(0) such that |z — (| < ¢’ is shown. O

Remark. Define § € [0, 7] through cosd = z - y/(|z||y|), then we write
Poisson’s formula of Theorem 7.2 as
R? — |x]? 1
u(z) = #/ D(y >z dSy.
wnB Japg(0) (|z]?2 + R? — 2|z|R cos d)
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In the case n = 2 we can expand this integral in a power series with respect
to p:=|z|/R if |z| < R, since

R? — |z? B 1—p2
|z| + R2 — 2|z|Rcos§ ~ p? —2pcosd + 1
oo
=1 +22p" cos(nd),
n=1

see [16], pp. 18 for an easy proof of this formula, or [4], Vol. II, p. 246.

7.4.2 Green’s function and conformal mapping

For two-dimensional domains there is a beautiful connection between confor-
mal mapping and Green’s function. Let w = f(z) be a conformal mapping
from a sufficiently regular connected domain in R? onto the interior of the
unit circle, see Figure 7.7. Then the Green function of € is, see for exam-

@
w=f(2) (W)

—_—

Figure 7.7: Conformal mapping

ple [16] or other text books about the theory of functions of one complex
variable,

1
G(z,20) = %ln

1 — f(2)f(20)
f(z) = f(20)

9

where z = x1 + 122, 20 = Y1 + iyo.

7.5 Inhomogeneous equation

Here we consider solutions u € C?(Q2) N C(Q) of
—Au = f(z) inQ (7.14)
u = 0 ond%Q, (7.15)
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where f is given.

We need the following lemma concerning volume potentials. We assume
that €2 is bounded and sufficiently regular such that all the following integrals
exist. See [6] for generalizations concerning these assumptions.

Let for x € R, n > 3,

1
V(z) :/ﬂ f(y)m dy

and set in the two-dimensional case

Vi) = [ sm () o

We recall that w, = [0B;(0)|.

Lemma.

(i) Assume f € C(Q). Then V € CY(R") and

0 1 ,
Ve, (x) = /Qf(y)ﬁ—:vz (W) dy, ifn =3,

i) = [, 10 () v vee

(ii) If f € CL(2), then V € C*(Q) and

AV = —(n—=2w,f(x), x€Q, n>3
AV = 2rf(z), €Q, n=2.

Proof. To simplify the presentation, we consider the case n = 3.

(i) The first assertion follows since we can change differentiation with inte-
gration since the differentiate integrand is weakly singular, see an exercise.
(i) We will differentiate at = € Q. Let B, be a fixed ball such that « € B,,
p sufficiently small such that B, C Q. Then, according to (i) and since we

have the identity
9 (#) __9 (#)
ox; \ |z — vy Ay \ |z — v
which implies that

105 (51) = o (02 )+ fu
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we obtain

Vi (o) = / 8%
) /Q\B» 53@1 <|$iy|> W B, f(y)ai <Ixiy|> W
B /\BP Y ou, (!m1y|> @
o (o oty gty )
- [, f<y>ai(,xiy,> &y
/ ful) g =y @ /aBp f(y)ﬁni ds,,

where n is the exterior unit normal at dB,. It follows that the first and
second integral is in C1(2). The second integral is also in C'(2) according
to (i) and since f € C*(Q) by assumption.

Because of A, (|z —y|™!) =0, = # v, it follows

/Zf% axz(\w y\)

Bp =1
) 1
— fly (7>nids.
dB, ( );5% |z —yl !

Now we choose for B, a ball with the center at z, then

/—\
| —
=
"
=Y
<

AV =1 + I,

where

L= / Z d
Bp(z) Z y y’3
1
OB, (x) ( )P2 Y

We recall that n - (y —x) = pif y € 0B,(x). It is I = O(p) as p — 0 and
for I, we obtain from the mean value theorem of the integral calculus that
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for ay € 0B,(x)

1
L = —=f®) / ds
p? 0B (x)
= _wnf(g)a
which implies that lim, .o Io = —w, f(z). O

In the following we assume that Green’s function exists for the domain 2,
which is the case if € is a ball.

Theorem 7.3. Assume f € C1(Q)NC(Q). Then

ua) = [ Gl () dy
is the solution of the inhomogeneous problem (7.14), (7.15).

Proof. For simplicity of the presentation let n = 3. We will show that

mm:écmwmwy

is a solution of (7.4), (7.5). Since

1

G(z,y) = prpe— +

o(z,y),

where ¢ is a potential function with respect to x or y, we obtain from the
above lemma that

1 1
Nu = EAAf@Eja@+AAm@wﬂw@
—f($),

where = € Q). It remains to show that u achieves its boundary values. That
is, for fixed ¢ € 092 we will prove that

lim wu(x)=0.

r—xg, TES

Set
u(x) = I + I,
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where

he) = [ Gl dy
O\ B (o)

Lz) = / Gla,y)f(y) dy.
QﬂBP(CEQ)

Let M = maxg |f(x)|. Since

1 1
Glz,y) = —
we obtain, if x € B,(xo) N,
M d
Ll < — L+ 0(p?)

47 JonB, (@) 1T — Yl
M d

< = Y+ 0(?)
47T B2p(:c) |:B - y|

= 0(”)

as p — 0. Consequently for given e there is a pg = po(€) > 0 such that
|I>| < g for all 0 < p < pp.
For each fixed p, 0 < p < pg, we have

li I =0
maxtl,anQ 1(1:)
since G(xo,y) = 0if y € Q\ B,(zo) and G(x,y) is uniformly continuous in
T € Bya(zo) NQ and y € Q\ By(wo), see Figure 7.8. O

Remark. For the proof of (ii) in the above lemma it is sufficient to assume
that f is Holder continuous. More precisely, let f € C*(Q), 0 < A < 1, then
V € 0%2Q), see for example [9].
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7.6

Figure 7.8: Proof of Theorem 7.3

Exercises

. Let y(z,y) be a fundamental solution to A, y € Q. Show that

—/Q’y(:r,y) AdD(x) de = P(y) for all &€ Cg(Q) )

Hint: See the proof of the representation formula.

. Show that |z|~!sin(k|z|) is a solution of the Helmholtz equation

Au+k*u = 0in R™\ {0}.
Assume u € C?(2), Q bounded and sufficiently regular, is a solution

of

Au = uinQ
u = 0 on 0f.

Show that © =0 in €.

Let Qu = {z € R?: 21 >0, 0 <23 < x1tana}, 0 < a < m. Show
that -
_ ik (T
u(x)=r 51n<ak‘0)

is a harmonic function in 2, satisfying u = 0 on 0€),, provided k is
an integer. Here (r,0) are polar coordinates with the center at (0,0).
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Let u € C%(Q) be a solution of Au = 0 on the quadrangle Q =
(0,1) x (0,1) satisfying the boundary conditions u(0,y) = u(1,y) =0
for all y € [0,1] and uy(x,0) = uy(x,1) = 0 for all x € [0,1]. Prove

that v =0 in Q.

Let u € C?(R") be a solution of Au = 0 in R” satisfying u € L?(R"),
i e, [gn v?(z) dz < .
Show that v =0 in R".

Hint: Prove

const.
/ |Vu’2 dr < 2 / \u|2 dzx,
Bgr(0) B3r(0)

where ¢ is a constant independent of R.

To show this inequality, multiply the differential equation by ¢ := n?u,
where 7 € C! is a cut-off function with properties: 7 = 1 in Br(0),
n = 0 in the exterior of Bagr(0), 0 < n < 1, |[Vn| < C/R. Integrate
the product, apply integration by parts and use the formula 2ab <
ea’® + %bg, €>0.

Show that a bounded harmonic function defined on R"™ must be a
constant (a theorem of Liouville).

Assume u € C%(B1(0)) N C(B1(0) \ {(1,0)}) is a solution of

Au = 0 in By(0)
u = 0 ondB1(0)\{(1,0)}.

Show that there are at least two solutions.

Hint: Consider
1 — (22 +y?)

S T

Assume Q C R” is bounded and u, v € C%(Q)NC(Q) satisfy Au = Av
and maxpq |u — v| < € for given € > 0. Show that maxg [u —v| <e.

Set @ = R™\ B;1(0) and let u € C?(Q) be a harmonic function in
satisfying lim|, o u(x) = 0. Prove that

max |u| = max |u| .
Q 00

Hint: Apply the maximum principle to Q@ N Br(0), R large.
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Let Q, = {z € R?: 27 >0, 0 < 29 < z1tanal, 0 < a < m,
Qa,r = Qq N Bp(0), and assume f is given and bounded on Qg .

Show that for each solution u € C1(Qq r) N C?*(Qa.r) of Au = f in
Qq, g satisfying u = 0 on 0, g N Br(0), holds:

For given € > 0 there is a constant C'(e) such that

lu(z)| < C(e) |z|«~¢  in Qur.

Hint: (a) Comparison principle (a consequence from the maximum
principle): Assume (2 is bounded, u,v € C?(Q) N C(Q) satisfying
—Au < —-Avin Q and u < v on 0N). Then u <wv in Q.

(b) An appropriate comparison function is
v = Ara—“sin(B(0 + 1)) ,
A, B, n appropriate constants, B, n positive.
Let © be the quadrangle (—1,1) x (=1,1) and u € C?*(Q) N C(Q) a

solution of the boundary value problem —Au =1 in €, v = 0 on 9.
Find a lower and an upper bound for «(0,0).

Hint: Consider the comparison function v = A(x? + y?), A = const.

Let u € C?(B,(0)) N C(B,(0)) satisfying u > 0, Au = 0 in B,(0).
Prove (Harnack’s inequality):
a"2(a —[¢]) a"2(a +¢))
(a+|¢hmt (@ — ¢t

Hint: Use the formula (see Theorem 7.2)

Rt T N
(y) /| .

an z|=a |.’E - y|n

u(0) <u(() < u(0) .

for y = and y = 0.

Let ¢(0) be a 27-periodic C*-function with the Fourier series

oo

$(0) =Y _ (an cos(nd) + by sin(nd)) .
n=0
Show that -
u= Z (an cos(nf) + by sin(nd)) r™
n=0

solves the Dirichlet problem in B;(0).
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Assume u € C2() satisfies Au = 0 in . Let B,(¢) be a ball such
that its closure is in 2. Show that

Du(Q)] < M (%>'a',

a

where M = sup,cp, (o) [u(®)] and v, = 2nw,—1/((n — 1)wy).

Hint: Use the formula of Theorem 7.2, successively to the k th deriva-
tives in balls with radius a(|a| — k)/m, k =0,1,...,m — 1.

Use the result of the previous exercise to show that u € C?(Q) satis-
fying Au = 0 in € is real analytic in €.

Hint: Use Stirling’s formula

nl =n"e " <\/ﬁ +0 <\}ﬁ>>

as n — 00, to show that w is in the class Ck,(¢), where K = c¢M and
r = a/(evn). The constant c is the constant in the estimate n"™ < ce™n!
which follows from Stirling’s formula. See Section 3.5 for the definition
of a real analytic function.

Assume  is connected and u € C?(f2) is a solution of Au = 0 in Q.
Prove that v = 0 in Q if D*u(¢) = 0 for all a, for a point ¢ € Q. In
particular, u = 0 in © if ¥ = 0 in an open subset of 2.

Let Q = {(x1,72,73) € R® : x3 > 0}, which is a half-space of R3.

Show that
1 1

Amle —y|  Anlz —7g|’

G(z,y) =
where ¥ = (y1,y2, —¥3), is the Green function to .
Let Q = {(z1,22,73) € R®: 23+ 23+ 23 < R?, 23 > 0}, which is half
of a ball in R?. Show that

1 R
drlz —yl  Axlyllr — y*|
L, R
dmle =g Anlylle —7*|

G(x,y)

where 7 = (y1,y2, —¥3), ¥* = R%y/(ly[*) and 7* = R*g/(|y|*), is the
Green function to €.
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20.

21.

22.

23.

24.

25.

Let Q = {(z1,72,23) € R®: x5 >0, 23 > 0}, which is a wedge in R3.
Show that
1 1
Amle —y|  Ax|z — 7
1 1
“anla—y] " dnle— 7]

G(x,y)

where y = (y17y27 _y3)7 y/ = (y17 _y2ay3) and gl = (y17 —Y2, _y3)7 is
the Green function to €.

Find Green’s function for the exterior of a disk, i. e., of the domain
Q={zeR?: |z| >R}

Find Green’s function for the angle domain Q@ = {z € C: 0 < argz <
ar}, 0 < a <.

Find Green’s function for the slit domain @ = {z € C: 0 < argz <
27}

Let for a sufficiently regular domain €2 € R"™, a ball or a quadrangle

for example,
rﬁ)=/Q K(z,y) dy,

where K (x,v) is continuous in Q x Q where x # y, and which satisfies
|K (2,y)] <

with a constants ¢ and a, a < n.

|z —y|~

Show that F(x) is continuous on €.

Prove (i) of the lemma of Section 7.5.

Hint: Consider the case n > 3. Fix a function n € C(R) satisfying
0<n<1,0<7n <2 nt) =0fort <1 nt) =1fort>2and
consider for € > 0 the regularized integral

/f ne |n2,

where n. = n(Jz — y|/e). Show that V. converges uniformly to V
on compact subsets of R” as € — 0, and that OV.(x)/0x; converges
uniformly on compact subsets of R™ to
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as € — 0.

26. Consider the inhomogeneous Dirichlet problem —Au = f in Q, u =
¢ on Jf). Transform this problem into a Dirichlet problem for the
Laplace equation.

Hint: Set v = w + v, where w(z) := [ s(jz —y[)f(y) dy.
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